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ABSTRACT

Cavitation near solid surfaces is a critical phe-
nomenon due to its potential to damage materials and
impair the performance of machinery such as pumps
and turbines. Previous studies have employed com-
pressible multiphase solvers to simulate the collapse
of cavitation bubbles near walls, often using equival-
ent radius as a key parameter for validation. In this
work, we aim to deepen the understanding of cavit-
ation bubble dynamics by comparing two modeling
approaches: (i) the Volume-of-Fluid (VOF) method
with the All-Mach approach and (ii) the Level-Set
method with Euler equations. The simulations are
conducted using Basilisk and M2C, respectively, two
open-source solvers that leverage adaptive meshes on
the one hand and multiphysics on the other hand for
high-resolution computations that can tackle com-
plementary regimes. A novel aspect of this study
is the simulation of bubble dynamics starting from
the breakdown phase, which provides a more com-
prehensive understanding of the collapse process.
Our results indicate that while the equivalent radius
shows limited sensitivity to modeling conditions, the
maximum wall pressure is strongly dependent on the
bubble’s stand-off ratio. By comparing the simula-
tion results to experimental measurements and visu-
alizations, we evaluate the accuracy and applicabil-
ity of the two approaches under various conditions.
This study provides new insights into the sensitivity
of cavitation bubble collapse to modeling conditions
and informs the selection of numerical methods for
accurate prediction of cavitation-induced phenom-
ena.

Keywords: bubble dynamics, bubble modeling,
laser-induced cavitation

NOMENCLATURE

max,(P,) [MPa] maximum wall pressure

1

Ry [mm]
D(tyr) [mm]

m[ax(qu) [mm]

equivalent radius of bubble
distance from the bubble’s

centroid to the wall )
maximum equivalent radius of

bubble
Subscripts and Superscripts
L laser
tMR time when bubble reaches its maximum
equivalent radius
eq equivalent
r radial direction
w wall
1.INTRODUCTION

Cavitation refers to the formation, growth, and
collapse of vapor bubbles in a liquid due to rapid
changes in pressure or temperature [1, [2]. Cavitation
bubbles commonly occur in hydraulic machinery
such as pumps and turbines [3}14]. On one hand, their
collapse can cause erosion and vibration on solid sur-
faces [5]. On the other hand, cavitation can offer be-
nefits across various fields like enhancing the drilling
rate of petroleum wells [6] and performing shotless
peening on metals [7]. Understanding bubble col-
lapse near solid surfaces is therefore essential.

There is a substantial body of research dedicated
to investigating cavitation bubble dynamics through
experimental approaches [8, 9,110, 11]. However, ex-
periments face limitations such as difficulty in meas-
uring pressure, temperature and velocity fields in-
side the bubble. In order to address these challenges,
numerical simulations have been developed to study
bubble dynamics near a solid boundary. One widely
used method is the Volume-of-Fluid (VOF) method
with All-Mach approach, implemented in Basilisk by
[12,[13]]. Simulations using this method assume pre-
defined initial conditions, such as pressure, temper-
ature and velocity at a given bubble size. Recently,
Zhao et al. [14] employed the Level-Set method
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with Euler equations using M2C solver to simulate
laser-induced bubble generation, specifically focus-
ing on pear-shaped and elongated bubble formation.
Their work provides a robust framework for model-
ing bubble behavior and greatly advances the under-
standing of laser-induced bubble dynamics as they
model the breakdown phase, hence the formation of
the bubble.

In this work, we aim to deepen the understand-
ing of cavitation bubble dynamics by simulating a
single axi-symmetric bubble near a solid boundary.
We compare the results obtained using two numer-
ical models: the VOF method with the All-Mach ap-
proach by [13} [15] and the Level-Set method with
Euler equations by [[14] which will be conducted in
the present study. Key metrics, such as the bubble
equivalent radius and maximum wall pressure, are
analyzed and validated against experimental data
from [16l [17]. This comparison evaluates the ac-
curacy and applicability of the two numerical ap-
proaches, contributing to advancements in modeling
cavitation-induced phenomena.

2. PROBLEM FORMULATION

2.1. Problem description

Figure [I] illustrates the problem investigated in
this work, showing an axi-symmetric vapor bubble
induced by laser.
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Figure 1. Schematic of laser-induced bubble

generation. (a) Computational domain with axi-
symmetry. (b) Geometry of the laser radiation do-
main. (c) Temporal profile of laser power.

In the experiment performed by [16]], a Q-
switched Nd: YAG laser with a wavelength of
532nm, maximum pulse energy of 200mJ and a pulse
duration of 5ns was used as the energy source to in-
duce the cavitation bubble. The experiment was car-
ried out in a 20.3 x 20.3 x 20.3 cm® glass tank filled
with pure water under ambient conditions: temperat-
ure 7 = 293.15K and pressure P = 101325Pa.

To replicate the experimental conditions in
our computational model, we employed an axi-
symmetric simulation domain with radius and length
of 165 mm. In our simulations, r denotes the ra-
dial coordinate. The laser, positioned outside the
water tank in the experiment, is modeled as origin-
ating at z = —0.152 mm, with a laser source ra-
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dius of R, = 0.05 mm, and a convergence angle of
0;, = 19.2°, consistent with the laboratory experi-
ment, as shown in Fig. [1]

Computational domain size is 55 times the max-
imum bubble radius to avoid the impact of compu-
tational boundary on bubble shape and size by con-
straining its growth. The initial conditions assumed
that the domain is filled with liquid water of density
po = 0.001 g/mm?>, pressure py = latm, and temper-
ature Ty = 293.15 K. The flow is initially assumed
at rest. In the computational model, the spatial dis-
tribution of laser intensity is simplified and treated
as a step function, as shown in Fig. EKC). The laser
power increases rapidly to its peak within 0.01ns, re-
mains constant for 5ns, and then decreases to zero
over 0.02ns. In our simulation, the absorption coef-
ficient a is set to 101222 m~' for liquid water and
10~ m~! for the vapor. The vaporization temperat-
ure and latent heat of vaporization are specified as
Tyqp = 373.15 K and [ = 2256.4 J/ g, respectively.

The bubble dynamics can be analyzed using two
key parameters: the equivalent radius, denoted as
R4, and the distance from the bubble’s centroid to
the solid wall, L. The stand-off ratio, expressed as

D(tyr)

= M (1
max(R,)

12
quantifies the relative distance between the bubble’s
centroid and the wall, where f)r refers to the time
when the bubble reaches its maximum equivalent ra-
dius.

2.2. Governing equations

The equations, governing the compressible two-
phase flows neglecting the effects of viscosity and
surface tension while considering radiative heat
transfer, are presented in this section. The governing
equations for the conservation of mass, momentum,
and energy in a compressible fluid are expressed in a
conservative form as follows.

oW(x,1)

o +V-FW)=V-GW) 2)
with
e V! o’
W=|pV |, F=| pVeV+pl |,.G= 0 ] 3)
pe; (oe, + p) VT (kVT - q,)T

p,V, p,and T denote the fluid’s density, velocity,
pressure, and temperature, respectively. The total en-
ergy per unit mass, e;, is defined as

1
er=e+ |V 4)

where e represents the fluid’s internal energy per unit
mass. k is the thermal conductivity coefficient, set to
0.5576 W/mK for liquid and 0.02457 W/mK for va-
por. g, refers to the radiative heat flux induced by the
laser. To close the governing equations (2)), a com-
plete equation of state (EoS) for each phase, includ-
ing a temperature equation, is required. In this study,
the Noble-Abel stiffened gas (NAS G) equations are
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employed as the pressure and temperature equation
[LL8] for both phases. Specifically,

Pip.0) = (v = 1) T =~ Vip 5)
; — U
1
Ti(p,e) = - (e —q- (— - bl) pd) ©6)
Cpl P

in which the subscript I € {0, 1} identifies the liquid
(0) and vapor (1) phases. For each phase, vy, p., g
and b are constant parameters that characterize its
thermodynamic properties. ¢, denotes the specific
heat capacity at constant pressure, assumed to be a
constant. The values of these parameters and other
related thermodynamic properties are adopted from
Zein et al. [19] and summarized in Table [T}

Table 1. NASG EoS parameters and thermody-
namic properties for liquid and vapour phase.

Parameter Units Value

Cpo Jkg T K! 7094.593
Y0 - 2.057

Pco Pa 1.066x10°
by m? kg~! 0

q0 Jkg™! -1994.674x103
pl Jkg TKT | 15924

Y1 - 1.327

Pcl Pa 0

b, m? kg™! 0

q1 Jkg™! 1995x103

The laser radiation equation is derived based
on energy conservation, taking into account the as-
sumptions that the laser radiation dominates over the
black-body radiation and that the laser propagates in
a fixed direction with a certain wavelength [14].

V-(Ls)=VL-s+(V-s)L =-a()L
q,=Ls

(7a)
(7b)

where s = s(x) denotes the direction of the laser
propagation, which is constant only when the beam
is parallel. The spatial variable x refers to the posi-
tion on the surface of the laser fiber, where the initial
laser radiance used to induce the vapor bubble is cal-
culated, and L represents the laser radiance, which
can be calculated for uniform beam as:

_ Pp(1 +cosby)

L ; ®)

nr

2.3. Numerical schemes

In this section, we present a summary of the nu-
merical schemes used, and we refer to Zhao et al.
[[L14]] for a detailed description. The above governing
equations are solved using a finite volume method
based on exact multiphase Riemann problem solver.
The vapor-liquid interface is tracked by the level set
method and the phase transition process is accom-
plished when the intermolecular potential energy in
the liquid phase reaches the latent heat.

3

In the current study, we do not model the laser
fiber as a fixed boundary interacting with the vapor
since the bubble in our case is free-floating without
interaction with the fiber.

3. SPATIAL CONVERGENCE STUDY

3.1. The global influence of mesh resolu-
tion

In this section, the influence of global mesh re-
finement is investigated to identify an optimal mesh
size that ensures convergence in the bubble’s gener-
ation simulated using M2C. We refer to Yang et al.
[17] for a detailed grid convergence study for Ba-
silisk.

As shown in Figure[2[(a), the axi-symmetric com-
putational domain is 330mm X 165mm. Since the
bubble induced by laser has an experimental radius
of approximately 2.7mm, a region of 9mm x 8mm
(indicated by a cyan dashed box) is designated with
finer mesh resolution than the surrounding area, as
illustrated in Fig. (b). This region, larger than the
maximum bubble radius, ensures that the bubble can
grow and collapse under a consistent mesh refine-
ment. The red area highlights the location where the
bubble will evolve.

At first, only the mesh size within this designated
region is varied, while the mesh outside remains un-
changed. Seven cases for y = 1.82 are examined,
with minimum cell size from Ax = 4.5 x 107°m to
Ax =107m.

330mm

(b)

Figure 2. Global mesh distribution

In Figure 3] it can be observed that all cases ex-
hibit a rapid expansion of the bubble in the first 270-
300 ws, reaching a maximum radius between 2.6mm
and 2.8mm, which corresponds well with the exper-
imentally measured radius of approximately 2.7mm.
The maximum bubble radius tends to converge as
the mesh is refined. Minimum cell sizes finer than
Ax = 5 x 107°m show less variability in the max-
imum radius and collapse time. Besides, in Figure
[ similar to the bubble radius, the pressure peak at
the wall reaches a convergence at Ax = 5 x 10~m.
Therefore, based on both the bubble radius and the
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pressure peak, Ax = 5 x 10™°m is an optimal choice
for balancing computational cost and accuracy.
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Figure 3. Evolution of bubble radius obtained
with different computational meshes. The min-
imum cell size is reported in the legend.
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Figure 4. Evolution of pressure at wall obtained
with different computational meshes. The min-
imum cell size is reported in the legend.

3.2. The local influence of mesh resolution

After determining the optimal global mesh size,
we further study the sensitivity of bubble nucleation
to local spatial resolution. Since our model initially
assumes a domain entirely filled with liquid, a bubble
is generated as part of the simulation mesh element.
Suppose we do not maintain a consistent initial mesh
near the region of bubble nucleation. In that case,
each simulation will generate different initial bubbles
due to the varied spatial resolution, leading to non-
comparable results. This makes it imperative to fix
the initial mesh to ensure repeatability and consist-
ency across different simulations.

To further validate our numerical approach, three
simulations are carried out: (a) a first simulation
with a fixed extra-fine region at nucleation site
whose cell size is Ax=5x10"%m, while 107m is
used elsewhere within the cyan dashed box of fig.
(b) a second simulation with uniform cell size
Ax=5x10"%m within the cyan dashed box of fig.

4

and (c¢) a third simulation with uniform cell size
Ax=10"m within the cyan dashed box of fig. 2l The
equivalent bubble radius during the first 45us after
bubble generation is depicted in figure[5] We observe
that the initial bubble generation is highly sensitive
to spatial resolution around the nucleation site. Spe-
cifically, the difference between the black curve(with
a uniform mesh size of 10~m throughout the do-
main) and the magenta curve(with a refined mesh
size of 5x 107%m in the nucleation region and 10™>m
elsewhere) is significantly larger than the difference
between cyan and magenta curves. This observa-
tion confirms the necessity of fixing the initial mesh
around the bubble nucleation site to ensure consistent
results.
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Figure 5. Influence of local mesh refinement at
nucleation site.

To make sure that the bubble will be generated
under identical initial conditions, we fix the mesh
resolution in the region of 0.4mm x 0.6mm near the
bubble nucleation site, denoted as Q0. Specifically,
the mesh size is set to 5 x 10~®m within QO for the
first 200 time steps, as Figure[6]. This mesh size was
determined to be optimal in the previous section.

Outside this space (Q1), the mesh size can vary,
but the bubble will always start within the extra fine
mesh in Q0. This setup allows for reliable conver-
gence studies, as the bubble’s initial formation is con-
sistent across simulations, regardless of the coarser
mesh outside Q0.

Fig. [fillustrates this mesh configuration, high-
lighting the denser mesh region around the nucle-
ation site and the coarser mesh outside of it.

To determine the optimal mesh size in the re-
gion Q1, three cases for y = 1.82 are considered,
with different mesh sizes: Ax = 10m, 2 x 10™>m,
5% 10°m. In particular, we focus on the evolution
of the bubble radius and the pressure exerted at the
wall. From Figure[7] all simulations capture the gen-
eral trend of bubble growth and collapse. The bubble
expands and then collapses, following the same qual-
itative behavior as the experimental measurements.
The mesh resolution of Ax = 107m shows a better
agreement with the experimental results, reaching a
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(b)

Figure 6. Local mesh distribution near the bubble
nucleation site. (a) t=0s. (b) t=10""s. The red
area within Q) represents the bubble right after
its nucleation.

maximum radius of 2.7 mm which matches well the
experimental results. Besides, in Figure [§] the sim-
ulation with Ax = 10~>m exhibits a relative error of
1.3% in the timing of the peak pressure and 6% in the
peak pressure value, compared to the experimental
measurements.

A notable feature regarding maximum wall pres-
sure for Ax =5 x 10°m is found to be approxim-
ately 17MPa (see green line in fig. [8). This pressure
peak is significantly higher than what observed ex-
perimentally (see blue crosses in fig. [§) and specu-
late that it is due to inaccuracies on the prediction
of the bubble size rather than to mesh resolution.
To verify our assumption, an additional simulation
was conducted using the same mesh resolution of Ax
=5 x 10~°m but with a 20% higher absorption coeffi-
cient. This adjustment led to a 1% increase in the nu-
merical maximum bubble size, matching the experi-
mental measurements by [16] (see orange line in fig.
[7). The wall pressure is highly sensitive to the col-
lapse dynamics. As the bubble grows slightly larger,
its collapse becomes significantly less sharp due to a
reduced collapse velocity and lower compression of
the surrounding fluid. This deceleration diminishes
the intensity of the pressure wave generated during
collapse, and consequently, the impact on the wall
is reduced. The resulting pressure peak for the size-
matched simulation is now in good agreement with
the experiments, as shown by the orange line in fig.
This confirms that Ax = 5 x 107°m gives sim-
ilar results to Ax = 10~°m once the bubble dynam-
ics are properly matched with the experiment data.
Therefore, Ax = 10>m is chosen as the converged
mesh size for region Q1, ensuring accurate and effi-
cient simulations in the following studies.

In conclusion, a spatial convergence study has
been conducted and we identified an optimal mesh
size of Ax = 5 x 107m within Q0 and 103 m within
Q1 to conduct the following simulations.

4. RESULTS

In this study, three y are considered, i.e. y = 1,
1.6, 2.2, in order to investigate three conceptually
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Figure 7. Comparison of radius between experi-
ment and simulation.
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Figure 8. The sensitivity of wall pressure to mesh
size.

different cavitation regimes ([16]). A single bubble
near a solid wall is modeled by two different ap-
proaches. Firstly, we simulate a cavitation bubble
initialized at rest. The corresponding simulations are
carried out using two numerical solvers, namely Ba-
silisk [12]] and M2C [14]. As the two solvers employ
different numerical methods and discretization ap-
proaches, this preliminary comparison will allow us
to single out the discrepancies in the numerical sim-
ulations that are due to the numerical solver. Hence,
we compare them in terms of the time evolution of
(7) the equivalent bubble radius (Req, i.e. the radius of
a fictitious spherical bubble with the same volume),
and (if) the maximum wall pressure (max,(P,,)).

A second part of our investigation includes the
laser generation and the first collapse. In this second
part, we use the sole M2C solver, owing to its
multiphysics capabilities to simulate a laser-induced
bubble from the generation point. By comparing the
equivalent radius and the maximum wall pressure
between our simulations and the experimental meas-
urements by [16], we will discuss the limitations of
simulating a cavitation bubble starting from rest.
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4.1. A bubble from rest

This section examines the dynamics of a bubble
near a wall assuming that the bubble has been initial-
ized at rest starting from its maximum size. The ini-
tial bubble temperature is set to be T 0/7T10=0.826.
The initial pressure ratio between outside and in-
side the bubble is specified to be Pg/Pro=1/50.
Two solvers are here compared, i.e. M2C and Ba-
silisk, making sure that the simulations have consist-
ent initial configurations and converged mesh res-
olution. The selected stand-off ratios are y=1.049,
1.537, 2.152, as for such three stand-off ratios we can
initialize the bubble shape using the fitting of [17].

As illustrated in Figure[9] both equivalent radius
and collapse time predicted by Basilisk and M2C
show a strong agreement. The deviation between the
two numerical solvers remains within 5% for the col-
lapse time. Furthermore, the collapse times predicted
by both solvers are within the range reported in the
experiments by [16} [17]. We further stress that both
solvers reproduce the trend observed in the experi-
ments, i.e. . | fory T.

Regarding the maximum wall pressure
max,(P,), as shown in Fig. both solvers
display a similar trend across all y. However, M2C
tends to predict a sharper increase in max,(P,) in
time near the pressure peak time f,. As vy increases
from 1.049 to 2.152, both solvers predict a decrease
in the peak pressure.

A significant deviation is observed for y =
1.049, with M2C predicting a pressure peak ap-
proximately 50% higher than Basilisk. Furthermore,
an oscillatory behavior appears in the M2C result,
which is absent in Basilisk. This highlights the sens-
itivity of max,(P,,) for y = 1. This discrepancy
in pressure peak and the oscillatory behavior may
stem from differences in interface capturing methods
(VOF vs Level-Set method), as well as variations in
discretization schemes. In particular, the nonphysical
behavior observed with the Level Set method may be
related to its frequent re-initialization process inher-
ent to the method, which can shift the interface pos-
ition. This becomes especially problematic near the
wall, where such shifts can locally violate pressure
continuity and lead to non-physical pressure peaks
and oscillations. In contrast, fory = 1.537 and 2.152,
the relative error significantly reduces to a range of
5% to 8% in pressure peak.

In conclusion, both M2C and Basilisk can ef-
fectively simulate the dynamics of a bubble initially
at rest near a wall. While the equivalent radius and
collapse time show minimal sensitivity to the mod-
eling approaches, the maximum wall pressure exhib-
its a stronger variability, particularly for y ~ 1. A
detailed comparison with the modeling approach in-
cluding laser generation must therefore focus primar-
ily on the pressure quantification, rather than on in-
terfacial indicators.
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Figure 9. Bubble equivalent radius and collapse
time: Comparison between the two numerical
solvers for three stand-off ratios. The inset shows
the numerical collapse times for the three stand-
off ratios, compared with the experimental meas-
urements by [16}17].
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Figure 10. Maximum wall pressure: Compar-
ison between the two numerical solvers for three
stand-off ratios.

4.2. A bubble from laser generation

In this section, three slightly different y are se-
lected, i.e., y=1.07, 1.68, 2.18, as they correspond to
the stand-off ratios reproduced in the laser-induced
cavitation experiments of [16]. We will now simu-
late bubble generation thanks to the capacitive phase-
change approach implemented in M2C.

As illustrated in Figure the maximum
wall pressure predicted by the simulation generally
matches well with the experimental measurements,
although a significant deviation of 34% for y=1.68
in the pressure peak is observed. This discrepancy
is likely attributed to the difference in the equival-
ent radius and interfacial dynamics between experi-
mental results and the simulation, as shown in Figure
[I2] For y=1.07 and for y=2.18, we observe that the
relative error is considerably smaller, around 5% and
2% in pressure peak, respectively. This minimal de-
viation can also be explained by the nearly-perfect
match between the bubble’s equivalent radius evol-
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ution in M2C simulation and experimental data for
these two 7.

Figure [13] shows the comparison in wall pres-
sure among the simulation of bubble initially at rest
implemented with both M2C and Basilisk, the sim-
ulation of bubble from generation using M2C, and
experimental measurements. The results indicate
that simulating the bubble generation provides bet-
ter agreement with the experiments and simulations
initiated from rest, regardless of the numerical ap-
proach used, largely underestimate the pressure peak
aty > 1. This highlights the importance of including
the memory of the formation and expansion phases
in the bubble dynamics simulations.

To further reinforce the significance of model-
ing the entire bubble evolution from the breakdown
phase, two additional cases for y ~ 1.6 were simu-
lated with M2C: (i) one including only the expansion
and collapse phases, initialized with a small radius of
0.16 mm and high internal pressure and temperature
(Pgo/Pro = 3225, Tgo/TLo = 33.67); (ii) another
considering only the collapse phase, starting from the
maximum bubble size of 2.7mm with initial pressure
and temperature corresponding to a bubble from rest
(1e PG,O/PL,() = 1/50, TG,O/TL,O = 0826), as shown
in Figure[I4] and [T5] These results clearly show that
including the bubble breakdown phase provides the
best agreement with experimental measurements by
[L6]], while simulations that model only the expan-
sion and collapse phases perform better than those
starting solely from the maximum radius, which are
the least accurate.

15 T . .
/_\10-
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R
T
g
_5¢ i
M2C y =1.07 ---= M2Cy=1.68 ---- M2Cy=2.18
Exp.y =1.09 Exp.y =1.60 Exp.y =2.18
105 2 -2 0 2 2 0 2
t—1p(Ms)

Figure 11. Maximum wall pressure: Compar-
ison between simulations (dashed lines) and ex-
periments by [16] (solid lines).

5. CONCLUSION

Simulations of bubbles from rest, implemented
using M2C and Basilisk, demonstrate strong agree-
ment in predicting the equivalent radius and collapse
time, with deviations between the two solvers re-
maining within 5%. Both methods accurately cap-
ture the trend of decreasing collapse time as y in-
creases, and the simulated results match well with
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Figure 12. Evolution of R, simulated by M2C
(solid lines) and measured experimentally by [16]
(dashed lines), together with the collapse time re-
ported in the inset.

Figure 13. Comparison of maximum wall pres-
sure. The solid lines denote simulations from rest
carried out using M2C (solid black line) and Ba-
silisk (solid red line). The black dashed-dotted
line refers the M2C simulations including the
laser-generation of the cavitation bubble, while
the green dashed-dotted line refers to the exper-
iments by [16].

experimental measurements for these metrics. How-
ever, the maximum wall pressure (max,(P,,)) shows
greater sensitivity to the modeling approach, partic-
ularly at lower y. For v =~ 1, a significant dis-
crepancy of approximately 50% is observed between
both solvers, highlighting the influence of differences
in interface capturing methods (VOF vs Level-Set
method) and numerical discretizations.

Simulations of bubble from its nucleation, con-
ducted with M2C, achieve better agreement with ex-
perimental results compared to those started with
the bubble at rest. By incorporating the formation
and expansion phases of the bubble, the simula-
tion provides more accurate predictions of maximum
wall pressure and a comprehensive understanding of

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors
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Figure 14. Comparison of R,, for y ~ 1.6 ob-
tained from M2C simulations initialized at differ-
ent starting points and measured experimentally
by [16]].
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Figure 15. Comparison of max,(P,,) for y ~ 1.6
obtained from M2C simulations initialized at dif-

ferent starting points and measured experiment-
ally by [16].

bubble collapse. For y ~ 1 and y ~ 2.2, relative er-
rors in wall pressure peak between simulation and
experiment are minimal, at approximately 5% and
2%, respectively. However, for y = 1.6, a signific-
ant deviation of 34% in pressure peaks was observed.
This discrepancy is attributed to differences in the
evolution of bubble radius and interfacial dynamics
between the simulation and experiment, as evidenced
by the radius evolution analysis.

Overall, simulations of bubbles from generation
exhibit superior accuracy in predicting experimental
results compared to those from rest. While both
modeling approaches are effective in capturing key
bubble dynamics such as collapse time and equival-
ent radius, the inclusion of the formation and ex-
pansion phases in the simulation process enhances
the predictive capability for maximum wall pressure.
These findings underscore the sensitivity to the ini-
tialization modeling assumptions and further studies
will be aimed to identify the initial conditions cap-
able of simulating the bubble dynamics without ne-
cessarily including the bubble generation.
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