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ABSTRACT  

A wide variety of heating and cooling 

applications, including thermal processing, use 

impingement nozzles for their high heat-transfer 

coefficients. The resulting thermal loads still require 

large volume flows and thus process-scale nozzle 

diameters, resulting in Reynolds numbers of 

Re ≈ 1 × 104 – 1 × 105. This work presents a 

combined thermal- and fluid-dynamic investigation 

of impingement jets from a single round and a single 

slot nozzle under these conditions. A central focus is 

the systematic comparison of the three turbulence 

models SST k-ω, generalized k-ω (GEKO) and 

Reynolds Stress Model (RSM) to identify the option 

that delivers the most accurate simulation of 

industrial impingement jets. The validation of the 

numerical results is based on the experimentally 

determined heat transfer at a strip and laser-optical 

Particle Image Velocimetry (PIV) measurements. An 

optimised set of GEKO parameters further reduces 

heat-transfer error. The strengths and shortcomings 

of each model in predicting local velocity, turbulent 

kinetic energy and heat transfer are revealed by the 

PIV data. 
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NOMENCLATURE 

CCUR [-] curvature Parameter 

CMIX [-] mixing Parameter 

CNW [-] near Wall Parameter 

CSEP [-] separation Parameter 

D [mm] nozzle diameter 

Dh [mm] hydraulic diameter 

H [mm] strip distance 

k [m²/s²] turbulent kinetic energy (TKE) 

μ [Pas] dynamic viscosity 

Nu [-] Nusselt number 

p [Pa] pressure 

ρ [kg/m³] fluid density 

Re [-] Reynolds number 

SRN [-] single round nozzle 

SSN [-] single slot nozzle 

u [m/s] fluid velocity  

t [mm] thickness 

W [mm] nozzle width 

Φ [W/m³] heat generation 

ω [s-1] specific turbulence dissipation rate 

1. INTRODUCTION 

Impingement jets are used in a variety of heating 

and cooling applications, including thermal 

processing. Typically, round or slot nozzles are used 

for the heat treatment of metal strips [1,2]. The first 

design of these nozzle systems is carried out using 

empirically derived Nusselt relations, a detailed and 

sophisticated design makes complex experimental 

measurements unavoidable [3,4]. Numerical 

simulation is intended to shorten this development 

process for new nozzle systems and reduces the 

number of nozzle system prototypes. However, to 

this day the prediction accuracy is still insufficient, 

which is one of the hurdles why numerical modelling 

is not widely used in industry [5]. 

The numerical modelling of impingement jets 

poses a significant challenge due to the substantial 

variations in flow characteristics along the flow 
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direction. The flow emerges from the nozzle exit as 

a free jet, and given the prevailing technical 

conditions, a turbulent flow structure can be 

predicted [6]. The subsequent spreading and 

deceleration of the free jet are a consequence of its 

interaction with the ambient medium through mixing 

and momentum exchange. As the distance to the wall 

surface increases, the free jet transitions into a 

stagnation point flow, whereby the flow is deflected 

by the wall. This stagnation zone is characterised by 

increased turbulence. The subsequent wall jet 

exhibits flow structures analogous to those of the free 

jet, widening as the flow velocity increases, while the 

mean flow velocity decreases. [3,7] 

The study aims to investigate whether RANS-

based turbulence modelling can predict the flow and 

heat transfer of industrial-scale impingement nozzles 

with an accuracy of 5 %, which is required for 

nozzle-system design. Compared to numerical 

studies in other application areas, this is an ambitious 

goal [5,8–11]. In order to expose the limitations of 

the models and establish a realistic error bound, the 

simulations are benchmarked against an extensive, 

high-resolution PIV dataset that resolves the entire 

impingement region, as well as strip heat-flux 

measurements. In addition, the potential of the 

GEKO model, for which there is still little 

comparative data, is investigated. Optimised GEKO 

parameters are used for this purpose. The results will 

be thoroughly compared with data from other 

publications in the discussion. 

2. Problem Description 

For the study, a W = 5 mm single slot nozzle 

(SSN) and a D = 25 mm single round nozzle (SRN) 

were used, with a distance of H = 50 mm between 

the nozzle and the strip on which the impingement 

jet is directed. The test conditions are outlined in 

Table 1. The Reynolds number for this flow 

configuration is defined as (1) [7], 
 

Rex= 
uρx

μ
 (1) 

 

The heat transfer of these nozzles has previously 

been the subject of an experimental study, thus 

resulting in the availability of data from these 

measurements for the purpose of validation. In the 

experiment, the heat transfer is determined by 

heating a constantan® strip while it is cooled by the 

flow. The temperature on the strip is recorded with 

an infrared camera. The local Nusselt number per 

pixel can be calculated from the temperature profile, 

as Trampe et al. [12] explain in their article. 

Table 1. Test conditions  

Geometry  H/Dh u Re 

Slot 5 15.8 m/s 11,870 

Slot 5 85.0 m/s 54,900 

Round 2 19.3 m/s 33,250 

Round 2 52.5 m/s 90,000 

PIV measurements were conducted in advance 

to evaluate the simulated flows and quantify the 

resulting energy. The parameters measured include 

the flow velocity u and the turbulent kinetic energy 

(TKE) k, which is a measure of the energy of the 

vortex movements of a flow. The data was collected 

on the same test rig that had previously been used to 

determine the heat transfer. The configuration was 

expanded to encompass an Nd:YAG laser 

(wavelength 532 nm, Litron Lasers Ltd) and a 

camera (CX2-16, LaVision GmbH). The addition of 

di-ethyl-hexyl sebacate (DEHS) particles to the flow 

enabled the tracking of particle movement using 

LaVision’s DaVis 11 software. 

2.1 Physical modelling and Mesh 

The present study investigates the convective 

heat transfer to a flat strip by an impinging jet, which 

is the basis of the 3D flow domain, Figure 1. The 

working medium is air, which is introduced into the 

flow domain through the nozzles (inlet). The fluid 

temperature and the fluid velocity are measured 

beforehand. The heated strip is modelled as a solid 

body with a thickness of t = 0.1 mm and subjected to 

a constant heat generation related to the experiment. 

The width of the strip corresponds to 60 times the 

nozzle width or 30 times the nozzle diameter. The 

sides of the fluid domain are defined as pressure 

outlets with a gauge pressure p = 0 Pa, while all other 

walls are assumed to be adiabatic. The fluid domain 

has a high level of agreement with Shukla’s 

proposals [8].  

 
Figure 1. Sketch of the fluid domain for a 

single nozzle; black/grey: wall, blue: velocity 

inlet, red: pressure outlet. 

In order to analyse the heat transfer on the 

constantan® strip and compare it with the measured 

data, a rake is placed over the constantan® strip. The 

number and spacing of the evaluation points of the 

rake correspond to the number of the pixels of the 

temperature measurement, therefore the evaluation 

points are spaced 1.28 mm apart.  

A mesh dependence study was carried out with 

particular attention to the area near the constantan® 

strip. The dimensionless wall distance y+ in this zone 

must be y+ ≈ 1 for high prediction accuracy [13,14]. 

The grid dependence study was carried out using the 

W/D

60W / 30D

L

t = 0.1 mmH = 50 mm

z
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generalized k-ω turbulence model with a nozzle exit 

velocity of u = 51.2 m/s for a SSN. This corresponds 

to the average Reynolds number of the studies 

conducted in this study. The key findings of the mesh 

dependency study are presented in Table 2.  

Table 2. Key figures mesh dependency 

Mesh Cells y
min
+  y

ave
+  Nu̅̅̅̅  NuStag 

Coarse 4.3 Mio. 0.9 1.4 446 172 

Medium 7.6 Mio. 0.7 1.1 441 171 

Fine 15.3 Mio. 0.4 0.7 447 168 

 

It was found that a stable solution was obtained 

with a mesh of 7.6 million cells. No further 

improvement was obtained by increasing the number 

of elements in the mesh. The medium mesh size of 

7.6 million cells was selected for further 

investigation due to it offering the best compromise 

between computational time and Nusselt number 

prediction. When analysing the SRN, the same mesh 

properties are used. 

2.2 Turbulence Modelling 

A pre-selection of turbulence models was based 

on previous Reynolds-Averaged Navier-Stokes 

(RANS) simulations [5], with the k-ω (Shear Stress 

Transport) SST and generalized k-ω turbulence 

(GEKO) models chosen due to their low 

computational cost and good agreement for 

simulating impingement jets. The k-ω SST model is 

based on the k-ω standard model in the boundary 

layer region, and this two-equation model solves one 

transport equation, each for the TKE k (2) and the 

vortex frequency ω (3). In these equations, Gk,ω 

denotes the production of k and ω, respectively. 𝛤𝑘,𝜔 

represents the effective diffusion of k and w, while 

Yk,ω represents the dissipation due to turbulence. The 

generation of turbulence due to the buoyancy effect 

is denoted by Gk,ω. The source terms, Sk,ω, are user-

defined. 

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖

(𝜌𝑘𝑢𝑖) =  
𝜕

𝜕𝑥𝑗
(𝛤𝑘

𝜕𝑘

𝜕𝑥𝑗
) + 𝐺𝑘 − 𝑌𝑘 + 𝑆𝑘 + 𝐺𝑏 (2) 

𝜕

𝜕𝑡
(𝜌𝜔) +

𝜕

𝜕𝑥𝑖

(𝜌𝜔𝑢𝑖) =  
𝜕

𝜕𝑥𝑗
(𝛤𝜔

𝜕𝜔

𝜕𝑥𝑗
) + 𝐺𝜔 − 𝑌𝜔 + 𝑆𝜔 + 𝐺𝜔𝑏 (3) 

 

In the free jet region, the k-ω SST model behaves 

like the k-ε model, showing good convergence rates. 

The integration of the standard k-ω and k-ε models 

offers the benefit of enabling the modelling of both 

the near wall region and the free jet region in a 

meaningful manner. The GEKO turbulence model is 

also founded on the two equations of the k-ω model, 

but it possesses six additional independent 

parameters that can be adjusted without 

compromising the fundamental tenets of the model 

[15].  

The Reynolds Stress Model (RSM) was selected 

as the third turbulence model. In contrast to the 

preceding turbulence models, the RSM characterises 

each respective Reynolds stress using a single 

equation. This approach abandons the conventional 

assumption of isotropic turbulence, but also involves 

a higher computational cost. The RSM stress-ω with 

shear flow correction was applied in the present 

work. [16] 

3. RESULTS AND DISCUSSION 

In the following sections, the local Nusselt 

number distributions, velocity distributions and the 

distribution of turbulent kinetic energy are presented 

for the slot and round nozzle. In each case, a low 

Reynolds number and a high Reynolds number are 

analysed. 

3.1 Study of various turbulence models 

Figure 2 shows the averaged Nusselt number at 

a Reynolds number of Re = 11,870 above the relative 

position of a SSN. All turbulence models tend to 

calculate a lower Nusselt number in the stagnation 

point than the experimental PIV measurement. The 

deviation in the stagnation point is 5.5 – 12 %. From 

the relative position x/Dh = 2, the SST k-ω and 

GEKO Default model approach the experimental 

solution but remain below the measured course of the 

Nusselt number. The RSM delivers consistently 

lower Nusselt numbers with an average deviation of 

36.3 %.  

 
Figure 2. Distribution of Nu in cross-section for a 

SSN W = 5 mm, Re = 11,870 

Figure 3 shows the flow distribution over the 

relative position x/Dh and the strip distance H. The 

PIV image corresponds to the experimental 

measurement. All turbulence models calculate a 

similar core velocity in the free jet, but a smaller 

shear layer compared to the PIV measurement. A 

developed stagnation zone is recognisable in each 

case. The SST k-ω and GEKO Default model show 

a local velocity maximum at x/Dh ≈ 1 in the forming 

boundary layer zone. The RSM predicts significantly 

higher velocities in the wall jet than the 

measurement. The experimental PIV measurement 

shows a lower velocity and no local maxima. 
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Figure 3. Velocity distribution for a SSN 

W = 5 mm, Re = 11,870 

Figure 4 shows the turbulent kinetic energy k 

along the relative position x/Dh and strip distance H. 

The SST k-ω and GEKO Default model calculate 

high values of the TKE in the shear flows of the free 

jet and the wall flow. In contrast, the RSM shows 

hardly any significant distribution of k over the 

relative position x/Dh for a given Reynolds number 

of Re = 11,870. 

  

  
Figure 4. TKE distribution for a SSN W = 5 mm, 

Re = 11,870 

For a higher flow velocity u = 85 m/s, the 

Reynolds number for the SSN is Re = 54,900. The 

corresponding local Nusselt numbers are shown in 

Figure 5. The experimental Nusselt number in the 

stagnation point increases by a factor of 2. The 

SST k-ω and GEKO Default models calculate a 

Nusselt number that is 9.6 % and 19.7 % higher at 

the stagnation point. In contrast, the RSM shows 

good agreement at the stagnation point, with a small 

deviation of 0.1 %. However, the RSM 

underestimates the Nusselt number over the full strip 

length, with an average deviation of 24.3 %.  

 
Figure 5. Distribution of Nu in cross-section for a 

SSN W = 5 mm, Re = 54,900 

The SST k-ω model is the only model that 

calculates a secondary local peak at x/Dh = 1, which 

is not present in the PIV measurement. The SST k-ω 

model runs above the measurement up to x/Dh ≈ 4.5 

also intersecting the measurement curve. The GEKO 

Default model consistently calculates Nusselt 

numbers that are too high. 

The velocity fields for u = 85 m/s of the SST k-ω 

and GEKO Default models, shown in Figure 6, are 

similar. A pronounced stagnation zone can be seen at 

x/Dh = 0, with a local velocity maximum building up 

due to the pressure gradient at x/Dh = 1. The wall jet 

widens further along the relative position. 

  

  
Figure 6. Velocity distribution for a SSN 

W = 5 mm, Re = 54,900 



5 

 

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors 

The velocity field of the RSM shows a smaller 

expansion of the wall jet, but a strongly pronounced 

local maximum and a subsequent high velocity 

within the wall jet. The PIV measurement shows a 

similar velocity distribution with a smaller local 

maximum at x/Dh ≈ 1 and a larger jet expansion 

compared to the SST k-ω and GEKO Default results. 

For the Reynolds number Re = 54,900 the TKE 

distribution along the impingement and the wall jet 

of the SSN is shown in Figure 7. For the SST k-ω and 

GEKO Default models, the distribution is similar to 

Figure 4, but with a significantly higher value of k. 

The RSM calculates significantly lower values 

compared to the other models and the PIV 

measurement. Compared to the PIV measurement, 

the SST k-ω and GEKO Default models calculate 

overall higher values for k. 

  

  
Figure 7. TKE distribution for a SSN W = 5 mm, 

Re = 54,900 

Figure 8 shows the local Nusselt number over the 

relative position x/Dh of a SRN for a flow velocity at 

the nozzle outlet of u = 19.3 m/s. For the present 

boundary conditions this means a Reynolds number 

of Re = 33,250. All turbulence models calculate an 

excessive Nusselt number in the stagnation zone 

compared to the measurement. The local deviation of 

the turbulence models in the stagnation point is 

between 26.1 – 45.1 %. In addition, a deviating 

maximum of Nu is calculated at x/Dh ≈ 1. This shift 

of the maximum away from the stagnation point was 

also observed in [17,18]. The SST k-ω model is 

closest to the experimental measurement and 

provides the second local Nu maximum correctly, 

which results in an average deviation of 24.7 %. The 

RSM and GEKO Default model have mean 

deviations of 5.9 % and 29.3 %, respectively, with 

the second local maximum not being well located. It 

is evident that the specification of a mean deviation 

may not always be meaningful, as the SST k-ω 

model reflects the local Nusselt number more 

accurately, yet exhibits a higher mean deviation. 

 
Figure 8. Distribution of Nu in cross-section for a 

SRN D = 25 mm, Re = 33,250 

The velocity distribution of the measured and 

calculated flow velocity u for the SRN is shown in 

Figure 9. The turbulence models calculate a 

significantly larger shear layer of the free jet after the 

nozzle exit, while the PIV measurement shows a 

sharper boundary between the jet and the ambient air. 

All turbulence models show a pronounced stagnation 

zone as well as a forming and accelerating wall jet. 

Compared to the velocity profiles of the slot nozzles 

in Figure 3 and Figure 6, the wall jet of the RSM is 

in better agreement with the other models and the 

PIV measurement. 

  

  
Figure 9. Velocity distribution for a SRN 

D = 25 mm, Re = 33,250 

Figure 10 presents the TKE distribution for the 

SRN considered at Reynolds number Re = 33,250. 

As previously observed, the RSM calculates 

negligible levels of TKE k ≈ 1.5 m²/s². There is no 

difference between the values in free jet or wall jet. 
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The GEKO Default and SST k-ω models calculate a 

higher k-values than the RSM. Consistent with the 

broad shear layers in Figure 9, a corresponding TKE 

distribution is shown over this range. The TKE 

distribution from the PIV measurement shows a 

strongly pronounced shear layer where the TKE 

reaches values up to twice as high as those calculated 

by the turbulence models. 

  

  
Figure 10. TKE distribution for a SRN 

D = 25 mm, Re = 33,250 

Figure 11 shows the local Nusselt number Nu 

over the relative position x/Dh for a SRN with a flow 

velocity of u = 52.5 m/s. At this Reynolds number of 

Re = 90,000, all turbulence models calculate an 

excessive Nusselt number in the stagnation zone. 

The local deviation in the stagnation point is 

23 – 33.3 %. It is noticeable that the RSM and GEKO 

Default model are close for the first local maximum 

in the range 0 ≤ x/Dh ≤ 2.5. None of the models 

correctly predicts the second peak.  

 
Figure 11. Distribution of Nu in cross-section for 

a SRN D = 25 mm, Re = 90,000 

Figure 12 visualises the velocity distributions for 

the SRN. Despite the overall higher velocity level, 

the velocity curves are similar to those in Figure 9. 

The velocity distributions resulting from the 

numerical models again show a much more 

pronounced shear layer between the jet and its 

surroundings. The inner potential core is clearly 

visible. The course of the PIV measurement shows a 

sharp separation between the jet and its environment.  

  

  
Figure 12. Velocity distribution for a SRN 

D = 25 mm, Re = 90,000 

The TKE distributions for the SRN with 

Re = 90,000 are shown in Figure 13. The distribution 

is similar to those for the SRN with the lower flow 

velocity u in Figure 10, but the level of turbulent 

kinetic energy k is increased by a factor of 5.  

  

  
Figure 13. TKE distribution for a SRN 

D = 25 mm, Re = 90,000 
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The RSM again calculates very low values for k. 

In contrast, the GEKO Default and SST k-ω models 

produce a broader distribution of k with values at 

intermediate levels. The PIV measurement shows a 

well-defined shear layer in which the TKE reaches 

values up to twice as high as in the simulations. 

3.2 GEKO parameter study 

In the following, the results of the GEKO 

Default model presented in Section 3.1 are compared 

with the adjusted parameters of the GEKO model for 

the SST and SRN. The parameters were set using the 

method used in Menzler [19]. The algorithm 

optimises the parameters in such a way that the mean 

deviation of the Nusselt number is minimised. 

The default parameters of the GEKO model and 

their value ranges, as well as the adjusted GEKO 

parameters, are shown in Table 3. CJET and CCORNER 

do not affect the local Nusselt number according to 

Menzler [19] and are therefore neglected. 

Table 3. Investigated GEKO parameters in 

comparison with the default values 

Case CSEP CNW CMIX CCURV 

Default 1.75 0.50 0.30 1.00 

Minimum 0.70 2.00 1.00 1.50 

Maximum 2.50 0.50 0.30 1.00 

SSN; Re = 11,870 4.73 2.98 1.38 1.00 

SSN; Re = 58,100 1.75 7.76 21.09 1.00 

SRN; Re = 33,250 1.16 -0.69 -1.26 0.03 

SRN; Re = 90,000 1.34 -0.31 -0.62 0.85 

 

Figure 14 shows the local Nusselt numbers of the 

SSN over the relative position for the GEKO default 

and adjusted parameters. The deviation in the 

stagnation zone increases with increasing Reynolds 

number.  

 

  

(a) (b) 

Figure 14. Distribution of Nu in cross-section for 

a SSN W = 5 mm (a) Re = 11,870 and (b) 

Re = 54,900 

At a lower Reynolds number of Re = 11,870 the 

adjusted parameters lead to a similar deviation from 

the measurement than the default parameters as of a 

relative position of x/Dh ≈ 1. At a higher Reynolds 

number of Re = 54,900, the adjusted parameters give 

a more accurate prediction with a mean deviation of 

only 1.6 %. However, the adjusted parameters lead 

to a local maximum at x/Dh ≈ 2, which is not apparent 

from the measurement. After this local maximum, 

the Nu distribution runs above the measured values 

up to x/Dh ≈ 3. The curve then intersects the 

measured values and runs below the experimental 

data, resulting in a smaller deviation on average.  

Figure 15 presents the velocity distributions of 

the default and adjusted parameters for Re = 11,870 

in the top two subfigures. The distributions show no 

qualitative difference. The bottom two subfigures 

show the TKE distribution. Again, there are no 

significant differences. This explains the similar 

Nusselt number curves in Figure 14. 

  

  
Figure 15. Velocity and TKE distribution for a 

SSN W = 5 mm, Re = 11,870 

Figure 16 displays the velocity distributions for 

Re = 54,900 in the upper part of the figure, which are 

qualitatively similar. The lower part of the figure 

shows the TKE distribution, which, show significant 

differences. The adjusted parameters lead to an 

increased TKE range up to x/Dh ≈ 6, while this range 

extends up to x/Dh ≈ 5 for the default parameters. 

Figure 17 shows the comparison of the GEKO 

default parameters and the adjusted parameters for 

the SRN. The lower Reynolds number Re = 33,250 

and the higher Reynolds number Re = 90,000 are 

compared. For the lower Reynolds number 

Re = 33,250 both parameter sets lead to a significant 

local overestimation of Nu in the stagnation zone 

with a deviation of about 40 %. The maximum of the 

Nusselt number is shifted to the relative position 

x/Dh ≈ 1. The adjusted parameters result in an 
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average deviation of Nu by 20.4 % compared to 

30.3 % deviation for the default parameters. 

  

  
Figure 16. Velocity and TKE distribution for a 

SSN W = 5 mm, Re = 54,900 

The position of the second local maximum is 

incorrectly predicted even with the adjust 

parameters. The local Nusselt numbers of 

Re = 90,000 show a qualitative agreement between 

measurement and simulation. But the absolute 

simulated values of Nu are significantly increased. 

The adjusted parameters shift the local minimum 

further to the measurement result and reduce Nu in 

the second local maximum. This results in an average 

deviation of 10 % compared to an average deviation 

of 16.0 % for the default parameters. 

 

  

(a) (b) 

Figure 17. Distribution of Nu in cross-section for 

a SRN D = 5 mm (a) Re = 33,250 and (b) 

Re = 90,000 

Considering the lower Reynolds number of 

Re = 33,250, the velocity and TKE distributions of 

the default and adjusted parameters are plotted in 

Figure 18. The velocity distribution appears 

qualitatively similar. However, the TKE distribution 

show qualitative differences. With the default 

parameters, an increased TKE is calculated in the 

shear layer of the free jet, as well as a stronger local 

maximum at x/Dh ≈ 3. With the adjusted parameters, 

an overall lower value for the TKE is calculated. 

  

  
Figure 18. Velocity and TKE distribution for a 

SRN D = 25 mm, Re = 33,250 

Figure 19 shows the velocity and TKE profiles 

of the SRN for Re = 90,000. The characteristics of 

the results show a high degree of agreement with the 

results shown in Figure 17 (SRN with Re = 33,250). 

Notably, these values are locally increased by a 

factor of 5 due to the increased nozzle exit velocity. 

  

  
Figure 19. Velocity and TKE distribution for a 

SRN D = 25 mm, Re = 90,000 
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3.3 Discussion 

In the following section, the results presented for 

the impingement jet modelling are discussed and the 

possible reasons for the insufficient prediction of 

heat transfer by the turbulence models are presented.  

Figure 2 and Figure 5 show that the use of the 

RSM for the SSN application does not lead to a more 

accurate prediction of the Nusselt number as the two-

equation models. There is no increase in accuracy for 

this application at the cost of more computation time. 

The TKE curves of the SSN in Figure 4 and Figure 6 

show that the RSM underestimates the intensity of 

the turbulence, which could contribute to the lower 

Nusselt number shown in Figure 2 and Figure 5.  

For the SRN application, the RSM also does not 

provide a significant improvement over the two-

equation models, characterised by locally high 

deviations.  

The present results of all cases indicate a 

proportional relationship between the TKE 

calculated by the turbulence models and the local 

Nusselt number. The calculated heat transfer rises 

with increasing TKE. However, the TKE is 

incorrectly reproduced locally, leading to over- and 

underestimation of the results. Therefore, it is 

necessary to adjust the TKE of the respective 

turbulence models in order to achieve a higher 

prediction accuracy. The velocities of the 

impingement jets are correctly represented using the 

numerical models and therefore do not lead to 

restrictions in the prediction accuracy.  

The achieved prediction accuracy of the local 

Nusselt number is within the expected range [5]. 

Without a fundamental modification of the 

turbulence models, better predictions with RANS-

based turbulence models do not seem to be possible. 

A further possibility is offered by the GEKO model, 

where the model parameters can be adapted to the 

specific application. 

By optimising the GEKO parameters CSEP, CNW, 

CMIX and CCURV, an attempt was made to adapt the 

GEKO model to the considered impingement jets 

from single slot and round nozzles in order to 

increase the accuracy of the model. In some cases, 

values were obtained outside the recommended 

parameter ranges, the effects of which are not fully 

understood, see Table 3. For all applications 

considered, the average deviation for the result based 

on the adjust GEKO parameters was approximately 

halved. Even with the optimised parameters, there 

are still local deviations of up to 39.3 % in the 

stagnation zone and at the local maxima and minima. 

Yüksekdağ [17] and Rasheed [20] also optimised the 

GEKO parameters according to their research 

question. The investigations were carried out on 

SRNs with smaller diameters of D = 2.6 mm [17] 

and D = 15 mm [20] with a Reynolds number of 

Re = 23,000. Figure 20 compares the simulations 

carried out with the adjusted GEKO parameters 

according to Yüksekdağ and Rasheed and the results 

of this optimisation. 

 

 

  

(a) (b) 

Figure 20. Distribution of Nu in cross-section for 

a SRN D = 5 mm (a) Re = 33,250 and (b) 

Re = 90,000 GEKO adjustments [17,20] 

The comparison shows that the optimised 

GEKO parameters of Yüksekdağ and Rasheed 

achieve an improvement of the mean deviation for 

the SRN to Re = 33,250, but thus incorrectly reflect 

the local course. The GEKO parameters according to 

Yüksekdağ achieve a worse prediction accuracy for 

the SRN with Re = 90,000 than the default settings, 

while the GEKO parameters according to Rasheed 

are in the range of the optimisation of this study. This 

indicates that the optimised GEKO parameters are 

highly dependent on the geometry and flow 

conditions, i.e. the Reynolds number, and cannot be 

transferred without restriction. 

Further optimisation potential would lie in a 

local optimisation of the GEKO parameters, e.g. the 

course of Nu in Figure 14 (b) could be locally 

influenced by the parameter CNW. According to 

Menzler [19], the parameter CNW has an influence on 

the gradient of Nu after the secondary peak, so that 

the curve could be further approximated to the 

experimental curve. Table 2 also shows that the 

adjusted GEKO parameters depend on the geometry 

(SSN/SRN) and the flow velocity respectively the 

Reynolds number. The GEKO model also offers the 

possibility of fine-tuning the parameters using sub-

parameters, which should be investigated in a 

detailed parameter study. 

4. SUMMARY 

In this work, the local Nusselt number, velocity 

and turbulent kinetic energy distribution for 

impinging jets from single slot and round nozzles 

were investigated. In each case, a low and a high 

Reynolds number application have been compared. 

The main focus is on the comparison and suitability 
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of the turbulence models, the SST k-ω model, the 

GEKO model with default and adjust parameters and 

the RSM. The results of the numerical simulations 

were validated with experimental measurements 

carried out including heat transfer and PIV 

measurements. The discussion concluded that the 

RSM did not bring significant improvements in the 

prediction of the Nusselt number and underestimated 

the intensity of the turbulence, resulting in lower 

Nusselt numbers.  

The SST k-ω and GEKO Default models 

performed as expected according to Zuckerman [5]. 

However, the prediction accuracy is far below the 

acceptable range for designing nozzle systems based 

on these simulations. Therefore, a further possibility 

to increase the prediction accuracy by optimising the 

GEKO parameters was investigated. The 

optimisation of the GEKO parameters showed 

improvements in the mean deviations and a strong 

dependence on the nozzle geometry respectively the 

Reynolds number. 

For all models it was found that the turbulent 

kinetic energy is locally inaccurately predicted, 

while the flow velocities are accurately calculated. 

This leads to the conclusion that a fundamental 

modification of the model equations is necessary to 

increase the prediction accuracy of RANS-based 

turbulence models for the application of nozzle 

systems in thermo-process technology. Another 

possibility is to perform detailed parameter studies 

on optimised GEKO parameters. In an ideal scenario, 

superior GEKO parameters will be found that further 

reduce the discrepancies between simulation and 

experiment. 
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