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ABSTRACT  

Electrostatic interactions in compressible 

particle-laden flows are relevant for applications 

ranging from lithium-ion batteries to industrial dust 

explosions. Currently, their simulation remains 

challenging because charge transport must be 

resolved alongside steep gas density gradients and 

turbulence. Our present contribution augments an 

existing compressible two-fluid framework in 

OpenFOAM® with a function object that predicts 

net particle charge. The model’s fidelity is 

demonstrated in two unit tests: unit test 1 isolates 

diffusive and conductive terms in a planar channel, 

and shows good agreement with corresponding 

analytical solutions. Unit test 2 benchmarks the 

enhanced two-fluid solver against a single-phase 

reference solution in a converging-diverging nozzle. 

A showcase simulation then tracks charge build-up 

and electric-field hotspots in a turbulent particle 

plume. 

The resulting function object enables predictive 

studies of potentially arc-triggering charge 

accumulation in relevant flow scenarios, e.g., during 

thermal runaway of batteries. Also, ignition risks in 

pneumatic powder transport, volcanic-ash 

electrification, or other safety-relevant 

configurations can be assessed with our tool. 

Keywords: CFD, compressible flow, 

triboelectrification, two-fluid model, gas-particle 

flow 

NOMENCLATURE 

Latin symbols 

d [𝑚]  diameter 

E [
𝑘𝑔 𝑚

𝑠3 𝐴
]  electric field 

e [𝐶 = 𝐴 ∙ 𝑠] electron charge 

L [𝑚]  characteristic system 

  length 

m [𝑘𝑔]  mass 

M [
𝑘𝑔

𝑘𝑚𝑜𝑙
]  molar mass 

n [−]  inward normal of the 

  wall 

p [𝑃𝑎]  pressure 

Q [𝐴 ⋅ 𝑠]  mean charge of particles  

r [𝑚]  radius 

R [
𝐽

𝑘𝑚𝑜𝑙 𝐾
]  universal gas constant 

T [𝐾]  temperature 

t [𝑠]  time 

u  [
𝑚

𝑠
]  velocity vector 

V [𝑚3]  volume 

x [𝑚]  axial position  

Greek symbols 

𝛼 [-]  volume fraction 

δ [m]  electron tunnelling 

   distance  

∆φ [𝑒𝑉]  work function difference 

ε0 [
𝐹

𝑚
]  vacuum permittivity 

θ [
𝑚2

𝑆2 ]  granular temperature 

κp [
𝑚2

𝑠
]  thermal diffusivity 

κq [
1

𝑚𝑠
]  triboelectric diffusivity 

ρ [
𝑘𝑔

𝑚3]  density 

σ [
𝑆

𝑚
]  triboelectric conductivity 

Subscripts and Superscripts 

 

c contact point 

e exit (nozzle outlet) 

g gas phase 

p particle (solid) phase 

q triboelectric (charge-related) 
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t total 

w wall 

e exit (nozzle outlet) 

0 stagnation/total condition 

* (i) non-dimensionalised variable (e.g x*,t*) 

(ii) effective quantity (e.g r*) 

1 INTRODUCTION 

 

Triboelectrification occurs in gas–particle 

systems when collisions and frictional contacts 

transfer charge between solid surfaces, resulting in 

additional cohesive forces and localized electric 

fields. When gas is released rapidly, these fields can 

initiate arcing events that damage equipment or 

ignite flammable mixtures [1], [2]. In addition, at 

speeds above Mach 0.3, the compressibility of the 

gas phase may lead to shock formation and rapid 

expansions that drive transient variations in density 

and enthalpy, amplify pressure and temperature 

peaks, and produce nonlinear wave interactions. 

Resolving these phenomena therefore requires 

considering the full compressible flow equations. 

Such charging behavior under high-speed, 

compressible conditions has been observed in 

lithium-ion battery venting [3], volcanic ash plumes 

[4], planetary dust storms [5], and pneumatic powder 

conveying [2], [6]. 

To predict net charge generation in these flows, 

particle-resolved CFD–DEM simulations resolve 

every contact. However, they are impractical for a 

high amount of particles due to the cost of collision 

resolution [7]. Continuum Euler–Euler two-fluid 

models address this limitation by treating gas and 

particles as interpenetrating continua, and simulate 

net particle charge transport with an additional scalar 

transport equation. This approach lowers the 

computational expense for large particle counts 

while retaining the essential coupling of flow 

dynamics, charge transport and cohesive forces [8]. 

Experimental efforts have quantified 

triboelectric charging under flow conditions using 

both single-particle rigs and bulk powder 

measurements. Xu and Grosshans measured peak net 

charges at intermediate humidity in a PMMA duct 

[9], Cruise et al. demonstrated that air breakdown 

limits surface-charge saturation in pressure-chamber 

tests [10], and Liu et al. employed a contact–

separation triboelectric nanogenerator in high 

vacuum to isolate intrinsic surface-charge densities 

free of gas-phase losses [11]. 

Building on these findings, CFD–DEM 

frameworks now allow incorporating triboelectric 

contact models with turbulent powder flows. For 

example, Alfano et al. coupled DEM collision 

models to a compressible RANS solver in an 

aerodynamic powder disperser and confirmed 

material-specific charge-to-area ratios against 

experiments [12]. Grosshans applied four-way 

coupled Euler–Lagrange simulations to show that 

even weak electrostatic charges markedly enhance 

near-wall particle clustering in pneumatic 

conveying, with secondary vortices modulating 

rather than negating this effect [13]. 

More recently, Euler–Euler models have 

advanced continuum tribocharging modeling by 

including charge–momentum coupling, 

polydispersity, and compressible effects. For 

example, Zeybek and Grosshans proposed a 

DQMOM-based scheme that discretizes the joint 

size–velocity–charge distribution, closes wall-

contact and particle-particle charge-transfer terms 

with kinetic theory-based models, and solves 

Poisson’s equation for the volumetric charge field, 

reproducing the formation and diffusion of a sharp 

charge boundary layer whose characteristics depend 

on particle-size distribution and charge diffusivity 

[14]. Montilla et al. derived second-order moment 

equations for the charge–velocity covariance and 

charge variance, as well as demonstrated that 

including the covariance transport improves 

predictions of charge diffusion in unsteady flows 

[15]. Ray et al. developed mean-charge transport 

equations for bi-disperse systems and showed in one-

dimensional simulations that size disparity alone can 

induce spontaneous bipolar charging for identical 

materials [16]. 

While recent advances in CFD–DEM and Euler–

Euler models have enabled triboelectric simulations 

under turbulent and compressible conditions, critical 

gaps remain in the field of open-source, 

compressible two-fluid simulation frameworks: 

existing implementations often rely on in-house 

codes or lack integration with finite-volume 

solvers for reactive multiphase flows, limiting 

accessibility and scalability. Moreover, the interplay 

between compressibility effects (e.g., shocks, rapid 

expansions) and tribocharging dynamics – expected 

to be of key importance in applications like battery 

venting or volcanic plumes - has not been rigorously 

investigated with continuum-based solvers.  

To address these challenges, we present a 

generalized charge transport function object for 

OpenFOAM®’s „reactingTwoPhaseEulerFoam” 

solver, verified for conductive/diffusive limits and in 

compressible nozzle flow. Also, we showcase the 

solver in a forward-facing step flow. Thereby, our 

work bridges the gap between high-fidelity 

triboelectric models and open-source multiphase 

CFD, enabling studies of charge-momentum 

coupling in industrially relevant geometries. 

The remainder of our contribution is organised 

as follows: Section 2 details the governing equations, 

numerical implementation, and boundary conditions. 

Section 3 verifies the charge-transport with 

conductive and diffusive benchmarks, while in 

Section 4, a showcase is presented. Section 5 

summarises the main conclusions and outlines future 

work. 
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2 METHODOLOGY 

This section summarizes the governing 

compressible two-fluid and charge-transport 

equations, their implementation in OpenFOAM®, 

and the boundary-condition in this study. We note in 

passing that in our present study 𝑥∗ and 𝑡∗ denote 

non-dimensional variables, whereas 𝑟∗ indicates the 

effective particle radius. 

2.1 Flow 

The Eulerian-Eulerian approach was applied in 

the present study to simulate a gas-particle flow 

system in OpenFOAM®. Two-Fluid Model (TFM) 

is also termed „Eulerian-Eulerian” approach since 

different phases are treated mathematically as 

interpenetrating continua. In this approach, 

conservation equations are solved for each phase, 

and these equations are linked by an interphase 

momentum transfer coefficient and the gas pressure. 

The interphase momentum exchange was modeled 

using the drag law proposed by Wen and Yu [17]. 

Besides this, the kinetic theory of granular flow, as 

well as a frictional model, was adopted to close the 

solid-phase stress tensor. Finally, the no-slip 

boundary condition was used for the gas phase, and 

the solid-phase transport equations are closed using 

the Johnson & Jackson boundary condition [18]. The 

full governing equations - including those for  

thermal energy – are standard, and will be shared by 

the authors upon reasonable request. 

2.2 Charge transport equations  

The following equation has been implemented in 

the form of a function object in the OpenFOAM® 

software environment to solve the charge transport 

equation: 

𝜕𝑡 (
𝛼𝑝

𝑉𝑝

𝑄𝑝) + 𝛁 ⋅ (
𝛼𝑝

𝑉𝑝

𝑄𝑝𝐮𝐩)

= −𝜎𝑞

𝛼𝑝𝑄𝑝

𝜀0𝑉𝑝

 

                         +𝛁 ⋅ ( 𝜅𝑡𝑜𝑡𝑎𝑙𝛁𝑄𝑝)  

 

(1) 

Here the following definitions have been used: 

𝜎𝑞 = 𝛾𝑞2
14
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𝜅𝑡𝑜𝑡𝑎𝑙
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𝑑𝑝√Θp
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(3) 

2.3 Boundary Conditions for Charge 

The boundary condition, as stated in [19], is 

given by 

𝜎𝑞,𝑤 (
Δφ

𝛿𝑐𝑒
−

2𝑄𝑝

𝜋𝜀0𝑑𝑝
2

) + κq𝐧w ⋅ ∇𝑄𝑝

− (σq − σq,w)E ⋅ 𝐧w

= 0 

 

(4) 

The first term represents the role of the work 

function difference at the boundary. Additionally, 

the second and third terms stand for diffusion and 

conduction contribution. As reported by 

Kolehmainen et al. [19], the nature of the solution to 

this problem is determined by the ratio of two 

timescales, one associated with tribo-charging, 𝜏𝑒, 

and the other representative of charge diffusion, 𝜏𝑑: 

𝜏𝑒 =
𝜀0

𝜎𝑞

 (5) 

𝜏𝑑 =
𝛼𝑝𝐿2

𝜅𝑞𝑉𝑝

 (6) 

 

In the above equations, L stands for a 

characteristic length of the system. If 𝜏𝑒 is much 

smaller than 𝜏𝑑, the diffusion term can be neglected 

(as the latter effects will affect the charge distribution 

insignificantly). 

3 RESULTS 

3.1 Unit test 1: Tribocharging Solver 
Testing 

The correctness of the implemented code was 

tested for fixed physical properties (i.e. particle 

density, volume, diameter, heat capacity and thermal 

conductivity), solid volume fraction (𝛼𝑝) and 

granular temperature (Θ𝑝). Therefore, the 

coefficients for the charge transport equation can be 

considered as fixed (i.e. 𝜎𝑞 , 𝜅𝑡𝑜𝑡𝑎𝑙 are constant). With 

this assumption, one can rearrange Eqn. (1) as 

follows: 
𝛼𝑝

𝑉𝑝

𝜕𝑡𝑄𝑝 +
𝛼𝑝

𝑉𝑝

∇ ⋅ (𝑄𝑝𝐮𝐩)

= − (𝜎𝑞

𝛼𝑝𝑄𝑝

𝜀0𝑉𝑝

)

+ 𝜅𝑡𝑜𝑡𝑎𝑙Δ𝑄𝑝 

(7) 

The above equation contains a transient term and 

a convective term on the left-hand side, while the 

right-hand side comprises a conductive contribution 

caused by tribo-electrification and a diffusive 

contribution. To check the correctness of our 

implementation of this balance equation, we 

simulate two limiting cases: (i) pure conduction and 

(ii) pure diffusion inside a rectangular channel that 

spans −96 𝑑ₚ <  𝑥 <  96 𝑑ₚ, −6 𝑑ₚ <  𝑦 <  6 𝑑ₚ 

and −6 𝑑ₚ <  𝑧 <  6 𝑑ₚ. The channel is resolved by 
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a 50 ×  4 ×  4 cartesian mesh and the equations are 

advanced with a constant time step of ∆𝑡 = 0.001 𝑠. 

During all runs the granular temperature Θₚ, the solid 

volume fraction αₚ and the particle material 

properties are kept constant. In the conductive case, 

convection is suppressed (𝑈ₓ =  0), electrical 

conductivity is finite (𝜎𝑞 ≠  0) and electrical 

diffusivity is set to zero (𝜅𝑞 =  0). In the diffusive 

case the opposite holds (𝜎𝑞 =  0, 𝜅𝑞 ≠  0). Both 

scenarios start from an identical step-wise initial 

charge distribution, 𝑄𝑝(𝑡 = 0) = 10−14 𝐶 𝑚−3 with 

−1 for 𝑥 <  0 and +1 for 𝑥 ≥  0. 

The diffusive case can be also verified by 

considering charge diffusion in a semi-infinite 

medium whose surface is maintained at a constant 

charge (i.e. 𝑄0). The charge is initially zero in this 

medium. The analytical solution for this case is given 

in Eq. (3.13) of Crank [20]. 

Table 1. Physical properties of the particles. 

Name Value Unit 

Particle diam. (𝑑𝑝) 250 [µm] 

Particle density (𝜌𝑝) 
2500 [

𝑘𝑔

𝑚3
] 

Granular temperature 

(Θ𝑝) 
0.01 [

m2

s2
] 

Volume frac. (α𝑝) 0.15 [−] 

3.1.1 Conductive case 

In this case we just consider the conductive 

contribution, meaning that electrical diffusivity is 

ignored (i.e. 𝜅𝑡𝑜𝑡𝑎𝑙 = 0) and no convection is present 

(𝐮𝐩 = 0) We can  hence simplify to: 

𝜕𝑡𝑄𝑝 = − (
𝜎𝑞

𝜀0

𝑄𝑝) (8) 

With the analytical solution becoming: 

𝑄𝑝(𝑡, 𝑥) = 𝑄0(𝑥)𝑒
−

𝜎𝑞

𝜀0
𝑡
 (9) 

Figure 1 shows that, for the pure-conduction 

benchmark, the dimensionless charge profile 
𝑄

𝑄0
⁄  

keeps its initial top-hat shape along the normalised 

coordinate 𝑥∗ while its plateau levels decrease 

uniformly with time (𝑡∗ = 10 − 60). This is in line 

with the analytical solution of Eqn. (9) for a 

conduction-only process. Notably, the jump at 𝑥∗ =
0  remains sharp and the plateaus do not spread, 

indicating that the solver adds virtually no numerical 

diffusion. 

 

Figure 1  Dimensionless charge (𝑸/𝑸𝟎) for 

the case with 𝝈𝒒 calculated from physical 

properties from Table 1. The dimensionless time 

is defined as 𝒕∗ = 𝒕/
𝑳

√𝜣
. 

Figure 2 represents an extreme case in which the 

electrical conductivity 𝜎𝑞 was deliberately increased 

by three orders of magnitude. As a result, the 

characteristic relaxation time becomes much shorter 

than in the reference run, and the positive-and-

negative charge plateaus level out almost 

immediately. While the charge step at 𝑥∗ = 0 

remains sharp, its amplitude collapses within a very 

brief period.  

 
Figure 2.  Dimensionless charge distribution 

(𝑸/𝑸𝟎) for the case with 𝟏𝟎𝟎𝟎𝝈𝒒 (with  𝝈𝒒 

calculated from the physical properties from 

Table 1). The dimensionless time is defined as 

𝒕∗ = 𝒕/
𝑳

√𝜣
. 

3.1.2 Diffusive case 

In this case, just the diffusion contribution is 

considered, meaning that the electrical conduction 

term is ignored (i.e. 𝜎𝑞 = 0) and no convection is 

considered (i.e,. 𝐮𝐩 = 0). In such circumstances, we 

can write: 

𝜕𝑡𝑄𝑝 = 𝜅𝑡𝑜𝑡𝑎𝑙

𝑉𝑝

𝛼𝑝

𝚫𝑄𝑝 ( 10 ) 

 



5 

 

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors 

 

Figure 3. Dimensionless charge (𝑸/𝑸𝟎) for 

the case with 𝜿𝒕𝒐𝒕𝒂𝒍 calculated from physical 

properties of Table 1. The dimensionless time is 

defined as 𝒕∗ = 𝒕/
𝑳

√𝜣
. 

Figure 3 shows that, for the pure-diffusion 

benchmark, the dimensionless charge profile 
𝑄

𝑄0
⁄  

evolves as expected: starting from the same top-hat 

distribution as before, the plateau values remain 

essentially constant while the step at 𝑥∗ = 0  spreads 

symmetrically with increasing time 𝑡∗producing the 

S-shaped curves that follow the error-function form 

expected for a diffusion-controlled process. 

 

Figure 4. Comparison of dimensionless 

charge distribution to the analytical solution for 

initial charge 𝑸𝟎 = 𝟏𝟎−𝟏𝟒 and a fixed charge 

𝑸𝟏 = 𝟓𝒆−𝟏𝟓 at the left boundary in an semi-

infinite box, The dimensionless time is defined as 

𝒕∗ = 𝒕/
𝑳

√𝜣
. 

Figure 4 compares the simulated dimensionless 

charge profiles 
𝑄

𝑄0
⁄  (symbols) with the analytical 

solution (solid lines) for the one–dimensional semi-

infinite medium whose boundary at 𝑥 = 0 is held at 

a constant charge 𝑄0. Results are shown for three 

dimensionless time coordinates. As can be seen, the 

diffusion front penetrates into the domain, and the 

simulation tracks the theoretical curves almost 

perfectly. 

 

Figure 5. Relative error of dimensionless 

charge 𝑸/𝑸𝟎 for the case of an semi-infinite half 

plane, The dimensionless time is defined as 𝒕∗ =

𝒕/
𝑳

√𝜣
. 

Figure 5 presents the corresponding relative 

error along the axial direction. The error peaks close 

to the charged wall, but decays rapidly with distance 

and time, falling below 1 % in the bulk of the 

domain. Together the two plots confirm that the 

solver reproduces the analytical solution with high 

accuracy. 

3.2 Unit Test 2: Nozzle flow 

Unit test 2 benchmarks the flow through a 

canonical converging–diverging nozzle (with 

geometric parameters 𝛩 = 5.7 °, 𝐷𝑏 = 40 𝑚𝑚, 
𝐷ℎ = 28 𝑚𝑚, 𝐷𝑒 = 37.46 𝑚𝑚, and 𝐿 = 47.4 𝑚𝑚, 

as well as simulation parameters 𝛾 = 1.4, 𝑅𝑠 =

286.71 
𝐽

𝑘𝑔 ∙ 𝐾⁄ , and 𝑝𝑡 = 6𝑒5 𝑃𝑎) to compare the 

performance of two different OpenFOAM® solvers. 

Figure 6 contrasts the temperature and velocity fields 

generated by the single-phase compressible solver 

„rhoReactingBuoyantFoam” (upper row) with those 

from the „two-phase-capable 

reactingTwoPhaseEulerFoam” (bottom row). 

 

Figure 6. Simulated gas flow through a 

converging–diverging nozzle (flow direction is left 

to  right). (a, c) gas temperature 𝑻𝒈𝒂𝒔 [𝑲]; (b, d) 

gas velocity magnitude 𝑼𝒈𝒂𝒔 [
𝒎

𝒔
]. 

Results in the top row (a, b) were obtained with 

the compressible solver 

rhoReactingBuoyantFoam (RRBF), while the 

bottom row (c, d) employs the solver 

reactingTwoPhaseEulerFoam (RTPEF).  
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In both solutions predicted by the solvers the gas 

accelerates from sub-sonic conditions upstream of 

the throat to a supersonic jet at the exit: the colour 

maps show a smooth rise in velocity to about 

543 𝑚/𝑠 for the solver RRBF and 533 𝑚/𝑠 for 

RTPEF. The core flow cools down to  158 𝐾 for both 

cases. These outlet values match the one-

dimensional analytical estimates listed in Table 2 

within a few percent, while any discrepancies 

between the two numerical approaches are most 

likely confined to the wall regions. The unit test thus 

confirms that the „reactingTwoPhaseEulerFoam” 

reproduces compressible-flow behaviour with the 

same level of accuracy as the established single-

phase solver, providing a reliable foundation for 

subsequent gas–particle simulations. 

 

Table 2. Analytical results for nozzle flow 

according to the model of Kong et al. [21]. 

Name Unit Value 

Gas temperature at the 

outlet 𝑇𝑔,𝑒 
[𝐾] 161.6 

Gas velocity at the 

outlet 𝑈𝑔,𝑒 [
𝑚

𝑠
] 527.1 

 

4 BENCHMARK: FORWARD-FACING 
STEP 

 

Figure 7. The geometry of the forward facing 

showcase. 

We now shift our attention to a show case that 

illustrates the combined use of the flow and 

tribocharging solver. As shown in Figure 7, the air 

and particles would enter the domain from the inlet 

patch and would leave it via the outlet patch. The 

flow is confined by an obstacle which is defined as a 

wall. The top and bottom patches are symmetry 

planes, and the front and back faces were defined as 

“empty”. The particles and the gas enter the domain 

with a fixed velocity of (50,0,0) 
𝑚

𝑠
  with a volume 

fraction of 𝛼𝑝 =  4.8 ⋅ 10−4, as well as a temperature 

of 1000 𝐾. The particle diameter is 𝑑𝑝 = 136 𝜇𝑚. 

The particle will get charged when hitting the 

obstacle surface with a work function difference of 

1 𝑒𝑉. Figure 8 shows the results after a flowtime of 

1 𝑠. As it can be seen, the particles just above the 

obstacle’s surface have a substantially higher-charge 

than the particles in other regions. However, the 

particle volume fraction in this high charge region is 

much smaller than at other locations. This can be 

explained by the flow condition affected by the 

obstacle’s shape.  

 

Figure 8. Results for the forward facing 

showcase: a) dimensionless charge, b) particle 

volume fraction contour plots. 

5 CONCLUSIONS 

We demonstrated the functionality of a newly 

implemented triboelectrification solver in the 

popular open-source environment OpenFOAM®. 

Also, appropriate boundary conditions were 

implemented. Specifically, this was done for two sets 

of unit test scenarios, as well as a showcase. 

The latter case highlights a strongly 

heterogeneous net particle charge distribution. This 

may lead to the development of strong electric fields, 

and hence the danger of local arcing phenomena in 

practical applications. 

For the unit test cases, a 𝑘– 𝜀 turbulence model 

was applied to ensure robustness of the solver under 

weakly fluctuating conditions. In contrast, the 

nozzle-flow simulation employed a 𝑘– 𝜔 SST 

model, while the showcase simulation was 

conducted under laminar assumptions. 

In future studies, it would be potentially beneficial to 

apply high-fidelity turbulence-resolving approaches, 

such as Large Eddy Simulation (LES) or Direct 

Numerical Simulation (DNS), to better assess the 

interaction between turbulent fluctuations and 

triboelectric charge transport: the recent study of 

Croquer et al. [22] showed that LES does not offer 

advantages with repect to time averaged quantaties 

(compared to RANS data) for a similar flow 

situation. However, at turbulent fluctuations can be 

directly predicted by LES, which is not the case for 

RANS. Hence, using LES potentially is better suited 

to predict particle-wall collisions and hence 

triboelectrification.  
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Future work will (and has partially already) 

apply the solvers to relevant industry-scale problems 

in the field of battery venting channel design. 
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