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ABSTRACT

The present paper presents an investigation on
the settling time of a measurement setup with
following components: multi-hole pressure probe,
pressure  scanning  box, connection  tubes,
piezoresistive pressure transducer. First, an
analytical model is presented to calculate the
settling time of such a pressure measurement
system. The generic model describes the response
time of the pressure transducer due to a sudden
jump of the pressure at the probe head.
Furthermore, the model is extended to take into
account the influence of the scanning box. Second,
an experimental campaign is performed to verify
the analytical model. For this purpose, a three-hole
pressure probe is positioned in the open-jet wind
tunnel at constant velocity and yaw angle, to
generate large pressure differences between the
individual sensing holes. Then, the pressure signals
are switched by the scanning box in a sequential
manner to the single pressure transducer. The
results show that the extended analytical model
describes the relaxation behaviour and settling time
of the measurement system. The obtained time
constant can be used to optimize the experimental
process to reduce total measurement time. Finally,
some conclusions drawn from the investigation of
the sensitivity of the time constant on geometrical
parameters are presented.

Keywords: experiment, flow model, multi-hole
pressure probe, pressure scanning box, pressure
transducer, settling time

NOMENCLATURE

a [m/s]  speed of sound

c [m/s]  flow velocity

D [m] diameter of replacement tube
d [m] diameter of tube

| [m] length of tube

m [ka] mass

m [kg/s] mass flow rate

n [-] total number of tube sections
p [Pa] static pressure

Ap [Pa] static pressure difference
R [J/kgK] specific gas constant

Re [-] Reynolds number

T [K] temperature

t [s] time

tog [s] settling time

v [m®]  volume of plenum

K [-] specific heat ratio

A [-] friction coefficient

v [m?/s] kinematic viscosity

p [kg/m®] density

T [s] time constant
Subscripts

i number of tube section

A, B, C index of volume or pressure at plenum
u ambient conditions

1,2,3 probe hole number

1. INTRODUCTION

Multi-hole pressure probes are frequently used
measuring instruments in the experimental field of
turbomachinery to determine flow characteristics.
Three-hole probes are used for two-dimensional
flow fields whereas five-hole probes are able to
capture three-dimensional flow fields. By
measuring the individual hole pressures, it is
possible to derive total pressure, static pressure and
flow angles and to draw conclusions about the flow
field, including total pressure losses. This is an
important advantage of pneumatic measurement
methods in relation to optical techniques (LDA,
PIV) and hot-wire anemometry (CTA). To obtain a
comprehensive overview of the flow, the probe is
traversed across a measurement plane, comprising
of at least one blade pitch and the blade span,
resulting in a large number of measurement points.
Figure 1 shows a linear cascade of turbine blades in
the wind tunnel of the Institute of Energy Systems
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and Thermodynamics. Downstream of the cascade,
a three-hole pressure probe is arranged to measure
the two-dimensional flow field at midspan. The
three individual hole pressures are measured by one
single pressure transducer. Therefore, a pressure
scanning box is arranged between the three-hole
probe and the pressure transducer. The purpose of
the scanning box is to switch the pressure signals
from the multi-hole pressure probe to one single
measurement device. Due to the sequential
behaviour of the pressure measurement, the whole
process is rather time consuming. Another point to
take into account is the individual settling time of
the pressure probe, the connection tubes and the
pressure transducer.

‘Figur 1. Linear cascade of turbine blades in the
wind tunnel

For the planning of the experiment, it is
important to know this settling time. On the one
hand, the total measurement time should be kept as
short as possible. On the other hand, systematic
errors will arise, if the waiting time between
switching from one pressure channel to the other is
too low. This paper presents a combined analytical
and experimental investigation on the settling time
of multi-hole pressure probes operating with a
pressure scanning box.

2. LITERATURE REVIEW

In the open literature, a number of papers can
be found which are related to the investigation of
the temporal behaviour of pressure measurement
systems. From a mathematical point of view, these
models can be categorized in first order and second
order methods, respectively. If the pressure changes
at the probe head appear with high frequency, a
second order model is required. This is due to the
fact that these models take into account the inertia
of the fluid volume in the tubes. As has been
pointed out in the introduction, the measurements of
interest are steady throughout and a first order
model is sufficient. Therefore, the literature review
focuses mainly on this kind of models.

An analytical model for the calculation of the
response time of gas purged probes connected to a

2

sensitive pressure transducer is presented by Xie
and Geldart [1]. The first order model assumes
laminar, incompressible flow in the tube and an
isothermal change of state in the plenum.

Weidemann [2] gives an analytical and
experimental investigation on the inertia of dynamic
pressure arrays. The method to calculate a
“pneumatic time constant” is based on an electrical
analogy.

Sinclar and Robins [3] present an analytical
method for the determination of the time lag in
pressure measurement systems. The first order
model can be categorized into laminar,
compressible flow in the tube and an isothermal
change of state in the plenum. The main parameters,
influencing the response time are analysed. A
further objective is to calculate an optimum tube
size. Theoretical results are compared with data
from systematic experiments.

Lilley and Morton [4] present an analytical
method for the calculation of the response time of
wind tunnel pressure measurement systems.
Additional experiments are performed to validate
the analytical model. The detailed model shows that
results from simpler methods with concentrated
parameters are sufficient to calculate the response
time of those systems. However, a prerequisite for
sufficient accuracy is to take into account the inlet
and exit pressure losses.

A  summary of the results from the
investigations of [3] and [4] can also be found in the
textbook of Wuest [5].

Davis [6] presents a theoretical investigation of
the time lag in pressure systems at extremely low
pressures. The motivation is that pressure from near
vacuum to ambient pressure can appear in transonic
and supersonic wind tunnels. Apart from continuous
flow, slip flow in the tubes is investigated. This is
motivated by the fact that at extremely low
pressure, the mean free path is of the same order of
magnitude as the diameter of the pressure
measuring tube. An experimental check of the
validity of the derivation is presented.

Larcombe and Peto [7] provide an analytical
method for the calculation of the response time of
typical transducer-tube configurations for the
measurement of pressure. Since they deal with
transonic and supersonic wind tunnels, slip flow as
well as continuous flow in the tubes is taken into
account. Consideration is given to the special
conditions that apply to the case in which the tube
systems are connected to a pressure scanning
switch.

Bynum et al. [8] provide an overview on wind
tunnel pressure measuring techniques. An important
aspect is the time response of pressure measuring
systems. The report also addresses different options
to route tubes from different pressure measurement
locations to one single transducer. The authors call
this procedure “pneumatic switching”. Many
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practical aspects as well as the influence of the
pneumatic switching on the total response time are
provided.

Recently, the behaviour of pressure
measurement systems working together with multi-
hole pressure probes is investigated by Grimshaw
and Taylor [9] and Briggemann et al. [10]. To
improve the spatial resolution of the flow
measurement in a blade wake, multi-hole pressure
probes are more and more miniaturized. On the
other hand, this increases the response time of the
systems and, therefore, the total measurement time.
This trade off is discussed and analysed in the
papers. The objective is the accurate prediction of
the response time and its minimisation. Both papers
use the electrical analogy whereas Briiggemann et
al. [10] make also a comparison with results from
simpler analytical methods.

3. GENERIC FLOW MODEL

The geometry of the generic flow model,
consisting of a tube and a plenum, is shown on top
of Fig. 2. The rigid tube with length | has a constant
circular cross section with diameter d < |. The
volume of the plenum is denoted as V. The pressure
measurement device (transducer) is positioned at
the end of the plenum. The bottom of Fig. 2 shows
spatial and temporal distribution of static pressure
p. At time t < 0, the constant static pressure in the
whole system is pc (blue ling). At timet =0, a
sudden jump of the pressure from pc to pa is
assumed at the inlet of the tube. Due to the pressure
difference between the inlet of the tube and the
plenum, a flow with velocity c is driven in the tube.
Due to the mass flow rate into the plenum, the static
pressure in the plenum will increase. After an
infinite long time (t = o), the constant static
pressure in the whole system will be pa.

2d /
i C » Vv |//
A
1]
t=o
Pa
]
P
t=0
pC X

Figure 2. Geometry of generic flow model (top),
spatial and temporal pressure distributions
(bottom)

Since the pressure difference pa — pc is
assumed to be small, the density in the tube does
not change and the flow can be treated as

incompressible. At an arbitrary time t, the pressure
loss in the tube is

Ap—ﬂl ¢ 1)
7’2"

If the flow is assumed to be laminar, the friction
coefficient 1 in the tube depends on the Reynolds
number according to

_ 64

A=—.
Re

O]

As can be seen later, Al /d > 1. Therefore,
the exit loss is neglected in Eq. (1). The mass flow
rate driven by the pressure difference 4p is

_nd*Ap

= , 3
128lvy ©

) d’rn
m=p——c
4

A second equation can be derived, if the
temporal behaviour of the pressure in the plenum is
taken into account. For constant volume V, the
change of the fluid mass over time in the plenum is

dn_dV) v dp_do

dt a dt dt

If temperature is assumed as constant in the
volume, the change of mass over time is

dm &V dp
am_xv e 5
dt  a* dt ©)

with the speed of sound for an ideal gas

a=+«kRT = K'B. (6)
\j Yo,

Since the mass flow rate in the tube (Eq. (3)) is
equal to the change of mass over time in the plenum

(Eq. (5)), it is

nd*Ap _ &V dp
1281y a? dt

U]

According to Fig. 2, the pressure loss in the
tube is 4p = pa — p and Eq. (7) can be written as

_d(dp) __,

Ap t, 8)

with the time constant

ri28xkv |
n a’d*

©)
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This time constant can be found in a similar
form in [1]. Equation (8) can be integrated for the
initial condition Ap(t=0) = pa — pc and the result is

t
PP g e, (10)
Pa— Pc
The distribution of the nondimensional pressure
difference over nondimensional time according to
Eqg. (10) is plotted in Fig. 3 (red line). The settling
time of the system can be defined as the time which
is required for the pressure difference to reach 99%
of the applied pressure difference (pa - pc). This
nondimensional settling time

LY
T

(11)

is indicated by the blue dot in Fig. 3. The green
straight line in Fig. 3 gives an interpretation of the
time constant 7, since it is the tangent on the red
curve att/z=0.

1,0 &
0,9
0,8 -

:u 0,7

o

' 0,6 1

:;-;5 04 |

v 037 — Eq. (10)

£ o2; tangent att/t=0
0.1 1 e Eq.(11)

0,0

00 05 1,0 15 20 25 30 35 40 45 50 55 60

nondimensional time t/t (-)
Figure 3. Nondimensional pressure difference
versus nondimensional time

According to Fig. 2, the generic flow model is
based on one single tube with diameter d and its
corresponding length I. In a real measurement setup
n tubes with individual diameters d; and individual
lengths |; are connected in a serial manner. If the
first tube with diameter d; and length I, is defined to
set the reference velocity, an equivalent tube length

4
|, = lﬁZh[dlj
T \d;

can be defined. This equivalent tube length is
also introduced in [3]. It can be used for the
calculation of the time constant, according to Eqg.
(9). Another difference between the generic flow
model (Fig. 2) and the actual measurement setup is
the fact that the pressure scanning box divides the
volume V into two separate volumes. These are
volume V, and volume Vg respectively, with

(12)

4

V=V, +V,. (13)

If the valve of the scanning box is closed, both
volumes are separated and different pressures will
appear in the volumes. Assuming the ideal gas law,
itis

PV, =m,RT, (14)

PeVs = MgRT. (15)

A constant temperature T is assumed in both
volumes and ma and mg are the fluid masses in the
individual volumes. If the valve of the scanning box
opens very quickly, a mixing process will appear
and a pressure pc will be established in the volume
V. If it is assumed that the mixing process is at
constant temperature T, the pressure can be
calculated according to

pc B pB — VA
pA - pB VA +VB . (16)

4. EXPERIMENTAL APPARATUS AND
PROCEDURE

4.1. Open-Jet Wind Tunnel

The open-jet wind tunnel (Fig. 4) consists of a
radial blower, a diffuser, a turbulence grid, a
settling chamber and a circular cross section nozzle.
The radial blower sucks air from the laboratory hall.
Therefore, the inlet air temperature is related to the
ambient temperature in the laboratory, which is
typically about 20 °C. The radial blower is driven
by a DC motor with variable rotational speed to set
the requested jet velocity at the nozzle. The nozzle
with circular cross section (diameter 120 mm) is of
Witoszynski type. The contraction ratio between
settling chamber and nozzle is about 70:1. The
three-hole probe is positioned about one nozzle
diameter downstream of the nozzle exit plane. At
this section streamwise turbulence intensity in the
core of the jet is about 1%.

W\ | -&I :1 i i

Figure 4. Open-jét wind tunnel with three-hole
pressure probe
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4.2. Three-Hole Pressure Probe

The present investigation has been performed
for a total of five different multi-hole pressure
probes. These are three three-hole probes and two
five-hole probes, respectively. In this paper, results
for one of the three-hole probes are presented. The
probe was manufactured in 1994 by SVUSS a.s.
[11]. It is a three-hole cobra probe with a
characteristic head dimension of 0.8 by 2.4 mm
(Fig. 5). The head of the probe consists of three
parallel capillary tubes of 0.5 mm inner diameter
and 0.8 mm outer diameter, respectively. Hole
number “1” is positioned at the centre of the probe
head, whereas hole number “2” is on the left hand
side and hole number “3” on the right hand side,
respectively. A total wedge angle of 60° makes the
probe sensitive to variations of the yaw angle in a
plane perpendicular to the probe stem. Usually, the
probe is operated in the non-nulling mode. The
probe stem has a diameter of 6 mm and a total
length of 600 mm. Inside of the hollow stem, the
capillary tubes of 0.5 mm inner diameter change to
capillary tubes of 1.0 mm inner diameter. A
stepwise increase of diameters of the capillary tubes
inside the probe is a typical provision to reduce
their pressure losses. The individual lengths of these
capillary tubes are unknown.

Figure 5. Three-hole pressure probe

4.3. Pressure Scanning Box

The pressure scanning box is of type FCO91,
manufactured by Furnace Controls Limited [12]. A
total of 20 pressure input channels are connected to
one single pressure output channel by 20 individual
solenoid valves. The solenoid valves can be
switched by different operating modes. In the
present case, the valves are switched by a current
step, produced by the digital output of the data
acquisition system. Figure 6 shows a photograph of
the scanning box, where the top casing has been
dismantled. Inside the casing, the solenoid valves,
the internal connection tubes and the electronic
equipment can be seen. The internal volumes of the
solenoid valves as well as the connection tubes are
unknown.

5

. |
Figure 6. Pressure scanning box (top of the
casing dismantled)

4.4, Pressure Transducer

All pressure differences are measured with a
HONEYWELL 143PCO01D piezoresistive pressure
transducer [13]. The operating range of the pressure
transducer is £ 69 mbar. One port of the pressure
transducer is connected to the output of the pressure
scanning box, whereas the other port is open to the
atmosphere. Therefore, pressure differences relative
to the constant ambient pressure are measured. The
pressure transducer is supplied by 8V DC and its
output voltage is proportional to the applied
pressure difference. A careful inspection of a
damaged transducer of the same type has shown
that the internal volume of the sensor can be
neglected. This means that the transducer does not
contribute to the volume V of the plenum.

4.5. Connecting Tubes

Figure 7 shows a schematic representation of
the three-hole probe (one capillary tube), the
pressure scanning box and the connecting tubes.
Inner diameters and tube lengths are summarized in
Tab. 1. One single line of the three-hole probe
consists of two capillary tubes. Their diameters are
0.5 mm and 1.0 mm, whereas their respective
lengths are unknown. The connecting tubes between
three-hole probe and pressure scanner, respectively
pressure scanner and pressure transducer are of type
FESTO. Inner diameter of these plastic tubes is 4.0
mm. The internal volume of the pressure scanning
box is approximated by a tube with 4.0 mm inner
diameter and length of 0.8 m. On the right hand
side, the system is terminated by the pressure
transducer. A comparison of the diameters, lengths
and volumes of the individual tubes leads to the
conclusion that the capillary tubes of the three-hole
probe will be responsible for the pressure losses in
the system. Therefore, the connecting tubes and the
pressure scanning box will contribute to the volume
of the plenum. This volume is disconnected by a
solenoid valve of the pressure scanning box. To
vary the volume of the plenum in a systematic
manner, connecting tubes of three different lengths
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s have been used between scanning box and
pressure transducer (Tab. 1).

three-hole connecting
probe tube

pressure connecting

scanning box tube _
I I | I { Is
2d, @d, @d,=@d,=Bdg=0D |
1
Figure 7. Schematic representation of three-hole

probe (one capillary tube), pressure scanning
box and connecting tubes

Table 1. Inner diameters and lengths of
individual tubes according to Fig. 7

di (mm) li (m)
three-hole probe 0.5 ?

three-hole probe 1.0 ?

press. scanning box 4.0 0.8

i

1

2 :
connecting tube 3 4.0 2.0

4

5

connecting tube 4.0 0.5/10/2.0

4.6. Instrumentation

In the settling chamber of the open-jet wind
tunnel, total temperature and total pressure are
measured my means of a Pt-100 resistor
thermometer and wall pressure taps, respectively.
The pressure scanning box switches all pressure
signals to one single piezoresistive pressure
transducer. Control of the scanning box as well as
the conversion of the analogue voltages to digital
signals is performed by a HP3852A data acquisition
system. The system is controlled by a PC, running
LabVIEW (National Instruments).

4.7. Measurement Procedure

After the blower of the open-jet wind tunnel has
been started, its rotational speed is set to achieve a
jet velocity of 48 m/s at the nozzle exit. This
corresponds to a probe Reynolds number of about
7500. Then, the three-hole probe is turned by a yaw
angle of -30°. At this yaw angle, hole number “2” is
at the leeward side and hole number “3” at the
windward side, respectively. The objective is to
generate large pressure differences between the
individual sensing holes. The procedure starts with
measurement of total pressure and total temperature
in the settling chamber. Then, the pressure signals
are switched by the scanning box in a sequential
manner to the single pressure transducer, starting
with hole number “1”. Sampling rate of the data
acquisition system is about 6 Hz. Waiting time
between switching is set to about 14 seconds. This
time is sufficient for the measured pressure
difference to reach the final constant value. The
measurement procedure is finished when the
pressure scanning box is switched from hole
number “3” back to the ambient pressure.

6

5. EXPERIMENTAL RESULTS

5.1. Temporal Pressure Distribution

As a first experimental result, Fig. 8 shows the
distribution of the pressure difference, measured by
the piezoresistive pressure transducer over time.
The results are valid for a tube length Is = 0.5 m. At
the beginning of the procedure (t = 0 s), measured
pressure difference is zero, since the port of the
pressure transducer is connected to the ambient.
When the pressure scanning box switches to hole
number “1”, the pressure difference increases
immediately. This pressure jump can be interpreted
as the resulting pressure when the mixing process in
the plenum is finished. Then, the pressure
difference rises rather slowly. This can be
interpreted as the pressure rise in the volume due to
the mass flow rate through the connected line of the
three-hole probe. Finally, a plateau is reached and
the pressure difference stays constant. This
behaviour is repeated when the scanning box
switches from hole number “1” to hole number “2”
and from hole number “2” to hole number “3”,
respectively. The only difference is that holes
number “1” and “3” see a positive pressure jump
whereas hole number “2” experiences a negative
pressure jump. The different final pressure levels of
the individual holes are a result of the probe yaw
angle. Finally, the measured pressure difference
jumps to zero, since the port of the pressure
transducer is again connected to the ambient.

1400
1200
1000
800 |
600 |
400

200 |

measurement # 02012401
three-hole probe SVUSS/3,1;=0,5m

N

switching to
hole number “2"

-200

switching to
-400
600 1

/ hole number "3"
-800 ¢

0 5 10 15 20 25 30 35 40 45

\

switching to
hole number "1"

pressure difference p, - p, (Pa)

time t (s)
Figure 8. Measured pressure difference (p; — pu)
versus time t (Is = 0.5 m)

A detailed pressure distribution for the
individual holes and three different lube lengths (I5
=0.5m, 1.0 mand 2.0 m, respectively) is plotted in
Figs. 9 to 11. As can be seen, the tube length |5 has
an influence on the mixing pressure. This can be
interpreted by Eq. (16), since the Volume Vg is
directly linked to the variable tube length Is,
whereas Volume V, is constant.
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Figure 9. Measured pressure difference (p; — pu)

for hole number “1” versus time t

200 | measurement # 0201 24xx

100 % three-hole probe SVUSS/3, hole number 2"
o\
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-400
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Figure 10. Measured pressure difference (p; — pu)
for hole number “2” versus time t

« l;=05m
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300 | measurement # 020124xx

pressure difference p, - p, (Pa)

200 ¢ three-hole probe SVUSS/3, hole number "3"
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time t (s)

Figure 11. Measured pressure difference (ps — py)

for hole number “3” versus time t

Table 2 shows the relative mixing pressure
differences (pc — pe)/(pa — pg) for three different
tube lengths Is. A variation between the individual
holes can be seen. Table 2 shows also the arithmetic
mean values of the relative mixing pressure
differences. As can be seen, the relative mixing
pressure differences decrease with increasing tube
length ls. This behaviour can be interpreted using
Eq. (16). Since the volumes V, and Vg are directly
related to the tube lengths, it is

Pe=Ps_ Vo _ L . (17)
Pa=Ps Vat+Ve L+l +l;

Table 2. Relative mixing pressure difference (pc
— pe)/(pa — ps) from experimental data

|5=0.5m |5:1.0m |5:2.0m
hole “1” 0.536 0.497 0.433
hole “2” 0.564 0.517 0.411
hole “3” 0.570 0.526 0.438
mean value 0.557 0.513 0.427

Results from Eq. (17) are summarized in Tab.
3. For an ideal geometry, there is no influence of
individual holes and the relative mixing pressure
difference depends on the tube length Is only.
According to Eq. (17), the relative mixing pressure
difference decreases with tube length 1. A
comparison between Tab. 2 and Tab. 3 (grey lines)
shows a good agreement between experimental and
analytical results. Therefore, the analytical model
can be used to describe the mixing process of the
pressure measurement setup due to the scanning
box.

Table 3. Relative mixing pressure difference (pc
= Pe)/(Pa — pe) from Eq. (17)

|5=0.5m |5:1.0m |5:2.0m

all holes 0.606 0.526 0.417

5.2. Time Constant and Settling Time

According to the experimental results presented
in Figs. 9 to 11, the time constants and the settling
time are extracted. In a first step, the temporal
behaviour of the pressure difference according to
Eqg. (10) is fitted to the measurement data. As a
result, time constants are extracted for the three
different holes related to the tube length Is. These
results are summarized in Tab. 4. As can be seen,
there is a variation of the time constants between
individual holes. Therefore, arithmetic mean values
of the time constant are presented in Tab. 4, too
(grey line). As can be seen, time constant increases
with increasing tube length Is. Finally, settling times
are calculated according to Eq. (11). For the present
measurement setup, settling times are between 4.1's
and 5.5 s, depending on tube length Is.

Table 4. Time constants = and settling times tgg
from experimental data

|5:0.5m |5:1.0m |5:2.0m
7 (9) 0.90 1.05 1.10
% (9) 0.85 0.90 1.40
7 (9) 0.90 1.00 1.10
7 () 0.88 0.98 1.20
too (5) 410 450 5.50

7

According to Egs. (9) and (12), the time
constant of the analytical model is
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7232’;‘2/((;144-;24JD2(I3+I4+I5). (18)
1 2

A direct application of Eq. (18) to calculate the
time constant is not possible, since lengths I; and I,
of the capillary tubes are unknown. However, since
it is known that I; + I, = 660 mm, the time constant
can be calculated as a function of tube length I;. The
result can be seen in Fig. 12 (lines). For constant
tube length Is, there is a linear relationship between
time constant z and tube length 1;. Also plotted in
Fig. 12 are the experimental values for the time
constants according to Tab. 4 (dots). A good
correlation between analytical and experimental
time constants can be obtained for I, =~ 180 mm.
According to the geometry of the three-hole probe,
this is a realistic position for the transition of the
capillary tubes fromd; = 0.5 mmto d, = 1.0 mm.

1,5

1,4 1

1,3 |

1,2 | )
1,1 1
1,0
0,9 1
08 1 lg=05m
0,7 1 lg=1.0m
0,6 - lg=2.0m
0,5 : : : : .
150 160 170 180 190 200 210

capillary tube length I, (mm)

time constant 1 (s)

Figure 12. Time constant = as a function of tube
lengths I; and I5

6. FINAL REMARKS

6.1. Reynolds Numbers

The analytical model is based on the
assumption that the flow in the capillary tubes is
laminar. To justify this assumption, Reynolds
numbers which appear in the experiment are
calculated. According to Eg. (10), the Reynolds
number in the tube with diameter d, is

(19)

This is the larger Reynolds number in both
capillary tubes, since

Re, = Relfjil <Re,. (20)

2

8

Figure 13 shows the distribution of Reynolds
number Re; over nondimensional time #z for a
driving pressure difference pa — pc = 1000 Pa. This
pressure difference is representative for hole
number “3” and Is = 2.0 m (Fig. 11). Reynolds
number over time behaves like the mass flow rate or
the flow velocity in the capillary tubes. At the
beginning of the flow process, Reynolds number
shows its maximum value which is still much lower
than the critical value Re.i; = 2300. Therefore, the
assumption of laminar flow in the analytical model
is justified.

-
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= &0
Q
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4]
-g 40
=
S 30
7]
©
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c
> 10
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00 05 10 1,5 20 25 30 35 40 45 50 55 60
nondimensional time t/z (-)
Figure 13. Reynolds number Re; versus

nondimensional time ¢z

6.2. Uncertainty and Sensitivity

As can be seen from Egs. (9) or (18), the
analytical calculation of the time constant requires
the knowledge of the geometry of the pressure
measurement system. This means the internal
geometry of the multi-hole pressure probe,
diameters and lengths of the connecting tubes, the
internal volume of the scanning box and, if
applicable, the internal volume of the pressure
transducer. For a commercial pressure probe, the
internal geometry is usually not known. The same is
true for a pressure scanning box and a pressure
transducer.  Therefore, for most practical
implementations, it is not possible to calculate the
time constant and, therefore, the settling time of the
pressure measurement system.

Another aspect is the sensitivity of the time
constant on the geometrical parameters of the
pressure measurement system. From Eq. (9) it can
be derived that the relative sensitivity of the time
constant 7 to the geometrical parameters I, d and V

(21)

This means that the time constant is very
sensitive to the inner diameter d of the capillary
tube, which is responsible for the pressure loss.
Grimshaw and Taylor [9] state that the inner
diameters of tubes for pressure probes (hypodermic
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tubes) show typical manufacturing variations of +
15%. According to Eq. (21), this would result in a
variation of the time constant of £ 60%. This high
sensitivity can explain the variation of the time
constants between different holes of the three-hole
pressure probe (Tab. 4). Furthermore, the pressure
losses in a multi-hole pressure probe can be
influenced by fouling or even clogging due to
particles in a non-deterministic manner.

7. SUMMARY

Time constants and settling times for a pressure
measurement system, consisting of multi-hole
pressure probe, pressure scanning box, connection
tubes and a piezoresistive pressure transducer have
been investigated experimentally. Detailed results
are presented for a configuration with a three-hole
cobra probe. The temporal behaviour of the system
can be explained by an analytical model. It
describes the sudden mixing process of two
volumes with different pressure but constant
temperature and the response of a tube-plenum
system to a sudden pressure jump. Due to the lack
of detailed geometrical details of the multi-hole
pressure probe and the scanning box, it is usually
not possible to calculate time constants and settling
times with high accuracy. Therefore, it will still be
necessary to determine these parameters for an
individual configuration by means of experiments.
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ABSTRACT UFL  [] upper flammability limit
\

The safety of the battery cells, module and the \ voltage
pack is very important for the overall safety of an

electric vehicle. In this context, "thermal runaway" d [m]  distance
and "arcing" are two phenomena that require special h [J] enthalpy
focus. The current study focuses on predictive p [Pa]  pressure
modelling of flammability, ignition and arcing in r [m] radius
battery module and packs by considering several t [s] time )
vent gas species and particles ejected during the X [m] cartesian point )
battery thermal runaway. Considering the wide range y [] vent gas species mass fraction
of vent gas species and their compositions, a o
methodology is developed to incorporate these Y [W/(mK)] thermal conductivity
species in the evaluation of the overall flammability, Y [-] emission coef.
breakdown voltage and arc-generating capability. € [F/m] dielectric coef.
Furthermore, a method is presented for modelling the p [kg/m”3] density
“particle ignited vent gas” and “influence of particles T [N/m"2] stress tensor
on arcing”. The vent gas combustion (with particles ® [ka/s] Species source
as an ignition source) is modelled using two different
skeleton mechanisms consisting of various ) .
flammable vent gas species. These models are Subscripts and Superscripts
incorporated in a 3D CFD solver (AVL FIRE™ M).
The simulations are first performed on simple B breakdown _
geometries and later expanded to a full battery pack ! cartesian coordinate or species
(consisting of several modules) providing significant J cartesian coordinate or species
insights into the safety of the overall battery system. I Species

mix  mixture
Keywords: Arc-generating capability, P particle
Breakdown  voltage, Hazard prediction, se secondary electron

Flammability, Particle ignited vent gas
1. INTRODUCTION AND LITERATURE

NOMENCLATURE REVIEW

The safety of the battery module and the battery
A [1/(Pam)] saturation ionization pack is of utmost importance for the overall safety of
B [V/(Pam)] ionization energy an electric vehicle. In this context, "flammability"
D [mA2/s] effective diffusivity and _"arcmg"_are two important phenomena that
E [V/m] electrical field strength require a special research focus. -
E [N] force ~ The exact determination of the flammability
LFL [ lower flammability limit limits in the battery packs is very important in
LOC [N] limiting oxygen concentration connection with the venting of one or more battery
Q [C] electrical charge cells, which poses the risk of destruction of the
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battery pack and vehicle. In the past, the
flammability prediction models are solely based on
the pure components of the flammable gases.
However, the vent gas from a battery cell consists of
a mixture of flammable gases such as CHa, CoHa,
CO, and H2[1,2]. Depending on the battery material,
the molar or the mass fractions of these gases may
vary from moderate to high level. Some of these
gases have a narrow flammability range, e.g., CHa,
while others have a wide flammability range, e.g., H2
[2,3]. Therefore, in addition to pure component
flammability limits, it is necessary to consider the
mixture flammability limits in the battery domain.
The mixture based flammable limits change spatially
in the battery packs as the gas composition changes.
These mixture limits are estimated efficiently in the
computational domain while satisfying the
thermodynamic principles of mixing [4,5]

Arcing involves the ionization and the electric
discharge from the gas medium caused by a high
voltage difference between the electrodes where the
gas medium acts as the electrical conductor [6][7] .
The temperatures in the low-current arcing are
around 6500 K and can go up to 20000 K for high-
current arcing. Such high temperatures can ignite an
ignitable gas mixture and cause damage to battery
cells and surrounding materials [8]. In battery packs
there are several parts with different electrical
potentials. The distances between the parts in
modern batteries are very small, down to mm, to get
high power density of the battery pack. For
modelling the arcing between small gaps Paschen’s
law is commonly used [9,10], which defines that the
gap distance and the pressure in the gap both
influence the arcing possibility and must be
considered together for getting the breakdown
voltage. However, the parameters in the Paschen’s
law (Townsend constants) depend on the gas
medium [10]. The aim of the current work is to
accurately model the arc-related properties of battery
modules and packs, taking real-world conditions into
account (vent gas composition and the real electrode
distances). The measured breakdown voltage and
critical distances provide the user with the hazard
limits to avoid potential arcing in the battery modules
and packs. During thermal runaway and destruction
of battery, particles can be generated. If particles are
emitted into gaps between electrodes, they influence
the arc-generating capability. In the gap particles can
lead to micro discharge arcs and significantly reduce
breakdown voltage [11]. Hence, if particles are in the
gap, they should be considered in the computation of
the breakdown voltage [12,13].

Furthermore, particles exerted from the venting
process often have high temperatures and can ignite
the combustible vent gas [14]. In the presence of
oxygen and an ignition source this vent gas may
ignite and cause rapid fires in the battery pack [15].
Therefore, in this study a model is implemented to

2

incorporate the “particles as ignition source” and
subsequent combustion of venting gas is presented.

2. GOVERNING EQUATIONS AND MODEL
DESCRIPTION

The governing equations of the 3D CFD and
thermal runaway kinetic solvers [16] along with the
flammability, breakdown voltage and arcing related
models.

3D-CFD Solver governing equations

Continuity, momentum and the enthalpy
transport equations which are integral part of the
CFD solver are described below.

% %Py _ (1)
dpv; 0pviv opP
ot ox;  0x (2)
c g
0x

j
oh dpvih 3%y h

at dx;”

- (3)
ot " ax, A

2

%_I_apvjyi:a Byi+d)l (4)
Jat an axl.z
Where, p is density, v is velocity, P is pressure,

7;; is stress tensor and F is additional forces (e.g.,
body force). Furthermore, h is the enthalpy of the
system, x; is cartesian component and y is thermal
conductivity. The second term in (3) represents the
enthalpy transfer due to convection (p v;) and is not
applicable when applied to the solid domains. y; is
the vent gas species mass fraction in the fluid domain
and «, is the species source generated from the

reaction due combustion of vent gas species. Here, b
is the effective diffusivity of the vent gas species i
with respect to all other species in the mixture of the
venting gas. Effective diffusivity is evaluated as the
averaged value based on the molar fractions of the
species in the mixture.

The particles are modelled with the Lagrangian
approach following [17] and literature cited therein.
For particle-wall interaction the solid particle wall
contact model including heat-transfer exchange
between particles and walls is used.

Flammability

As the vent gas consists of several flammable
gases, in this study a mixture flammability index is
evaluated based on Le Chatelier’s principle and the
limiting oxygen concentration (LOC) as shown
below [3,4].
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Xy (5)
LFLmix = Y LFL; y;

_ Xy (6)
UFLmix = X UFL; y;

LR (7)
LOCmix = X LOC; y;

Where, i is flammable gases considered in the
evaluation, LFL;, UFL; are the lower and upper
flammable limits (LFL and UFL) of the pure
components. LFLmix, UFLmix are the lower and upper
flammability limits of the mixture. LOCnix is the
mixture limiting oxygen concentration and Ri is the
stoichiometric molar ratio of oxygen to fuel. These
flammability limits are determined experimentally
for pure component fuels for e.g., Zlochower and
Green [3]

The mixture flammability is evaluated in the
similar lines as the pure component flammability is
evaluated.  Where, a parabolic  function
(flammability) generated from the molar fractions
and the flammability limits of the respective
components is used to predict the instantaneous
values. In case of mixture, the parabolic function is
generated based on the mixture molar mass and the
mixture flammability limits (low and upper),
described from Eqgs. (5)-(6). Equation (7) provides an
additional condition for the flammability index
accounting the minimum oxygen requirement.
Below this oxygen available limit the flammability
index is set to 0. In the evaluation of the flammability
limits several flammable gases produced during the
battery thermal runaway such as CHa4, C2Ha, C2Hs,
CsHs, C4H10, CO, and H; are included in this study.

Particle ignited vent gas

Several of FIRE M CFD solver modelling
capabilities are combined for this application, such
as spray (solid particles) and general gas phase
reactions, where particle temperature in a cell acts as
an ignition source. This model combination has been
proved helpful in understanding the combustion of
the vent gas. For modelling the combustion of vent
gas mixture, a few reaction mechanisms are reduced
from the GRI mechanism [18] by including all the
important vent gas species. These reduced skeleton
mechanisms (for e.g., consisting of 19 species and 41
reactions or consisting of 25 species and 100
reactions) can predict the initiation and propagation
of the combustion in the battery packs in much faster
simulation times than compared with the original
mechanism. No turbulence chemistry interactions
are considered in this study as the effects are not that
significant due to the fact that the system is closed,
non-moving, and limited in the oxygen
concentration. The simulation results provide
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significant insights into understanding the hazard
posed by the vent gas mixture in the presence of hot
particles in the battery pack as shown latter in the
results and discussion.

Breakdown voltage and Arcing

The prediction of breakdown voltage for pure
component gases is straight forward from Paschen’s
law. The breakdown voltage depends on several
factors such as electrode surfaces, terminal voltage,
distance and the pressure of the gas medium between
the electrodes.

Ve
_ Bpd ®)

(n(Apd)—In(n(1+ yi)))

Where, V; is the breakdown voltage p is pressure
and d is distance between the electrodes and y, is
the secondary electron emission coefficient and A, B
are Townsend’s coefficients. A mixture rule based
on the molar composition of the species is employed
in this work to incorporate the most significant gas
components. The parameters A, B and secondary
electron emission coefficient ((ys.) are obtained
from literature, following [10] [6].

Particularly, in the presence of particles, the
breakdown  voltage significantly  decreases.
Therefore, the aim of this modelling study is to
evaluate the breakdown voltage of the mixture gas,
particles and finally deduce the arc-generating
capability criteria. The modelling of particles as
arcing source in the battery module or packs is not
well researched as of now. Therefore, in this study
we extracted the relevant modelling information
from gas insulation systems of electronic
components. The arcing behaviour in these devises
are developed from quite some time. The potential
and breakdown voltage of the particles are modelled
from [11].

_ _Q (9)
VO—Eo(d+r)+(4ngr)

Where, V, is the potential of the particle and E,
is the electrical field strength in the gas field, r is the
radius of the particles and d is the distance to the
electrode surface (earthed cathode, low voltage side)
and Q is the electrical charge of the particle.

The breakdown field strength of the particles

(Egp) is evaluated from experimentally fitted
correlation [11].

(10)

0.952
Egp =738p{1+

Jor
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Where, p is the pressure and r is the radius of the
particles. As per Eqg. (10), as the particle radius
increases electrical field strength decreases.

The breakdown voltage of the particle (Vg,) is
evaluated from:

Vep = Epp.d (11)

To summarise, the breakdown voltage in the gas
medium is predicted using Eg. (8) and the
breakdown voltage of the particles are predicted
using Eq. (11). It is evident from these equations,
that the break-down voltage depends on distance
between the electrodes and pressure. Since the
distance and pressure can change at every
computational cell, the breakdown voltage may
change accordingly. For e.g., in the case of venting
gas ejection temperature and pressure field can
be different from one computational cell to other
computational cell and therefore breakdown
voltage may vary accordingly.

3. RESULTS AND DISCUSSION

The results are first presented for simplified
geometries and simplified battery modules as
validation studies. Later, the evaluations are made on
a real-world battery pack, and the corresponding
results are presented at the end of this section. The
results are arranged in the following order:
flammability index of the gases, breakdown voltage
of air, breakdown and arcing index with air and vent
gas, breakdown voltage and arcing index with and
without particles, particles ignited vent gas and
finally the analysis of above models on real world
battery pack.

Flammability of the vent gas mixture is
simulated first in a simplified model where a vent gas
mixture enters a domain filled with air. The vent gas
mixture usually consists of some flammable
hydrocarbons and inorganic components. Two
different variants of the gaseous mixture are
considered as the inlet boundary condition. The
model conditions of these two simulations are shown
in Figure 1.

Model Cond. |Value | Model Cond. |Value |

Velocity 5m/s Velocity 5mfs

Temperature 900 °C Temperature 900 °C
Inlet species Inlet species
fractions fractions
CH4 0.33 CH4 0.25
co 0.23 co 0.25
H2 0.34 H2 0.25
C2H4 0.0 C2H4 0.25

Gas inlet

Figure 1: The geometry and the model
conditions used for prediction of flammability
limits of vent gas mixture.

Figure 2 describes the mixture flammability
index and the pure component flammability index
(for species CH4) respectively. As seen the
flammable region is different for the two scenarios.
The mixture flammability index takes into account
all the flammable gases in the system according to
Le Chatelier’s principle as described in the previous
Section 3. The flammable region in this case is
slightly narrower but much wider making it as the
bigger flammable region. In the case of pure
component flammability, the fat region where CH4
cannot burn is shown with 2.0 magnitude in the scale
(see Figure 2 (c

1.00

0.66

0.33

0.00
(a) Vent gas mixture flammability

2.00

1.33

0.67

0.00

(b) Pure component flammability

Figure 2: Flammability index [-] evaluated based
on

(a) mixture composition and

(b) pure component, the magnitude 2 in this case
is a fat region representing no flammability.

[ gos3s

—_

10000
61024

=.1000

30512 100
Air Simu, ——
. Air Exp. ——
— Yo 1 10 100 1000
0 pd, [Torr cm]
(a) (b)

Figure 3: (a) Breakdown voltage (V) between
two parallel plate electrodes and

(b) validation of Paschen’s curve for air
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() (b) (©)
Figure 4: Breakdown voltage (V) evaluation
in
(a) a simplified battery module with 3 prismatic

cells (5 cm x 5 cm x 3 cm) placed in a cylindrical
box (17 cm x 17 cm) at atmospheric pressure

(b) breakdown voltage venting gas mixture as
medium

(c) breakdown voltage with air as medium

The quantitative evaluations are provided for
electrode distances, breakdown voltage, critical
distances and thus finally estimate the arc-generating
capability. The implementation is first validated
within a simple geometry where two electrodes are
placed 1 cm apart within air medium. The contours
of breakdown voltage and the comparisons with the
experimental data of the Paschen’s curve is shown in
Figure 3 (a) and (b) respectively. The simulation data
and the published data match well as seen in this
figure. The current work also considers the original
gas medium with its constituent species surrounding
the module and pack instead of assuming air, shown
in Figure 4. Considering the wide range of possible
vent gases and their compositions, a methodology is
developed to incorporate these mixtures in the
evaluation of the overall breakdown voltage. This
brings a more accurate description of the battery
systems as the gas composition changes during a
venting event which further brings down the
breakdown voltage. Any decision made solely
considering air as working medium poses serious
consequences on the safety as seen in Figure 4. The
breakdown voltage is approximately 30% lower with
vent gas composition (see Figure 4 (b)) compared to
air (see Figure 4 (c)) as the working medium. The
breakdown voltage is lower near to the electrode
surfaces (battery module) and increases away from
the surfaces.

In addition, the effect of particles on the
breakdown voltage is studied first in a simplified
model and later in with the complete battery pack.
For this purpose, as depicted in Figure 5, a setup with
two electrodes separated by few mm of distance and
as medium air is used. Conductive particles (copper
particles) are introduced in varying size ranges,
diameter 10 um - 1000 pm. The total accumulated
mass of the introduced particles is around 10 g. The
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voltage drop between these two electrodes is fixed
for all the simulations at 1500 V. Electrical field
strength, potential of the particle (Vo), breakdown
field strength (Eb), breakdown voltage (Vb), and the
arc generating capability (arc index) is presented in
the following paragraph.

1.5 mm 0.5 mm

3 mm

Figure 5: Two parallel electrodes separated by
3mm, 1.5 mm and 0.5 mm

1833

1485
1136

788 : 932

5.00e+5 9.02e+4

3.48e+5 6.37e+4

1.97e+5 3.72e+4

4.53e+4) 1.07e+4

(@) (b) (c)
(i). for 1000 um Particles & Gap Size 3 mm

1.04e+4 ;

7.79e+3 | Y

668 5.19e+3 :
319 2.59e+3 -
5.00e+5 9.02e+4 ;
3.48e45 6.37e+4 X
1.97e+5 3.72e+4 ! :

1.07e+4

@) (b) (©
(ii). for 60 um Particles & Gap Size 3 mm

1646 o0
1166 o6z
686 0.33
20601 : 0.00
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0.00
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4.36e+4
(@)

(iii). for 60 um Particles & Gap Size 0.5 mm

4.53e+4
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Figure 6: For three different cases,

(i) Contour plots of potential of particles [V],
electrical field strength in the gas medium [V/m],

(if) Breakdown voltage [V] of both particles
and gas medium,

(iii) Arc index [-] in the gas and as well as with
the particles

Figure 6 presents the contour plots of potential
of the particles (a), electrical field strength in the gas
medium (a), breakdown voltage (b), and (c) arc index
in gas medium as well as with the particles. The
simulations are performed with a wide range of
particle diameters and varying distances between the
electrodes as depicted in Fig. 5 & 6 (i)-(iii). The
results are presented only for the three test cases for
the brevity of the manuscript. As seen in this figure,
the breakdown voltage is greatly reduced with
particles to a few hundred volts from few thousand
volts when compared to the vent gas mixture. As
depicted, the particle size and the distance between
the electrodes greatly influences the breakdown
voltage and the arcing probability. At a given
distance of 3 mm particles with 1000 pm, few
particles are prone to cause arcing (see Figure 6 (i)).
Keeping the distance intact at 3 mm particles but
reducing the particle diameter to 60 um does not
cause arcing (see Figure 6 (ii)). Keeping the particle
diameter intact, i.e., at 60 pm, reducing the distance
between the electrodes to 0.5 mm also increased the
arc formation risks (see Fig. 6 (iii)). As the distance
is reduced to 0.5 mm, the breakdown voltage greatly
reduces, and some particles are prone to arcing. In
these figures, arc-generating capability is shown in
Fig. 6 (c) for cases (i)-(iii). For particles and gas with
arc-generating capability one are prone to cause
arcing and arc-generating capability zero does not
cause arcing.

Particle ignited vent gas models are studied in a
simplified battery module as shown in Figure 7. Two
prismatic cells are placed in a casing containing air.
A methane skeleton mechanism containing 19
species is considered for modelling the combustion
in this case. Vent gas with CH4, CO, H2 and CO2
enters the module domain in the molar ratios 0.35,
0.3, 0.2 and 0.1 respectively where pure air is filled.
Hot aluminum particles (900°C) ignite the vent gas
released from the battery due to the presence of
available O2 in the battery module.

Figure 7: (a) Simplified battery module with two
prismatic cells and surrounded by air medium.

The composition of the exerted methane, hot
ejected particles, and subsequent ignition of the vent
gas in the presence of hot particles is shown in Figure
8 and Figure 9 at two different time steps. The
combustion starts at the periphery of the vent gas jet
and propagates through the domain as the oxygen
availability is present. As seen in Figure 9 (a), as the
particles are ejected from the battery cell, the
temperature immediately rises due to combustion
reaction in the presence of hot particles. These
particles act as sparks for starting the combustion
process. The combustion further progresses in the
domain as seen in Figure 9 (b).

0.00

(@) Time=0.52s

(b) Time=0.75s
Figure 8: Mass fraction of methane (-) at two
different time steps in the battery module. The

ignition starts as soon as the hot particles are
ejected from the battery material

2500

1967

1433

900
(@) Time=0.52s

(b) Time=0.75s

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



Figure 9: Temperature (K) contours at two
different time steps in the battery module. The
ignition starts as soon as the hot particles are
ejected from the battery material.

3.1 Description of battery pack under
consideration

To evaluate the effects introduced in the
previous chapter in a combined manner, a generic
battery pack layout was used. The overall
dimensions are 170 mm x 1270 mm x 830 mm.
Separate details like screws, connector parts, as well
as overall irrelevant super components (e.g.: the
power converters) have been removed from the CAD
model. Usually, battery packs used in the automotive
industry do have some sort of liquid cooling. This
has also been removed in this specific case.

Figure 10 shows an isometric view of the
battery pack to the left and one selected battery
module to the right. The whole battery pack consists
of 12 battery modules assembled in a double-T-
structure. Each battery module consists of 12
prismatic cells connected in series as can be seen in
the figure.

Figure 10: Battery Pack under investigation
(left) and one battery module (right)

Components for a conjugate heat transfer
simulation that have been retained in the pack are
stated in Annex 1. Conductive and Convective heat
transfer between all participating domains and media
is considered. Radiative heat transfer is not
considered. The inner cell material consisting of
anode, cathode and electrolyte and the separator has
been modelled as a lumped, single material. For
thermal runaway considerations this is usually
enough. The most important material property when
it comes to thermal propagation (the heat spread
from battery cell to battery cell in the case of thermal
runaway) is the thermal conductivity. For the lumped
battery cell, it has been assumed with anisotropic
behavior. A list of the material properties can be seen
in the table provided in Annex-I.

3.2 Description of thermal runaway
modelling

A three-dimensional mesh of roughly 50 million
polyhedral cells with sizes between 0.5 and 6 mm is
used. The CFD simulation that is carried out is a fully
coupled conjugate heat transfer simulation between
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all the domains mentioned in the previous chapter.
Thermal runaway is a multi-phenomenon problem
and therefore needs different aspects to be covered.
The crucial to be evaluated modelling parts are
described in the previous chapters. However, the
other important effects are described here therefore
the following sectors provide an overview of the
model defects during thermal runaway. For the sake
of simplicity, the chapters are kept short further
information can be found in other papers of the
authors [19, 20].

Battery cell heat release

The heat release in the battery cell is mainly
characterized by electrochemical reactions, both
endothermal (e.g., electrolyte vaporization) and
exothermal (decomposition of cathode and anode). It
can either be gathered from experiments in ARC
reactors, as described by [21], or using chemical
modelling, as described in [22-24]. For the sake of
simplicity, a curve from AVL’s benchmark data, that
is appropriate for the battery cells under
consideration is taken.

Venting

As the battery active materials undergo physico-
chemical  transformation  (for eg.,  SEl
decomposition or the hot electrolyte vaporization),
the pressure in the battery cell rises and is released
either by ripping open the shell (pouch cells), or by
exiting through a defined venting port (prismatic and
cylindrical cells). The venting mass flow,
temperature and species composition can either be
gained from testbed data, as described by Golubkov
et al. [25], or using a modelling approach like [26].
Within the context of this study, AVL’s benchmark
data, that is appropriate for the considered cell type,
is taken.

Melting

The material properties of meltable parts, as well as
the enthalpy of fusion, are taken into consideration
for the melting of the material. If the enthalpy of
fusion, in combination with start and end
temperatures for melting, matches the energy in the
meltable part, the solid part is removed, and airflow
can pass through.

Burst discs

For the battery module under consideration one burst
disc is used. A switchable boundary condition,
turning from a wall when the burst disc is closed to a
defined outlet pressure when the burst disc is opened,
is used. The opening pressure difference is set to 300
mbar.

Particles

Particles are modelled using a Lagrangian
description for the particle motion. Coupling of
energy, momentum and turbulence exchange with
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the surrounding gas phase is considered. Specific
submodels are used for the drag law and evaporation.
The secondary breakup of particles is not modelled
within this study. The initial particle size distribution
is constant.

3.3 Description of use case and
simulation setup

A certain use case must be chosen to start the
thermal runaway and observe its consequences on
battery pack level. In this case the back of the pack,
where these cells sit upright, has been considered one
of the more dangerous use cases. This is due to the
fact that the vent gas as well as the subsequent
particles directly impinge on the battery pack
housing. The following figure shows a top-down
view of the battery pack and the initial cell being
triggered for thermal runaway. The 12 battery
modules are highlighted with respective numbers.
This numbering system will be used throughout the
paper especially in the interpretation of results.

e e

Figure 11: Top down view of the battery pack
with triggered battery cell (cell 6 in module 11)

To start the thermal runaway in the simulation cell 6
in battery module 11 is set to an initial temperature
of 160 [°C]. AIll other parts, including the
surrounding air are set to 20 [°C]. Based on the cell’s
local temperature, a certain amount of heat is
introduced to heat up the battery cell.

Once the average battery cell temperature reaches the
venting temperature, vent gas with a time dependent
venting volume, venting temperature and species
composition is released in the defined “venting
ports”. During the venting event, also particles are
released at the venting ports. Solid particle matter is
ejected together with vent gas at the two venting
outlets at the back of the battery pack as indicated in
figure 2.

Total mass of solid particles and mass fractions of
solid particle material is set to be similar to the
results of the measurements from [27], where solid
particles were analyzed after thermal runaway of a
prismatic cell.

The module covers are treated as meltable solid parts
that start to melt at the melting temperature of the
applied materials.

Initial time step is set to 0.01 s with an adaptive time
step control, adjusting time steps according to critical
physical states like predefined critical gas mass flow
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or burst disc state (f.e. open/closed). Gas species
considered for the vent gas are CH4, Hz and CO with
mole fractions set to 0.3, 0.4, 0.3, respectively. The
validity of the modelling approach has been
demonstrated in [19] where thermal propagation
times and burst disc opening timings have been
compared to measurement data. Therefore, the
following section will be used to analyze the results
with respect to the risk of flammability and arcing.
Figure 12 shows the venting of cell 6 in module 11
after about 0.5 s after thermal runaway was triggered
in the cell. The image is a zoomed in, isometric view
on the battery cell. One can see the battery cells in
grey, the busbars in orange. The meltable module
covers are only shown in the left part of the image to
not obscure the readers view — they are shown as
golden, opaque surfaces.

3.4 Evaluation of flammability and
particle ignition

The temperature is shown in the first image, the
flammability index is shown in the second image.
One can see that the gas jet exits with a quite high
temperature. It impinges on the meltable covers as
they are not molten yet. Due to the fact the vent gas
itself has no oxygen in it, the flammability index in
the gas jet is zero. Only on the contour of the jet the
flammable gases (H2, CH4, CO) mix with oxygen
and form a combustible mixture. Here the
flammability index has positive values. A correlation
could now be made with the solid particles in the
vicinity to evaluate possible ignition spots.

3.5 Evaluation of arcing

In the following figure the reader can see the
breakdown voltage of the gas mixture — here the view
is again an isometric view on battery module 11. The
cut-plane shows the breakdown voltage of the gas
mixture which is calculated using Paschen’s law as
described in the earlier chapters. The corresponding
values can be seen in the range on the top of the
image. The values are still in the range of 10.000 V
and more, which is too high for arc formation. This
was also observed in the work of [8]. The flammable
vent gases reduce the breakdown voltage, but it is
still too high to cause arcing in battery packs where
voltages of the High Voltage (HV) carriers are at
about 800 V. However, in the image also the
breakdown voltage of particles can be observed. The
range is stated on the lower part of the image. The
particles impinged on the meltable module covers
and bounced back on the busbars as shown in the
image. Here they are now close to the current
carrying parts and their breakdown voltage is in the
range 100-1000 V, which makes the probability for
arcing very high.
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Mixture Flammability Index / (-}
0.0 0.065 0.131 0.196 0.261

Temperature / (°C)
114.34

20.00 67.17 161.50 208.67

Figure 12: Isometric view of battery cell 6 in
module 11 during thermal runaway (top:
Temperarture, bottom: Flammability Index)

Breakdown Voltage Gas Mixture / (V)
9.72e+4

4.86e+4 1.46e+5 1.94e+5

0.0e+0

Breakdown Voltage Particles / (V)

2.13e+6

1.88e+2 1.07e+6 3.20e+6 4.27e+6

Figure 13: Breakdown Voltage of air
(cutplane) and for particles (shown on particle
spheres) for the thermal runaway of cell 6

4. SUMMARY

Current study focuses on several predictive
models for battery safety and hazard prediction.
Flammability, breakdown voltage, arcing are
modelled and simulated by considering several
possible vent gas species and the solid particles. The
developed models are first investigated on simple
representative battery module and later, on real life
battery pack. The simulation results on the simplified
geometries verify the qualitative behaviour of
flammability, breakdown voltage and arcing on the
system variables. The pack level simulation
highlights the applicability of the developed models
on complex geometries and provides qualitative and
quantitive analysis of the safety operating conditions
in the battery packs. Finally, a methodology is
presented for particle initiated combustion of the
venting gas mixture by considering a reduced
skeleton gaseous combustion mechanism (from
GRI). The venting gas combustion with particles as
ignition source and the flame propagation in the
battery packs highlights the modelling capabilities in
understanding the possible hazards in the battery
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packs. The new, advanced features like arcing related
quantities for the vent gas and particles can give
temporal and spatial view on possible hot spots
related to arc formation in the battery pack. Further
efforts will focus on correlations between the
electrical circuit and breakdown voltage(s) to
calculate the full electromagnetics in the battery pack
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Annex-I

Table 1: Used material properties for the
battery pack CFD simulation

Group Material Average | Specific Thermal
Density heat Conductivity
[kg/m®] capacity [W/mK]
[J/kgK]

Inner Cells Cell Material 2400 1500 33/0.7/33

Cell Shells Aluminium 2700 Table 236

Spacer Plastic 1200 1800 0.3

Endplates Aluminium 2700 Table 236

Sidplates Aluminium 2700 Table 236

Baseplates Aluminium 2700 Table 236

Covers Plastic 1200 1800 0.3

Busbars Copper 8960 Table 401

Lower Steel 7700 Table Table

Housing

Upper Steel 7700 Table Table

Housing

Sealing Lip Plastic 1200 1800 0.3

. Air
Inner Air . Table Table Table
(compressible)
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ABSTRACT

This study defines the design-point efficiency
and the standard deviation between the maximum
efficiencies  under  variable-pitch  operating
conditions as multi-objective functions for a
variable-pitch axial flow fan rotor blade. A CFD
modeling-based meta-model is developed and used
as the simulation engine for this optimization. The
CFD model for the variable-pitch fan rotor blade
utilizes Reynolds-stress averaged Navier-Stokes
equation solver and employed a fine mesh system
with y*<2. The meta-model is constructed based on
CFD simulation results obtained by changing the
pitch angles at the hub, mid-span, and tip of the fan
rotor blade, which serve as the design variables.
Using the results of the meta-model, a Pareto front is
derived, enabling the identification of an optimal
design that maximizes design-point efficiency while
minimizing the efficiency standard deviation. The
CFD-predicted total pressure, efficiency, and power
characteristics of the optimally designed variable-
pitch fan rotor blade are compared with those of the
initial design. From the comparison results, the
design-point efficiency of the optimal fan blade rotor
is improved by 3.7 percentage points compared to the
initial design, and the efficiency standard deviation
is reduced to 0.76%.

Keywords: Axial flow fan, CFD, Fan
performance, Optimization, Variable-pitch
fan operation

NOMENCLATURE

B [deg.] blade setting angle

0 [deg.] tangential coordinate

n [-] efficiency

Pr [Pa] total pressure

Q [m3/s] volume flow rate

y+ [-1 non-dimensional thickness

1. INTRODUCTION

Recent technical challenge for axial flow fans
has been to improve fan performance and efficiency
in response to global climate change and the trend
toward carbon neutrality. Variable pitch axial flow
fans offer the advantage of maintaining high
efficiency across a wide range of airflow by
adjusting the angle of the fan blades, resulting in a
15-20% reduction in power consumption compared
to conventional fans[1]. In high-efficiency axial flow
fan design, the airflow over the fan blade surface
significantly impacts the fan's aerodynamic
performance and efficiency, making the optimization
of the 3D fan blade geometry a critical task for fan
designers[2]. For this reason, there has been
extensive research into optimizing fan blade designs
for the development of high-efficiency fans[3,4].

Therefore, this paper conducts a new variable
pitch axial flow fan design to maximize fan
efficiency by applying optimization algorithms to the
meta-model based on CFD (Computational Fluid
Dynamics) calculation results. In this study, fan
design variables are input, and a 3D fan blade shape
is constructed through the design program. The
designed fan undergoes CFD modelling to calculate
key performance indicators such as total pressure,
efficiency, and power. This design and analysis
process constructs a meta-model which can be
combined with the optimization algorithm to obtain
the optimal fan design. The optimal fan designed by
this method is verified through CFD simulation, and
the  performance, efficiency, and  power
characteristics of the fan are predicted based on
variable pitch operation to evaluate the energy-
saving benefits of this optimal fan.
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2. DESIGN AND CFD MODELLING-
BASED META-MODEL OF AXIAL FLOW
FAN

This study uses the fan blade design program,
the FANDAS[5], which was developed and
validated in the author's university laboratory. In this
study, design variables such as setting angle and
camber angle are considered to determine the blade
cross-section, as shown in Fig. 1. Once the blade
cross-section elements are determined from the
camber and setting angles, the blade cross-section
elements are stacked along the blade span height
from hub to tip to form the 3D fan blade geometry.

Flow

Rotate

l Setting angl

éar‘gertial of TE camberline

_ :‘,\j'arger'tial of LE camberline

Camber angle

Fig.2 Mesh system on fan impeller blade surface

CFD modeling is performed on fan impeller
blades designed by changing the camber angle and
setting angle. The ANSYS CFX code[6] is used for
the CFD modeling, steady-state RANS (Reynolds-
stress Averaged Navier-Stokes equation) solver is
used as a numerical analysis method for
incompressible and viscous flow, and a k-o SST
model is also used as a turbulence model. For precise
calculation of the viscous boundary layer on the
impeller blade surface, the wall mesh size is set to y+
< 2 (refer to Fig. 2). The structured mesh is generated
using the TurboGrid.The mesh consists of a total of
576,206 cells, with 463,016 cells allocated to the

impeller region, where the main viscous flow is
generated. The interface between the impeller and
stator is treated using the Frozen Rotor approach,
aligned with the impeller blade. For the boundary
surfaces with repeating conditions, a Rotational
Periodic Condition is applied.
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Fig. 3 Grid dependency test of mesh system

/( Constructed meta model )\

Kriging(KRG)

Polynomial Regression(PR)

Radial Basis Function-
interpolation(RBFi)

Radial Basis Function-
regression(RBFr)

Ensemble Decision Tree(EDT)

\ Multi Layer Perceptron(MLP) /

Fig. 4 Meta-model construction processes

In addition, as shown in Fig. 3, the mesh system
with the most efficient and highest calculation
accuracy is selected through the grid dependency test.
Based on the fan performance and efficiency analysis
results calculated according to the change in the
camber angle and setting angle, a meta-model for fan
total pressure, efficiency, and power prediction is
constructed. For the meta-model construction,
various mathematical techniques [7,8,9] are
combined, as shown in Fig. 4. There are two main
methods for obtaining data to construct a meta model:
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using only pre-existing data and acquiring new data
specifically for model construction. The former
approach may suffer from data bias or insufficient
data volume, but it does not require additional
resources, making it a viable option when acquiring
new data is difficult. The latter method allows for
more balanced data distribution to mitigate potential
bias and can produce accurate predictive models
even with relatively small datasets; however, it
demands additional resources and is typically
employed when a new design is introduced or when
high prediction accuracy is required. In this study,
the former method is chosen due to the substantial
resources required for each individual experiment.
To mitigate the prediction error caused by the limited
amount of available data, six different predictive
models are constructed using the same dataset:
Kriging (KRG), Radial Basis Function interpolation
(RBFi), Polynomial Regression (PR), Radial Basis
Function regression (RBFr), Multi-Layer Perceptron
(MLP), and Ensemble Decision Tree (EDT). Kriging
combines a global model and residuals to accurately
pass through the experimental points. RBFi
determines performance values by assigning weights
to the training data around the prediction point; if the
model passes exactly through the experimental
points, it is considered RBFi, otherwise it is referred
to as RBFr. Polynomial regression is a traditional
method that assumes a polynomial form of the data
and estimates the coefficients using the least squares
method. MLP is a type of artificial neural network
with multiple hidden layers that receives inputs
through several neurons, applies weights and

activation functions, and outputs the prediction result.

Lastly, EDT employs a random forest algorithm to
train multiple decision trees and combines their
outputs for prediction.

Comparing the prediction results by meta-model
with the CFD calculation results, the prediction
differences are within 0.2%p, indicating that the
meta-model shows very accurate prediction results,
and furthermore, it is suitable for using the meta-
model as a simulation engine for the fan design
optimization process for maximizing efficiency.

893.00

92.00

91.00

Real

90.00

59.00
E5.00 20.00 91.00 52.00 53.00

Predicted

Fig.5 Comparisons between the 3-D CFD
simulation (real) and the meta model (predicted)

3. MULTI-OBJECTIVE DESIGN
OPTIMIZATION OF A VARIABLE-PITCH
FAN

Before performing the optimal design by
combining the aforementioned meta-model and an
optimization algorithm, it is necessary to define the
multi-objective function of the variable-pitch axial
fan in this study. Fig. 6 shows the change in the
performance and efficiency of the fan under variable-
pitch operation conditions. As can be seen in Fig. 6,
the variable-pitch axial fan is important in efficiency
at the design point, but also requires the
characteristic that the efficiency does not decrease
rapidly under variable pitch conditions (change in
setting angle, B). Therefore, this study defines the
efficiency of the design point and the deviation
between the maximum efficiencies under different
variable pitch conditions as the objective functions
of the optimization problem (refer to equations 1 and
2), and optimization (maximization of design point
efficiency and minimization of efficiency deviation)
of these two objective functions is performed.

Naes = o (2)
des ™ Torque xAnqular frequency
An = Npeak,p — Ndes 2
i | & Desgn-pot eficienc
LN “ - _ & pnenet
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Fig. 6 Performance and efficiency
characteristics of variable-pitch axial flow fan
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Fig. 7 Pareto front for optimal axial flow fan design
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For the design optimization, the camber angles
and setting angles are considered as design variables
at the impeller blade hub, mid-span and tip locations,
so six design variables are dealt with in this study.
Table 1 presents the design conditions used in this
study, and the variation in blade setting angle (or
pitch angle) ranges from -5 degrees to +5 degrees.

Table 1 Design specifications of axial flow fan
Q [m¥s] Pr [Pa] RPM Power[kw]
90 2000 1200 200

The Pareto front is created by combining the
previously constructed meta-model and the
optimization algorithm. Fig. 7 shows the Pareto front
for the design point efficiency and efficiency
deviation, and a region in which the improvement of
the design point efficiency and the reduction of the
efficiency deviation are satisfied at the same time is
found, and the middle point of this region is selected
as an optimal point for this optimization.

Regarding the design optimization results, the
optimal camber angle of hub and tip is greater than
the initial design by free vortex design concept, while
the optimal camber angle in mid-span is lower than
the initial design. The tip setting angle of the optimal
model is slightly larger than the initial design by 2
deg (refer to Figs. 8 and 9).
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Fig. 10 Total pressure curves of the optimal
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Fig. 11 Efficiency curves of the optimal
and the initial fan models

Total pressure curves of the optimal and the
initial fan models are predicted by CFD simulations
at different variable-pitch conditions and compared
in Fig. 10. As shown in Fig. 10, the total pressure
curves of the optimal fan model show higher total
pressure and more stable performance characteristics
without surge up to the low flow rate range when
compared with the initial design. . On the other hand,
the initial design shows inferior performance
characteristics in which the total pressure low
compared to the optimal fan model and the pressure
decreases rapidly under low flow conditions.

Fig. 11 compares the efficiency characteristics
between the optimal design and the initial design.
The design point efficiency of the optimal model is
91.5%, which improved by 3.7% compared to the
initial design model, 87.8%, Through this design
optimization, the deviation of the efficiency change
due to variable-pitch operation is reduced from
1.10 % to 0.76%.
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4. CONCLUSIONS

The present study proposes an optimization
method for the multi-objective design optimization
problem of variable-pitch axial flow fan. CFD
modelling and simulation are used to construct a
meta-model of axial flow fan design, and the meta-
model is verified by comparing with precise CFD
simulations. The meta-model is used as simulation
engine of multi-objective optimization problem.
Using the meta-model, a Pareto front is created to
maximize design-point fan efficiency as well as to
minimize fan efficiency deviation at variable-pitch
operation conditions. Through the selection of an
optimum design solution from the Pareto front, the
optimal fan model shows the design-point efficiency
improvement by 3.7% and reduces the efficiency
deviation down to 0.76% when compared with the
initial design.
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ABSTRACT

Parametric resonance is a dynamic instability
that causes exponential growth in the amplitude of
an oscillating system. This study presents a nonlin-
ear Mathieu-type equation model for floating bod-
ies excited by waves, developed to capture para-
metric resonance in both the heave and pitch de-
grees of freedom. The model includes nonlinear hy-
drostatic restoring forces and incorporates position-
dependency of the wave excitation forces. Through a
nondimensional analysis, a previous model is simpli-
fied. A non-cylindrical axisymmetric spar-buoy was
used as a test case. The wave excitation forces were
calculated for various heave and pitch positions, and
interpolated with a third-order polynomial. Simula-
tions showed parametric resonance when the wave
frequency is twice the natural frequency of the struc-
ture. The results compared favourably to those from
a benchmark model with nonlinear Froude-Krylov
forces, but achieving a 1000-fold speed increase.
On top of this increased computational efficiency,
the presented model facilitates analytical approaches,
such as perturbation analysis or harmonic balance.

Keywords: Mathieu equation, nonlinear hydro-
dynamic modelling, parametric resonance, spar
buoy, wave-structure interaction

NOMENCLATURE

Fy, [N] hydrostatic restoring force

H [m] wave amplitude

1 [Nm] inertia moment

1, [Nm] added inertia

M, [Nm] hydrostatic restoring mo-
mentum

R [m] buoy radius

T [s] time scale

1% [m3] submerged volume

Z [m] length scale for the heave

g [m/s?] gravitational acceleration

aij [-] nondimensional coefficient for

force amplitude

b; [-] nondimensional coefficient for
moment amplitude

Ca [kg] radiation damping

cg [m] center of gravity

d;; [-] nondimensional coefficient for
heave phase

fe [N] excitation force amplitude

fij [-] nondimensional coefficient for
pitch phase

ho [m] height of the truncated cone

h [m] height of the cylinder

m [kg] mass of the floating body

my [kg] added mass

m, [Nm] excitation moment amplitude

Xeb [m] center of buoyancy horizontal
position

Xeg [m] center of gravity horizontal
position

Z [m] heave position

a [m] buoy angle

n [m] wave elevation

w [rad/s] wave frequency

wy [rad]/s] natural frequency

(0] [rad] length scale for the pitch

0 [kg’] water density

6, [rad] phase angle

® [rad] pitch position

4 [m] buoy height position

1. INTRODUCTION

Parametric resonance is a dynamic instability
that causes exponential growth in the amplitude of an
oscillating system. It occurs in differential equations
with time-varying coefficients [1]. The most well-
known example of such equations is the Mathieu
equation, a second-order ordinary differential equa-
tion (ODE) with no external forcing and a harmonic-
ally time-varying parameter.

Various phenomena, such as the oscillations of
floating vessels [2]] are described by the Mathieu
equation or variants of it [3]]. A floating body excited
by waves is often described by a Mathieu equation,
with an external excitation and damping added. The
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time-varying parameter, normally represents a part of
the hydrostatic stiffness, and leads to heave-to-pitch
instability.

Heave-to-heave instabilities on the other hand,
caused by a non constant cross-sectional area in the
body, are rarely found in the literature. This type of
instability was studied numerically by Jang and Kim
in [4] for the case of an Arctic Spar. Lelkes et al.
in [5]] developed an analytical model to capture the
heave-to-heave parametric instability. In the model-
ling presented in [3]], the occurrence of parametric
resonance in the heave was not induced by the non-
linear hydrostatic stiffness term, but rather derived
from the wave excitation force being dependent on
the heave position. This dependency was obtained
through the interpolation of the wave excitation force
calculated at various positions. Even though posi-
tional dependence of hydrodynamic forces was also
considered by Rodriguez and Neves in [6], the ap-
proach was different: in [6] a Taylor series expan-
sion was applied to a simplified approximation of the
force near the equilibrium point. In [7]], the model
developed in [5] was expanded to also include the
pitch. In this paper, an evaluation of the significance
of the parameters by a nondimensionalization will
be made in the model presented in [7], and simpli-
fications will be made in the interpolations, making
the model simper and faster. A model with nonlinear
Froude-Krylov forces [8] will be used as the bench-
mark.

2. ANALYTICAL MODEL FOR PARA-
METRIC RESONANCE

In this Section the same procedure that was used
in [5]] and [7]] to model the movement of a spar-buoy
excited by harmonic waves will be applied.

In Figure[I] a floating body is shown along with
the world coordinate system ij. The origin of this
system is horizontally aligned with the body’s center
of gravity (cg) and vertically at the still water level
(SWL), which represents the water surface elevation
without wave effects. The motion of the body is con-
strained to the heave DoF z, i.e vertical motion in the
J axis, and the pitch DoF ¢, i.e rotation around the
cg. The wave elevation 7 is measured relative to the
SWL. By convention, the wave propagation direction
follows the direction of the i axis.

Only harmonic wave elevations, defined as

n(t) = H - cos(wt), (D)

where H is the wave amplitude and w is the wave
frequency, are considered.
The model proposed by Lelkes et al. and presen-

ted in [5] is
(m +my(w))Z + ca(W)Z + Fpp(2) @)
= f.(z, w)H cos(wt — 0,(z, w)).

where m is the mass of the floating body, m, is the
added mass, ¢, is the radiation damping, F}, is the
hydrostatic restoring force, f, and 6, are the wave

2

Figure 1. Floating body, wave elevation, and the
world coordinate system for two DoF's

excitation amplitude coefficient and the phase angle.
By expanding Eq. (2) to also include include the
pitch degree of freedom, the following coupled sys-
tem presented in [7]] is obtained

(m + my(w)) £ + mp(w)P + ca(W)Z + c3(W)g
+ Fhr(Z’ ()D) = fE(Za @, (’-))H COS((L)I - Ge(z, @, 0))),
3)

(I + Ia(w)) ‘10 + IaZ(w)Z + caZ(w)Qb + Ca4(w)z
+ Mhr(Z9 ‘P) = mE(Z7 @, w)H COS(O.)l - HeZ(Z’ @, w))’
“4)

where I is the rotational inertia, I, is the added ro-
tational inertia, M, is the hydrostatic restoring mo-
ment, and m, is the wave excitation amplitude mo-
ment coeflicient.

3.CASE STUDY

In this Section, a test case is presented to eval-
vate the performance of the parametric excitation
model (Egs. [3]and ). The test case is generic, not
containing a mooring system, as the primary focus of
the model is the wave excitation force. Additionally,
conditions of infinite water depth are considered.

3.1. The floating body

The floating body considered in the test case is
an axisymmetric spar-buoy, similar to the one ex-
amined in [3]] and [7]. It consists of a truncated cone
and a cylindrical extension, as illustrated in Figure[2}
The exact shape of the spar-buoy is defined by:

R <o,
f(Q) =Ry +{tan(e) if-% <r<l )
0 otherwise.

The physical parameters of the spar-buoy shown
in Fig. [2] and their corresponding values are @ =
0.197 [rad], Ry = 3 [m], hp = 10 [m], by = 15
[m], Ry = 2 [m], 2, = 16 [m], m = 2.95 - 10° [kgl,
and I = 1.18 - 107 [kg - m*]. The water density is
p = 1025 [kg/m?] and the gravitational acceleration
is g = 9.806 [m/s?].
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Figure 2. Section of the spar-buoy geometry

3.2. Modelling the test case

With g and p given in Subsection [3.1] the hy-
drostatic restoring terms F, and M}, are calculated
based on the body geometry with

Fpr(2,0) = Pwaer8AV (2, 9), (6)

where AV(z) = V(z)—V(0), V(z) being the submerged
volume, and

M, (z, 90) = pgAV(Z’ ‘10) - (xep(z, 90) - xcg)v (7

where x., is the horizontal position of the center of
buoyancy, and x., is the horizontal position of the
center of gravity.

In this case F,,(z, ¢) and M}, (z, ) are calculated
numerically with the CAD software FreeCAD [9].
The values for F, and M, are determined for a set
of discrete pitch angles ranging from —0.21 [rad] to
0.21 [rad], with a step size of 0.07 [rad], and for
heave displacements from —4 [m] to 4 [m], with a
step size of 1 [m].

An interpolation is then performed on the gen-
erated dataset to describe Fj, and M}, continuously,
employing polynomial functions of the heave z and
pitch ¢ displacement. The resulting polynomial ex-
pressions are

Fir(z, @) = pgAV(z, @) = ). 1ijd¢, (8)

1<i+j<3

Mhr(z’ 50) = pgAV(Z’ QD)(-XL‘/J(Z7 QO) - xcg)
=~ Z si’jzigpj, (9)

1<i+j<3

where r; ; are the hydrostatic restoring coeflicients for
the heave obtained from the polynomial interpola-
tion, and s; ; are the hydrostatic restoring coefficients
for the pitch obtained from the polynomial interpol-
ation.

The calculation of the wave excitation coeffi-
cients f,, m,, 0,, and 6,, is done with the open-source
boundary element solver NEMOH [10], which com-

3

putes first-order hydrodynamic coefficients, such as
added mass, radiation and excitation forces in the fre-
quency domain.

A model with nonlinear Froude-Krylov forces
that does not consider the diffraction force [8] will
be used as the benchmark, so this component will
also be neglected in the present study. This approach
is common for bodies that are small relative to the
wavelength [[11], and it can be easily configured with
NEMOH.

In this test case, the wave excitation coeflicients
are computed for the same discrete displacements
used in the hydrostatic restoring terms. The wave ex-
citation terms are also interpolated with polynomial
functions, yielding the following expressions

fo= D) aj@del, 6.= Y diw)yy,
0<i+j<3 0<i+j<1

(10)

m, = Z bi j(W)Z'¢’, O = Z fijw)z'¢’

0<i+j<3 0<itj<2
(11)

where a; , d; j, b;j, and f;; are the coeflicients ob-
tained from the polynomial interpolation.

The radiation and added mass coefficients m,,
Ma2, Lo, Lo, Cay Ca2, Cq3 and cqa, in Eqs. (3) and @),
are also computed using NEMOH.

The cross terms myp(w), cuiz3(w), I(w) and
cqa(w), calculated for NEMOH were negligible, be-
ing over four orders of magnitude smaller than the
other coefficients. This outcome is expected for an
axisymmetric body, so they were neglected from the
model in this test case.

The radiation damping coefficients depend on
the frequency of the body motion. In a linear model,
a body oscillates at the same frequency as the excita-
tion. In a nonlinear model, such as the parametric ex-
citation model, this is not always the case. However,
in the present test case, following Lelkes et al. in [5]],
the radiation damping considered will be with the ex-
citation frequency. Even though this simplification
introduces error, the wave excitation forces, which
are the primary focus of the model, are not affected.
Simplifications of this kind are not uncommon in lit-
erature, as seen in works such as [[12, 13} [14], where
the radiation damping was similarly simplified to fo-
cus on other specific aspects of the analysis.

4. NONDIMENSIONALIZATION

In order to better understand the significance of
the parameters in the model, and remove terms that
do not alter the results, the 2-DoF model is nondi-
mensionalized. The nondimensional variables are
defined as follows
t z ©

?,Z=Z,¢=—~

f=
)

12)
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The length and angle scales Z and ® are defined so
that Z and @ have a validity region between —1 and
1. As the validity region of the model is defined as
|zl <4 [m] and |¢| < 0.21 [rad] (as stated in Section

’

Z =4[m], ® =0.21 [rad]. (13)
The time scale T is defined as
T < m+ma(w). (14)
0
The nondimensional equations become
Fraos@i+ Y i@
1<i+;<3
= cos {vf - D& ,(w)zfsbf] D Buwi,
0<i+j<1 0<i+j<3
15)

Groasp+ Y G

1<itj<3

=cos{vf - xl-,,-(wﬁ"@f‘] D W),
0<i+j<2

0<itj<3
(16)
where the nondimensional parameters are
) R —
V(m + mg(w))rio
cs Vm + my(w)
as(w) =

(I + L(w) g’
1 i—1 g H i—1 i
7,~,j(a)) = —I’i’jZ (I) ,ﬂi,]‘((x)) = —ai,]’Z (D N
1,0 1,0

2
. - - . 'Zi(Di_l,
§i(w) = Ty S
HT? .
(W) = —— b, Zip!
/11,](0)) T+ 1(w) ij s
m + my(w)
V(W) = w4 |———,
0

& =di 7'V xij = ., 2D
(17)

The restoring parameters are now functions of w.
To estimate their orders of magnitude, their values
for w = 1.9 [rad/s] are provided in Eq. [I8]and Table
il

a3 =0.03, a5 =0.83, v =2. (18)

The nondimensional coefficients y; ; and ¢; ; cor-
respond to the hydrostatic restoring coefficients r; ;
and s; ;. The coeflicients §; j, u; j, &;,j and y; j relate to
the wave excitation coeflicients a; j, b; j, d; j and f; ;,
while a3 and a5 correspond to the radiation damping
terms c3 and cs.

4

i,j 0,0 1,0 2,0 3,0 1,0

vii 0 0.21 20012 226-107% 4.67-10°
G 0 44210 -241-10° 1.8-1071° 3.61
Bi;, 0051 -0.02 -0.01 —0.002  7.93-10°
wi; 00l ~0.004 -0.002 -3.84-10"% 1.56-107
&; 26-10°  7.06-107 0 0 1.84
xij -157  9.16-10° -156-107* 0 1.05
i 0,2 0,3 T 21 1.2
v, 228  1.08-10° —843-107 4.63-10° 0.36
Zi; -876-10° 765 -0.77 0061  221-107
Bi; 0017 -854-10° 6.66-10° —123.10~  —0.001
wi; 0003  —1.68-10"° 1.31-106 —243.10° -2.38-107
& 0 0 0 0 0
Xij 149107 0 -0.34 0 0

Table 1. Nondimensional polynomial approxim-
ation coefficients for hydrostatic restoring terms
(vi; and £ ;), and wave excitation terms (3; ; and
Hij)

The nondimensional coefficients o1, 1.1, Y2.1,
410, £20. $30. {o2.and {;, in Table [T] have small
values. So a polynomial interpolation for the hy-
drostatic restoring forces was conducted by setting
the coeflicients corresponding to these small-valued
nondimensional coefficients to zero. The threshold
for a coefficient to be deemed small was chosen as
2.26-107*. This choice was made because it was ob-
served that the term 3o was the smallest coefficient
that still significantly affected the interpolation.

With these small terms set to zero, we recalculate
the dimensional parameters r; ; and s; ; in this simpli-
fied manner. The results are shown in Table 2]

ij 1,0 2,0 3,0 0,1

rij (SD 2.83-10° -1.93-10% 434 0

si,j (SD 0 0 0 -2.08 - 107
i 0,2 0,3 I,1 2.1

r; (S =2.59-10° 0 0 0

si; (SD 0 —4.42-107  529-107 —497-10°
ij 1,2

rij (SD) 492-10°

5"7,/' (SI) 0

Table 2. Hydrostatic restoring coefficients ob-
tained from the polynomial interpolation that set
small terms to zero

By comparing the results of the interpolation
with the values from Table[2l to the one with the ori-
ginal ones, the difference between the two interpola-
tions across the considered range of |z| < 4 [m] and
lg| < 0.21 [rad] was never bigger than 10~'°, This is
negligible, considering that |F},| = 5.9 - 10° [N] and
IMy,| = 2.57 - 10° [Nm].

The same procedure was applied to the wave ex-
citation coeflicients and led to the values in Table 3l

5. RESULTS

In this Section, the results from the test case de-
tailed in Section [3| with the simplifications from Sec-
tion [4] are presented and compared to a model with
NLFK forces.

The equations for the presented model Eqs. (3)
and (@ are solved numerically using the NDSolve
function in Wolfram Mathematica 14.1 with its de-
fault settings, and the equations for the model with
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ij 0.0 1.0 2,0 3.0

a;j (S) 5.89 - 10% 5897 -722 -34.2
bi; (SD) 2.61-10° -519-10°  3.23-10* 1322
ij 0,2 1,2

a;,;j (SD 427-10° —7481

b; j (ST) 5.84-10° 6.15-10°

ij 0,0 0,1 I,1

di;j(SD)  -2.54-107 8.7 0

£ (SD -1.57 4.94 —-0.41

Table 3. Wave excitation coefficients obtained
from the polynomial interpolation that set small
terms to zero

NLFK forces, were solved in Matlab R2021a, using
the toolbox developed by Giorgi et al. in [8].

The natural frequency wy is also found numer-
ically, by running a simulation without the external
excitation. It is critical to note that the validity re-
gion of this parametric excitation model is limited
to the range over which the excitation and restoring
force coeflicients were computed, |z] < 4 [m], and
lel < 0.21 [rad].

By numerically solving Eqs. (@) and @) with
these simplified interpolations and comparing to their
solution with the initial interpolation, the difference
was of the order of 10~*. However, with the simpli-
fied interpolations, the running time to obtain the in-
terpolation and perform a simulation of 1000 periods
went from 1.94 seconds to 0.27 seconds . So neglect-
ing the small terms does not affect the results signific-
antly, while making the code run faster. As for each
simulated frequency, a new interpolation for the wave
excitation coeflicients is necessary, when evaluating
multiple frequencies, the difference in time becomes
more significant.

The plots in Figures [3] and [] show the oscilla-
tion amplitude in response to a range of input wave
frequencies and amplitudes. The RMS of the dis-
placement time series, scaled by the square root of
2 serves as the measure of amplitude for both heave
and pitch motions. This RMS is computed over the
last 64 wave periods of the simulation to ensure that
motions have reached steady-state.

In Fig. [3] these are shown for the region where
heave parametric resonance occurs, while in Fig. [
for the region where the pitch parametric resonance
occurs. At a first view, the contour plots indicate a
good match between the models.

In Figures[5]and[6] the time series for Point C in
Fig. 3]and Point D in Fig. @ are plotted. For the para-
metric excitation model, the amplitude grows faster
and larger than for the model with NLFK forces, with
a difference of around 20% in the amplitudes. The
results also appear slightly off-phase. These differ-
ences were also noted for the 1-DoF results in [3]].

5

15 ......... e | \/EXZ"“S [m]
1.4 .
4.0
1.3
=3.5
E, 1.2 3.0
e | 25
1.0 2.0
09 1.5
i 1.0
0.8 =
1.98 2.00 2.02 2.04 2.06 2.08 0.5

W/wWo heave

(a) RMS amplitudes for heave from the
parametric excitation force model

L5 V2 Xzms [m]
1.4 :
4.0
13 Uss
g 1.2] 3.0
L 25
1.0 2.0
00 1.5
: 1.0
0.8 :
198 2.00 2.02 2.04 206 2.08 0.5
W/W heave
(b) RMS amplitudes for heave from the
model with NLFK forces

Figure 3. Contour plots of steady-state amp-
litudes of the buoy’s oscillations in the heave para-
metric resonance region

V2 Xms [rad]

H0.18
H0.16
0.14
0.12
0.10
0.08
0.06
19 20 21 22 23 24 0.04

W/w pitch

(a) RMS amplitudes for pitch from the
parametric excitation force model

V2 X [rad]

H0.18
H0.16
0.14
0.12
0.10
0.08
0.06
19 20 21 22 23 24 0.04

W/wo pitch

(b) RMS amplitudes for pitch from the
model with NLFK forces

Figure 4. Contour plots of steady-state amp-
litudes of the buoy’s oscillations in the pitch para-
metric resonance region
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Figure 5. Comparison of time series between the
parametric excitation model and the model with
NLFK forces for the input wave conditions at
Point C in Fig.EI: © _ =202and H = 1.3 [m]
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Figure 6. Comparison of time series between the
parametric excitation model and the model with
NLFK forces for the input wave conditions at
Point D in Fig. EI: ©_ —214and H = 1.4 [m]

Wopirch

6

6. CONCLUSION

In this study, a nondimensional analysis was ap-
plied to a previously presented model for a floating
body that was able to capture parametric resonance,
while being computationally efficient. This model-
ling approach, with an interpolated parametric ex-
citation is much more computationally efficient than
models where the excitation forces are calculated by
numerical integration at each step.

By nondimensionalising the system of equa-
tions, it was possible to have a better understanding
on the significance of the parameters of the model. It
was observed that some parameters were negligible,
which allowed for the model to be simplified by neg-
lecting them in the interpolation. This simplification
did not alter the results, but made the model run much
faster.

One important consideration for further studies
is that the models presented in this article, calculate
the radiation forces as linearly proportional to the
body velocity, with the radiation force coefficient de-
rived considering that the body oscillates at the same
frequency as the waves. This is a common approach
used for single-frequency waves, which is a sim-
plification of the more general convolution integral
required in multi-frequency wave spectra [15] [16].
However, as explained in Section [} in the regions
where the parametric resonance occurs, the body os-
cillates at half of the wave frequency, thus the applied
radiation coefficient considers the wrong oscillation
frequency. This is something that shall be corrected
in an extension of the model to work with polychro-
matic waves, as the complete convolution integral for
the radiation forces must be used for that case.
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ABSTRACT

Helically coiled reactors (HCRs) are widely used
in process engineering and biochemistry, especially
in micro-reactor applications, to enhance heat and
mass transfer. Their design promotes excellent radial
mixing with minimal axial back-mixing. At
moderate Reynolds numbers, characteristic Dean
vortices form within HCRs. Increasing flow
velocities lead to more complex vortex structures.
The transition from laminar to turbulent flow
significantly impacts reactor performance.

Various experimental and numerical studies have
attempted to characterize this transition, often using
a critical Reynolds number based on the curvature
ratio § = d/D. Although it is generally accepted that
HCRs have higher critical Reynolds numbers than
straight tubes, reported values differ widely, possibly
due to variations in experimental setups and inlet
conditions.

We propose a novel experimental setup designed
to minimize the influence of inlet and outlet
conditions. Reynolds numbers from 460 to 9,650
were examined. Initial Laser Doppler Anemometry
(LDA) measurements reveal that velocity
fluctuations are weaker near the inner wall and
stronger near the outer wall. High-speed Particle
Image Velocimetry (PIV) measurements corroborate
these findings. Additionally, we demonstrate how
inlet conditions influence the transition point and
introduce different markers for the laminar-turbulent
transition in  HCRs  through  pseudo-3D
visualizations, frequency analysis, and qualitative
flow analysis.

Keywords: Helically coiled reactor, PIV, spectral
entropy, transition, turbulence

NOMENCLATURE

d [mm]  inner tube diameter
D [mm]  coil diameter
6=d/D [-] curvature ratio

n [%] dyn. viscosity

p [kg/m?] density

Q [-] Q-criterion

4 [I/min] volume flow rate
Uy [m/s] radial velocity

Ua [m/s] axial velocity

f [s4 frequency

frec [s4 recording frequency
Re = pud/n [-1 Reynolds number
FEP Fluorethylenepropylene
LDA Laser Doppler Anemometry
PIV Particle Image Velocimetry
PMMA Polymethylmethacrylate

1. INTRODUCTION

The laminar-turbulent transition in helically
coiled reactors is widely researched with different
approaches since first studies done by Taylor [1] and
White [2] in 1927. Figure 1 shows the most
important literature findings regarding the transition
in HCRs.

The black curves represent studies measuring the
pressure drop over HCRs or curved tubes, where the
transition is marked by the critical Reynolds number
in function of the curvature ratio 6 = d/D being the
ratio of the inner diameter of the tube and to coiling
diameter [3-7]. The red curves represent studies
measuring the velocity field in the HCRs by using
hot wire anemometry [8], LDA or (stereo-) PIV [9,
10]. The transition in those studies is determined by
the velocity fluctuations in function of time with a
threshold or qualitative analysis. More modern
approaches use the frequency spectrum or energy
dissipation rate. Outstanding here is the work of
Sreenivasan and Strykowski [8] suggesting a
transition region with a low Reynolds number for a
first occurrence of fluctuations and a higher
boundary where the flow becomes completely
turbulent in the whole cross-section of the reactor
tube.

As Figure 1 represents, the transition point to
turbulence in HCRs is a broad range. The differences
between researchers lay in different measurement
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techniques and the definition of a turbulent flow
itself. Recent numerical studies [11, 12] promote the
lower boundary for the transition.

However, all of those studies lack a detailed
visualization of the flow structures in the whole tube,
often just using single points in the reactors for the
analysis. These can most definitely mark a certain

state of turbulence, but not the full behaviour of the
transition process in HCRs with its more complex
vortex structures like Lyne vortices [13] and the
geometrical differences of their appearance.
Moreover, the deformed pipe flow in HCRs caused
by the radial forces leads to an asymmetric problem
that seems to be overlooked.

20000
—=-lto (1959) —Schmidt (1967)

18000 - -a-Mishra and Gupta (1979) -e-Sreenivasan (1983) Lower Boundary
-e-Sreenivasan (1983) Upper Boundary -—Hart et al., (1988)

16000 - -=—Sreenivasan (1983) Liberal lower Boundary =~ —Cioncolini and Santini (2005)

14000 | -m-Kihnen(2015) Re1 -m-Kihnen(2015)Rt

12000

8000

6000

4000

2000 F

0 0.05

01 0.15 0.2

Curvature ratio

Figure 1. Laminar-turbulent transition in HCRs from literature marked by the critical Reynolds number

in function of the curvature ratio é = d/D.

This work establishes a measuring setup with a
very high temporal and spatial resolution, paired
with modern visualization approaches and analysis
aiming for a highly resulted data base which is used
to clarify the transition behaviour and pinpoint the
actual transition point. Therefore, the measured
Reynolds numbers cover the whole range of possible
transitions as suggested by literature (Figure 1).

2. EXPERIMENTAL SETUP

The helix reactor is made of FEP-tube with an
inner diameter of 10 mm and a coil diameter of
118 mm resulting in a curvature ratio of $=0.0848. In
total 50 coils are realized resulting in a tube length of
18.53 metres with additional one metre straight inlet
and outlet tube. For the high speed PIV setup, the
HCR is placed in an acrylic glass tank filled with a
5.25%vol. Glycerol and de-ionised water solution,
which is also used as the working fluid. The solution
matches the refractive index of the FEP tube
(n =1.3405) [14]. The solution has a density of
1004.045 kg/m*> and a dynamic viscosity of
0.001246 kg mts? (measured with  Netzsch
Kinexus Pro+). Vestosint PMMA particles with

50 um diameter are added to the working fluid as
tracer particles.

-

Feeding tank
Circulation pump
Ultrasonic level gauge
Discharge outlet
Venting Outlet
Ultrasonic flow meter
Helix reactor
Aquarium with Gly/H,0 solution
9. Control valve

10. Collecting tank
h=12m 11. Outlet for mixing

12. Submersible pump

(e

e (R
PNOnEwNE

B

0.6 m*

8 Aquarium *11 12
It
<t

Figure 2. Flow sketch of the experimental setup.

A feeding tank is placed 12 m above the main
setup creating a completely gravity driven and so
pulsation free flow (Figure 2). The flow rate is
measured with an ultrasonic flow metre and
controlled with a needle valve at the outlet. Since the
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measurements are run as a batch process and the flow
rate has to stay stable, the level in the feeding tank
has been controlled with a ultrasonic level sensor and
a pressure level sensor.

A Phantom VEO L640 high-speed camera
(2560x1600 pixels) is set in front of the tank with a
100 mm camera lens (Tokina, AT-X Pro Macro 100
F2.8D) to face the tank as shown in Figure 3 below.

Wi

A\
mnmmmne S = N
mmme = —
i - == =
Ilif 5 (i ——
; ®

Figure 3. Optical high-speed PI1V setup of the cw-
laser (1), mirror (2), light sheet optics (3),
aquarium with refractive index matched solution,
helix reactor (4) and HS-camera (5).

The light source is a continuous-wave laser from
Coherent (Model: Genesis MX488-1000 STM) with
488 nm wavelength operated at 120 mW power. The
geometrical calibration results in a ~55 pixel/mm
resolution. For selected Reynolds numbers in a range
of 460 < Re < 9650, flow rates are set and the pixel
shift is kept around 2 pixels between snapshots. The
relatively small pixel shift is necessary due to the
strong out-of-plane movement, since the axial
velocity is 10 times higher compared to the radial
velocities. For all measurements at least 2 seconds
are recorded with different recording frequencies
depending on the Reynolds number and listed in
Table 1. Also, the axial velocity was measured with
PIV, by measuring in the front section of the coil.
The light sheet was therefore set in the centre of the

tube and the camera was adjusted accordingly.
Figure 4 shows a sketch of the setups for the radial
measurements in the cross-section of the tube and for
the axial measurements in the centre of the front of
the coil.

helix
reactor

helix
reactor

Figure 4. Sketch of the PIV set-ups. Top: radial
velocity components. Bottom: axial component is
measured in the centre of the tube.

The images are then processed with DaVis 10.2
(LaVision) and visualized with ParaView 5.10.

All measurements are taken at the 40" coil of the
HCR where the influence of inlet and outlet vanish.
This was proven in previous tests with LDA
measurements [15] and will also be validated here
with the axial PIV measurements (see Figure 6).

Table 1. Recording parameters of radial and axial
PIV measurements

Radial Axial
Re V frec frec
[—] [{/min] [kHZ] [kHz]
460 0.27 0.4 1.0
920 0.54 0.6 2.0
1370 0.80 0.8 3.0
2100 1.23 1.1 4.6
2750 1.61 1.4 6.0
3660 2.14 1.8 8.0
4580 2.68 2.2 10.0
5510 3.22 2.6 12.0
6410 3.75 3.0 12.0
7340 4.29 3.4 12.0
8240 4.82 3.8 12.0
9170 5.36 4.2 12.0
9650 5.64 4,5 12.0
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3. POSTPROCESSING

The postprocessing is done in DaVis and consists
of an image calibration, a subtraction of a median
Gauss filter to enhance the particle images and the
PI1V processing followed by a vector postprocessing
step as clean-up of erroneous vectors. The resulting
vector fields are further treated to identify the
transition point to turbulence.

—lmis_

E I 'i'gi; "if’ il "; u‘h '
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Figure 5. Instantaneous flow fields of the radial
velocity (top) and the axial velocity (bottom) with
the extraction points of the velocity over time
marked in yellow.

First, the local velocity is extracted at 5 points in
the cross-section, marked with yellow boxes in
Figure 5, and plotted in function of time (Figure 7).
In addition, the centre velocity from the axial
velocity field (Figure 5 bottom) is extracted and
plotted over time to visualise the fluctuations
(Figure 8).

Second, the frequency spectrum is analysed from
the axial velocity over time plots using FFT (Table 2
and Figure 10).

Third, pseudo-3D vortex structures are
reconstructed (Figure 11) from the vector fields.
Therefore, the vector fields of the tube cross-section
(radial velocity) are stacked in a third plane
representing time. This third axis is normalized by
dividing the superficial velocity with the recording
frequency resulting in the third dimension being in
metres. A detailed description of those pseudo 3D-
visualizations is found in Miiller, Kovats [16]. From
these 3D-fields vortices are represented with the Q-
Criterion as isosurface coloured by the Z-vorticity
for a qualitative analysis.

4. RESULTS

In order to test the independency of the
measurement position from the inlet and outlet
conditions, the axial velocity was measured in each
coil. It is then extracted as velocity over time plot at
the centre position (yellow square in Figure 5 bottom
image) and its standard deviation normalized by the
average velocity is plotted in function of the coil
number in Figure 6.
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0 5 10 15 20 25 30 35 40 45 50
coil number

—e— 460 —e— 920 -+—1370 -e-2100 -=-2750 3660 -e—4580
—&—5510 —=—6510 7340 8240 9170 9650

Figure 6. Normalized standard deviation of all
Reynolds numbers in function of the coil number.

After the first 3 coils where the initial straight
tube flow gets forced into the radial flow structure
the standard deviation stabilizes due to the re-
laminarizing effects of the coiled flow. However,
only after 30-40 coils a full stabilization is realized.
Especially at moderate Reynolds numbers (Re =
2100, 2750, 3660) the flow needs at least 30 coils to
stabilize. Also noticeable is the impact of the outlet
with a sudden increase of the standard deviation for
the last 2 coils.

The normalized standard deviation (also known
as turbulence intensity) of the axial velocities sorts
itself into two regions. Low Reynolds numbers up to
Re=2200 have a o/AVGof0.01. Reynolds
numbers higher than Re = 3830 have a 6/AVG value
of 0.03t0 0.04, so four times higher. Kiihnen,
Braunshier [9] described that increase in standard
deviation also as indicator for the laminar turbulent
transition. A transition area can be noticed for
Reynolds numbers between 2200 < Re <3830
where the curves do not fit to the above mentioned
groups.
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Figure 7. Extracted radial velocity over time of
different Reynolds numbers. Locations from top
to bottom: Top, Centre, Bottom, Left, Right.

Figure 7 above shows the velocity in function of
time from the 5 points shown in Figure 5. From these
plots it is obvious, that with rising Reynolds number
the fluctuations of the flow become stronger, there
are also clear differences depending on the location
in the cross-section of the coil. While the fluctuations
start to become strong at Re = 4500 in the top, as well
as left and right where the Dean vortices are situated,
they are much less pronounced in the centre and
almost neglectable in the bottom.
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Figure 8. Extracted axial velocity over time of
different Reynolds numbers.

The axial velocities over time in Figure 8 have a
similar trend with an increase of fluctuations with
rising Reynolds number. When taking a look onto a
full measurement period (Figure 9) not only high
frequency fluctuations but also oscillation waves
with lower frequencies become visible.
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Figure 9. Extracted axial velocity over time of
Reynolds number 2880 for the whole
measurement time of 2 seconds.

The following Figure 10 shows the frequency
spectra of some Reynolds numbers for the axial
measurements. As expected, in a completely laminar
flow (Re=480) no frequencies could be detected. At
medium Reynolds numbers some frequencies are
more pronounced. With rising Reynolds number, the
frequency spectrum broadens until no frequencies
stand out anymore. The two highest detected
frequencies are listed in Table 2 below.
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Table 2. Highest detected frequencies from FFT
for selected Reynolds numbers.

Re f1 f2
460 - -
2750 1Hz 3Hz
3660 6 Hz 36 Hz
5510 7Hz 22 Hz
9650 Spectrum
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Figure 10. Frequency spectra of selected
Reynolds numbers from the FFT analysis of
extracted axial velocities.

For a more detailed analysis of the flow it seemed
reasonable to visualize the flow as a whole. The
instantaneous flow fields are therefore extended to
pseudo-3D-visualizations. Figure 11 below shows a
selection of Reynolds numbers in an unrolled top-
down view of the helix tube. The flow goes from left

to right, visualized is the vortex occurrence by the Q-
Criterion, coloured with the Z-Vorticity. The
represented pseudo distance of 100 mm contains
around 500 images depending on the recording
frequency and superficial velocity. At low Reynolds
number the counter rotating Dean vortices are clearly
visible as horizontal stripes near the tube walls
indicating a stable and laminar flow. With increasing
Reynolds number, Lyne vortices near the centre of
the cross-section occur. They merge with the Dean
vortices on either side and finally disappear,
indicating first instabilities and transition to
turbulence (Figure 11, Re = 2750). With even faster
flows the Lyne vortices appear with higher frequency
and are more unstable (Re=3660). At a certain point
the Lyne vortices are no longer distinguishable and
the whole flow becomes turbulent. Even the Dean
vortices become smeared indicating a completely
turbulent flow behaviour (Figure 11, Re = 5510). At
the highest measured flow rate with a Reynolds
number of Re=9650, the additional vortex
structures have even the same intensity and size as
the Dean vortices. It has to be noted, that with
increasing Reynolds number the overall vorticity
also rises steadily.
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Figure 11. Pseudo-3D-visualizations of the radial velocity fields. Q = 0.0035 to 0.05; Z-Vorticity = - 0.125 to

0.125 (for Re = 460; Q = 0.00035 to 0.05).

5. CONCLUSIONS

In this study, the laminar-turbulent transition of
helical coils is examined by LDA and PIV
measurements. The independence of inlet and outlet
conditions was proven for the set-up with a HCR of
50 coils in a range of coil numbers 30 to 40.

The qualitative analysis of the velocities,
measured in the 40" coil, confirms the findings of
Sreenivasan and Strykowski [8]. Depending on the
location in the cross-section of the helix the flow
behaves differently. While in the outer region of the
HCR, or here in the top of the cross-section,
fluctuations indicate turbulence at lower Reynolds
numbers (Re = 5700), the turbulent behaviour in the
inner region, here the bottom of the cross-section, is
only pronounced at the highest measured Reynolds
number of Re = 9650.

The FFT analysis of the axial velocities did not
show detectable frequencies for Ilaminar flow
conditions. In the transition area some characteristic
frequency peaks appear, and a broadening of the
frequency spectrum in the completely turbulent
region can be recognized.

The pseudo-3D-visualizations of the radial
velocities showed the first instabilities as Lyne
vortices at Reynolds number Re = 2750 and a fully
turbulent flow behaviour at Re = 5510.

OUTLOOK

While searching for the laminar-turbulent
transition point in HCRs it becomes clear, that in the
asymmetric flow a high dependency on the location
is given. The here presented markers for the
transition point are either focused on one point in the
flow or are just of qualitative nature. For quantitative
analysis, measurements of high spatial and temporal
resolution are necessary to capture the occurring
vortex structures with low experimental noise. A
multitude of markers can help to capture all flavours
of turbulence making a difference between stable or
frequent structures like Lyne vortices and fully
turbulent flow with a high vortex dissipation rate. A
holistic view of all markers is necessary as validation
but also to make a final decision on the transition
point.
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ABSTRACT

Currently, the energy market requires the use of
renewable energy sources, especially photovoltaic
and wind. During the year, these energy sources have
large fluctuations. The machines that can
compensate for the energy fluctuations given by
fluctuating sources are hydraulic turbines. Thus, they
end up operating at points other than those for which
they were designed, with negative consequences for
the operation of the machine. One of the
consequences of operating hydraulic turbines at
discharges other than the nominal one (for example,
the Francis turbine) is the pressure pulsations that
appear due to the self-induced instability generated
by the swirling flow, in the conical diffuser. One of
the modern techniques for mitigating the pressure
pulsations that appear at partial discharges in
hydraulic turbines (especially those with fixed
blades) is the adjustable diaphragm introduced
downstream of the conical diffuser. It has previously
been shown that this technique can mitigate the
swirling flow and the associated pressure
fluctuations but can lead to an increase in hydraulic
losses. Thus, the present work shows that by
redesigning this diaphragm, a compromise can be
found between the mitigation of pressure pulsations
(dynamic component) and hydraulic losses,
respectively the pressure recovery in the conical
diffuser (energy component). The results obtained
through 3D numerical simulation show that the
pressure pulsations have a significant decrease, and
the hydraulic losses are minimal when the turbine
operates at 70% of the nominal flow.

Keyword: adjustable diaphragm; conical
diffuser; hydraulic losses; hydraulic turbine;
pressure pulsation; swirling flow

NOMENCLATURE
Aq [m?] diaphragm interior area

Ao [m?3] test section outlet area

D: [m] reference diameter from the throat
of the test section,

Vi [m/s]  reference velocity from the throat

of convergent-divergent test section

d [m] diaphragm interior diameter

f [Hz]  dominant frequency

p [kg/m3] density

shy [%] diaphragm device shutter area

Cp [-] pressure recovery coefficient

PLo [kPa]  mean pressure from the test section
throat

D [kPa]  mean pressure

Q [I/s] nominal flow

hp [m] hydraulic losses

Pin [kPa]  pressure from the inlet test section

Pout [kPa] pressure from the outlet of the test
section

1. INTRODUCTION

The acute problem faced by hydraulic turbines
(especially those with fixed blades such as the
Francis turbine), which are imposed by the energy
market to operate at operating points far from the
optimal one, is due to fluctuating energies such as
photovoltaic and wind [1, 2]. This type of operation
(at part load) leads to the appearance of the helical
vortex or vortex rope phenomenon, in the conical
diffuser of the turbine [3]. Vortex rope is the main
phenomenon that produces severe pressure
fluctuations in the conical diffuser leading over time
to cracks or breaks of the runner blades, cracks in the
bearings or shaft, tearing of the ogive, etc [4].
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To eliminate or to mitigate the instabilities from
the conical diffuser, different techniques have been
implemented in hydraulic turbines [5-8]. These
methods lead to reducing the pressure pulsations
over a narrow regime, but they are not effective or
even increase the unwanted effects [9-11].

The present paper is focusing on the modern
adjustable diaphragm passive control technique, to
mitigate the instabilities associated to the vortex rope
from the conical diffuser of hydraulic turbines (e.g.,
Francis turbine), operated at part load conditions. It
is mentioned that the proof of concept of the
adjustable diaphragm control technique was
presented previously [12, 13]. The results obtained
previously clearly show that the mitigation of the
swirling flow instabilities is directly proportional to
the narrowing of the diaphragm surface towards the
centre of the conical diffuser axis (the diaphragm is
mounted at the outlet of the conical diffuser).
Anyway, it is shown that the hydraulic losses have
an increase since the shutter area of the diaphragm is
close to the diffuser centre and exist a small area
where the diaphragm can work without increasing
the hydraulic losses but still mitigate the amplitudes
associated to the instabilities of the vortex rope.

This paper presents a 3D numerical analysis of
pressure filed from dynamic and energetic point of
view using a redesigned adjustable diaphragm called
IRiS device (Fig. 1). The second section presents the
problem setup for numerical analysis, including the
computational domain and boundary conditions.
Section 3 analyzes the flow field quantifying the
hydraulic losses and the unsteady pressure field with
and without IRiS device. The conclusions are
summarized in last section.

Figure 1. Sketch of the IRiS device.

2. COMPUTATIONAL DOMAIN AND
BOUNDARY CONDITIONS

The computational domain corresponds to
convergent-divergent part of the swirling flow
apparatus developed at Politehnica University
Timisoara (UPT) [14]. The convergent section is
bordered by the annular inlet section and the throat
(Fig. 2). The annular inlet section is considered just
downstream to the runner blades. The divergent
section includes a discharge cone with semi-angle of
8.5° similar to FLINDT project [15] and a pipe.
Three values of the IRIS interior diameter of d =
0.143, 0.134, 0.124 m are considered in this
numerical study. According to Figure 2 the IRiS
device is located at the outlet of the conical diffuser.
Table 1, shows the areas ratio between IRiS interior
area and outlet test section area.

Table 1.
IRIS IRIS Test Shutter
interior interior area | section ratio
diameter Ag[m?] outlet shr [%]
d[m] area
Ao [M?]

0.143 0.016 0.02 20

0.134 0.014 0.02 30

0.124 0.012 0.02 40

The computational domain previously presented
in [12] is presented in Fig. 2. A mixed mesh with
approximately 2.8M cells is generated on each
computational domain with and without IRiS, Fig. 3.
The most distorted element has an Equisize skew
value of 0.87.

Boundary conditions imposed for each case uses
a velocity profile at the inlet, and the outflow
condition on the outlet section. The inflow boundary
conditions are obtained computing the flow upstream
of the numerical domain in our previous research
work. As a result, the inlet velocity profiles (axial,
radial and circumferential velocity components) as
well as the turbulent quantities (kinetic energy and
turbulence dissipation rate) corresponding to a
runner speed of 920 rpm are imposed on annular inlet
section. Figure 4, shows the velocity profiles from
the inlet test section [12]. 3D unsteady numerical
simulations with and without IRiS were performed
using the Ansys FLUENT 2023 R2 software in order
to assess the new approach.

For the numerical setup it was used k-o GEKO
turbulence model. This turbulence model is
relatively new introduced to Ansys FLUENT and
captures more accurate the flow specifics to
hydraulic machines, [17]. The advantage of this
turbulence model is that it has enough flexibility to
cover a wide range of applications. The model
provides free parameters that you can adjust for
specific types of applications, without negative
impact on the basic calibration of the model.
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Figure 2. 3D computational domain of the case
with diaphragm.

Figure 3. Detail of mesh domain. Inlet of the
domain (up) and outlet (down).

This is a tool for model optimization but requires
a proper understanding of the impact of these
coefficients to avoid mistuning. It is important to
emphasize that the model has strong defaults, so one
can also apply the model without any fine-tuning,
and one should make sure that any tuning is
supported by high-quality experimental data.

For this study the default value of the turbulence
parameters was applied. The time step applied for the
unsteady simulation for all the investigated cases was
t = 0.002 s. For our investigation, 5000 time steps
were employed for each case, corresponding to a
flow time of 10 seconds, for obtaining a stable flow
structure. All numerical solutions were converged
down to residuals as low as 10" Pressure monitors
denoted LO...L3 have been placed on 4 levels. The
axial distance between two consecutive pressure taps
located on the cone wall is 50 mm.

axial velocity [m/s]

| L | |
0 0.05 0.06 0.07 0.08

radial coordinate [m]

w
T

circumferential velocity [m/s]
n
T

| |
0.05 0.06 0.07 0.08
radial coordinate [m]

Figure 4. Velocity profiles from the inlet test
section [12].

3. NUMERICAL RESULTS

3.1. Unsteady pressure analysis

Numerical simulations for turbulent swirling
flow in the test section from UPT, have been
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performed for 3 cases of the IRiS device and for the
case without IRiS. Figures 5 to 8, shows a first set of
numerical results of pressure iso-surface for each
case. One can clearly observe that the helical vortex
structure still evolves during the IRiS shuttering for
all cases, but the corresponding pressure pulsations
are mitigated due to the eccentricity is significantly
reduced. The above statement is supported by
unsteady analysis of pressure signals from the
pressure monitors of the domain (Fig. 9).

Figure 5. Pressure iso-surface for the case
without diaphragm, t=10 s, p=37.700 Pa.

v
Z Velocity i

6

54
438
4.2
36
3

24
18
12
0.6
0

Figure 6. Pressure iso-surface for the case
with diaphragm diameter of d = 0. 143 m, t=10
s, p=37.700 Pa.

Figure 7. Pressure iso-surface for the case with
diaphragm diameter of d = 0.134 m, t=10's,
p=37.700 Pa

Figure 8. Pressure iso-surface for the case with
diaphragm diameter of d = 0.124 m, t=10 s,
p=37.700 Pa

For the investigated technique, in this paper, it is
obviously that the IRiS device provides a significant
drop in amplitude, while the frequency remains
constant (f~14 Hz) for all cases. The shutter ratio sh,
= 20% and 40% provides the largest amplitude
reduction (up to 60%), compared to the case without
IRIS device. The sh, = 30% has a smaller decrease
(up to 32%), because at that configuration the vortex
sheet occurs — the flow region formed between
stagnant region and the main swirling flow [3].
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We conclude that the passive method presented
in this paper, has the potential to effectively mitigate
the pressure fluctuations in decelerated swirling flow
with precessing helical vortex.
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Figure 9. Pressure amplitudes corresponding
to pressure taps from the test section domain.

3.2. Mean pressure analysis

The main purpose of the conical diffuser of
hydraulic turbines is to convert as much as possible
the kinetic energy at the runner outlet into pressure
potential energy with minimum hydraulic losses.

This energy conversion is expressed by the wall
pressure recovery coefficient c,, which it is given in
dimensionless form by Eq. (2),

5 - 5L0 Q
Cp = V2 whereV, = D2 )
P2 T3

where p, , is the mean pressure on the wall at LO

level,p is the mean pressure measured downstream
on the cone wall, p =998 kg/m?® is the water density,
V¢ is the bulk velocity in the throat and D; =2R;=0.1
[m] is the throat diameter corresponding to LO level,
Q is the nominal flow. The distribution of the
pressure coefficient ¢, [-] along the cone wall is
plotted in Figure 10. The wall pressure recovery in
the first part of the cone up to L1 level is negligible
if it uses the diaphragm. In contrast, a significant
improvement of the wall pressure recovery is
obtained downstream to L1 level delaying the
separation flow on the wall. For instance, the
pressure recovery coefficient (at the wall) is
increased up to 30% in the middle of the conical
diffuser (on L2 level). For real turbines, this
improved pressure recovery in the discharge cone is
reflected in an increase of the overall turbine
efficiency far from the best efficiency point,
especially for low-head hydraulic turbines, since the
main fraction of the hydraulic losses at such
operating points are associated with the swirl in the
draft tube cone. It is expected when the pressure
recovery on the cone wall is improved it will have
diminished additional hydraulic losses associated to
the vortex rope.

However, the hydraulic losses increase on the
cone once the diaphragm obstructs the flow more and
more. The hydraulic losses cannot be correctly
quantified based on experimental data available.

Tanasa et al. [16], reveal that the hydraulic
losses are less than half of the value got for the case
with vortex rope up to the relative shutter area of
50% and no larger than twice up to the relative
shutter area ratio of 70%, respectively.
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Figure 10. Pressure recovery coefficients vs.
axial coordinate.
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Figure 11. Hydraulic losses versus shutter
ratio

Figure 11 shows the loss coefficient defined as:

hp= pin pout [m] (2)
PY

We examine the hydraulic losses variation
with respect to the diaphragm shutter ratio. One
can see from Fig. 11 that the hydraulic losses
reach the maximum values for the highest
shutter ratio of 40%. The evolution of the losses
in the cone emphasizes the rapid increase in the
hydraulic losses at partial discharge. This is also
associated with an increase in the overall
performance of the cone as shown in the
variation of the pressure recovery coefficient at
the wall. It is obvious when throttling the flow
at the outlet of the cone, using the IRiS device,
the hydraulic losses increase, but also the
pressure recovery increase.
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4. CONCLUSIONS

The paper reintroduces the concept with
adjustable diaphragm (as IRiS device), for mitigating
the swirling flow instabilities from the conical
diffuser of hydraulic turbines operated at part load
conditions. Full 3D unsteady numerical simulations
with and without IRiS were performed in order to
assess the dynamic and energy recovery
performances of the concept. The numerical results
clearly show that the helical vortex evolves in a
weaker structure when the IRIS is switched on. As a
result, the amplitude of the unsteady pressure signals
associated to the helical vortex are mitigated up to
60% in the amplitude with constant frequency in all
cases. The evolution of the losses in the cone
emphasizes the rapid increase in the hydraulic losses
at partial discharge. This is also associated with an
increase in the overall performance of the cone as
shown in the variation of the pressure recovery
coefficient at the wall. It is obvious when throttling
the flow at the outlet of the cone, using the IRIS
device, the hydraulic losses increase but also the
pressure recovery increase. It is recommended to
operate the IRIS device when the turbine operates
over a wide range, far from the best efficiency point
(BEP), so that hydraulic losses are minimal with high
energy recovery and small pressure pulsations.

Consequently, in our opinion, the above
conclusions recommend the IRiS device to be
considered for either new or refurbished hydraulic
turbines to improve both efficiency and safety of the
operation far from the best efficiency point.
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ABSTRACT

Oil-water (o/w) mixtures are found in numerous
applications, mainly for processes, chemical and
environmental ~ engineering.  Whenever  oil-
containing phases are utilized, the wastewater is
often contaminated with oil, and these emulsions can
cause significant environmental problems even at
low concentrations e.g., polluting water bodies and
damaging aquatic ecosystems.

The use of water treatment systems (e.g., the PTJ
separating pump described below) is therefore
essential in order to reliably remove the oil from the
wastewater. In order to improve oil-water separation
systems in a reliable manner, concentration
measurements must also be accurate. The current
study investigates the improvement of accuracy and
reliability of o/w concentration measurements. A
fluorescence-based imaging method has been
developed to quantify the o/w concentration,
especially in the relevant, low concentration ranges
(5 mg/l to 200 mg/l). This method uses the
fluorescent dye Nile red (CAS-Number: 7385-67-3),
acquires high-resolution images and analyses the
droplet size and fluorescence intensity.

Using these concentration measurements, an
existing laboratory test rig is improved in terms of
pressure increase, and the control unit is miniaturized
in order to convert the lab system into a mobile unit
that can be used on-site in case of disasters.

NOMENCLATURE

Latin letters

FS [-] flow-split

g [ms?] gravitational acceleration
Hhro [m] pressure head

m [kg s1] mass flow rate

p [Pa] static pressure

n [rpm] rotational speed

m [-] Gradient

1

k [-] Intersection

T [°C] Temperature
Greek letters

a [-1 oil concentration
p [kg m™®] mixture density
Abbreviations

CF Coriolis mass flowmeter
HPO  High-Pressure Outlet

LPO  Low-Pressure Outlet
o/w oil-water

ppm parts per million (=mg/l)
rpm revolutions per minute
PTJ Pitot-Tube Jet (pump)
Rol Region of Interest

1. ENVIRONMENTAL CHALLENGES OF
OIL SPILLS

Water pollution, especially caused by oil spills,
remains a significant challenge for society. Given the
increasing shortage of drinking water and the rising
frequency of environmental disasters, finding
effective clean-up solutions is more important than
ever [1].

Although the Deepwater Horizon spill in 2010,
which released 800 million litres of crude oil into the
Gulf of Mexico, is the most well-known case, there
are numerous other examples of oil pollution in daily
life [2,3]. Industrial processes, shipping, and the
uncontrolled discharge of bilge oil at ports or through
accidents at sea significantly contribute to oil
pollution [4]. However, this issue is not limited to
oceans — inland waters such as lakes, rivers, and
even groundwater can also be polluted. Heavy rain
events like floods and high tides destroy houses,
vehicles, and machinery containing oils, fuels, and
other pollutants, thus threatening groundwater
through contamination [4,5].

Standard oil spill control methods, such as
barrier systems, chemical dispersants, and
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(controlled)  burning, often have limited
effectiveness and can even worsen environmental
damage [6]. Therefore, innovative approaches are
urgently needed to quickly and effectively separate
oil from contaminated water, enabling the rapid
return of cleaned water to water bodies [7].

2. THE LABORATORY PITOT-TUBE JET
PUMP FOR OIL-WATER SEPARATION

To deal with environmental problems and
remove oil spills quickly and cost-effectively on site
the Chair of Fluid Mechanics and Technical Flows
has developed a mechanical separation method based
on a rotating pump system. The modified Pitot-Tube
Jet (PTJ) pump is an innovative solution for oil-water
separation while simultaneously transporting the two
separated phases [8-11]. With the PTJ pump it is
possible to achieve significant success in the
separation of oil-contaminated water. Laboratory
analyses demonstrated a water purity below 2 to 5
ppm, which is a sufficient level to allow the purified
water to be discharged directly into the environment.

The name of the Pitot pump comes from Henri
Pitot. The Pitot tube extends in radial direction from
the rotation axis almost up to the inner wall of the
rotor. At this point, the liquid reaches its highest
velocity and enters the Pitot tube. As a standard
pump system, the Pitot tube has one inlet and one
outlet. To adapt the system for separating oil-water
mixtures, the Pitot tube was modified to involve one
inlet for the oil-water mixture, and two outlets for the
separately discharged liquids.

Figure 1 shows the modified Pitot tube inside the
small-scale  laboratory  centrifuge. In  first
experiments, the system operates without blades and
functions purely as a centrifuge. In this setup, the
pressure increase results only from rotation and from
the pressure build-up inside the Pitot tube, working
as a diffusor. Within the Pitot tube, the high kinetic
energy of the accelerated fluid is converted into
usable pressure energy. In this way, the Pitot tube
functions similarly to a volute casing in a classical
centrifugal pump.

The incoming o/w mixture is separated in the
rotor by centrifugal forces. The heavier phase (water)
is pushed towards the outer rotor walls, while the
lighter phase (oil) collects in the core, close to the
axis of rotation. As a result, the water exits through
the head of the Pitot tube, where it experiences a
pressure increase before being expelled through the
High-Pressure Outlet (HPO), while the oil exits
through the second, central outlet, the Low-Pressure
Outlet (LPO).

2

Pitot-tube
inlet

LPO

L(y

\

rotor

Figure 1: Schematic image of the modified Pitot
tube in the lab-scale PTJ.

While combining pumping and separation, the
PTJ pump achieves efficient oil-water purification at
high flow rates, making it suitable for wastewater
treatment in natural environments.

3. EVALUATION OF O/W
CONCENTRATION AND PRESSURE

To investigate and optimize the PTJ pump, a
laboratory-scale experimental setup was developed
and constructed. Connected pipelines and valves
ensure that the incoming liquids can be tested under
various inflow conditions. The system allows the
analysis of different oils and contaminants. For
standard tests, sunflower oil is used first for safety
reasons. In advanced tests, mineral or synthetic oils
and fuels can also be examined. A selection of the
tested substances is listed in Table 1. Water is always
present as a component, while the oil phases vary.

Table 1: Densities of different fluids tested in
the laboratory test rig [12-15]

Density at ~ 20°C [kg-m~7]
Water 998
Sunflower Oil | 918 — 923
Olive Qil 910
Rapeseed Oil 907
Engine Oil 855 — 907
Gasoline 720 — 767
Diesel fuel 802 — 886
Heating Oil 815

Due to differences in density, the separation
process varies depending on the type of oil. Mineral
and synthetic oils have a greater density difference
from water, making them easier to separate. In
contrast, vegetable oils such as sunflower oil have a
much smaller density difference, which makes their
separation more difficult from a physical
perspective. While sunflower oil is preferred to limit
safety concerns and facilitate handling, it presents a
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more challenging separation scenario compared to
mineral oils.

Using the schematic experimental setup shown
in Figure 2, the key parameters — o/w concentration
at the HPO (ayp,) and pressure buildup (Hupo) - can
be analysed and evaluated. This allows the
identification of relevant parameter ranges and the
optimization of the system in order to improve
performance.

The mass flow (1), density (p), and temperature
(T) are measured during the tests using Coriolis flow
meters (CF). The operating principle is based on the
controlled generation of Coriolis forces, which occur
when translational and rotational movements are
superimposed in a system. [For pressure
measurements, Cerabar T PMP131 pressure sensors
from Endress & Hauser are used. The process
pressure influences the metal membrane of the
sensor. The signal is transmitted to the resistance
bridge through a filling liquid. The pressure is
determined based on the pressure change, which is
proportional to the bridge output voltage. The
configuration of the measuring devices is shown in
the schematic test setup.

e
Pressure

Gauge
ey

Pressure
Gauge

(+Water)

Figure 2: Experimental test setup of the PTJ
pump on pilot scale.

The oil concentrations at the HPO and LPO are
calculated using the corresponding densities. The
correlation can be derived from equations (1a) and
(1b). An oil concentration of 0.1 means that oil
constitutes 10% of the mass of the mixture.

PHPO — Pwater

a = — la
o Poil — Pwater ( )

3

PLPo — Pwater

(1b)

%P0 Poil — Pwater
The measured pressure is converted into the
pressure head using equation (2). This represents the
height that the pump may have to overcome in order
to pump the separated mixture at the accident site if
there are barriers to deal with.

Ap
PHpAd

@

Hypo =

4. EXPERIMENTAL OPERATION

In previous tests, the operating parameters were
adjusted to define the optimum separation ranges.
However, due to measurement inaccuracies in the
Coriolis flow meters, these parameter limits need
further refinement to ensure consistent and optimal
separation performance across the full operating
range.

The operating parameters include the rotational
speed, the mass flow rate at the inlet, the oil
concentration at the inlet and the flow split. These
parameters define a specific operating point, and
variations in these parameters have a direct effect on
the two main objectives. Depending on the geometric
configuration, the effect of each parameter on these
targets varies, resulting in shifts of the operating
limits of the system.

In the first tests, a rotor without blades was used,
operating as a pure centrifuge, as seen in Figure 3a.
Later on, the rotor was modified with a blade
geometry that only rotates in the water phase (Figure
3b). This modification was intended to increase the
pressure within the system and at the same time
prevent the formation of emulsions inside the rotor,
which would otherwise affect an efficient separation.

|
(e

Figure 3: (a) Front of the rotor without blade
geometry and (b) with adapted blades that only
rotate in the water phase (close to periphery).

A comparison of the pressure increase as a
function of the speed shows that a plate with blades
generates a higher pressure build-up than the pure
centrifuge configuration. As can be seen in Figure 4,
the pressure head increases with rotational speed for
both geometries. In the configuration with blades,
however, the oil concentration, given in the
respective boxes in the curves, also increases, which
corresponds to a decrease in separation efficiency.
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Figure 4: Pressure build-up as a function of
rotational speed without blades (orange) and with
adapted blades (green). The final oil
concentration for each case is given in the
respective boxes.

As a result, the parameter limits must be
redefined and tightened. Another possibility is that
the geometric configuration needs to be further
optimized. As the oil concentrations in this system
are so low that they cannot be accurately measured
by the Coriolis flow meters, samples of the purified
water were taken directly from the system and sent
to the laboratory for analysis using the TOC (Total
Organic Carbon) method.

Although this method is very accurate, it is also
very time-consuming. Only a limited number of
samples can be analysed, which makes it difficult to
vary the parameters and leads to a slow and costly
optimization process.

Since the mass balance method is no longer
suitable for accurately determining the operating
limits and optimizing the system due to the very low
permissible oil concentrations in the treated water, a
faster and more precise method must be developed to
support system optimization.

5. MEASURING THE OIL-WATER
CONCENTRATION USING A
FLUORESCENT DYE

A better approach for reliably measuring oil
concentrations in the range of 5 to 500 ppm has thus
been developed. The measurement principle relies on
fluorescence imaging of the dyed emulsion.

A requirement for this method is the ability to
detect fluorescence signals from the mixture.
Aromatic molecules show fluorescent properties.
Each substance has a characteristic range of
wavelengths at which absorption and fluorescence
emission occur.

The oils listed in Table 2 have different
fluorescence properties. While vegetable oils
generally require excitation in the UV range, mineral
oils show an emission peak with excitation in the
wavelength range of around 420-490 nm. The

4

sunflower oil used as a standard in the experiments
has very weak fluorescence signals. Therefore, the
sunflower oil is inoculated with a selective
fluorescent dye tracer - Nile red (CAS No. 7385-67-
3) - at a concentration of 1 mg/l in the oil. This tracer
is insoluble in water and serves as an effective
marker for the oil droplets. The typical absorption
and fluorescence spectra of Nile red are shown in
Figure 5.

/N -
100+

Normalized Intensity (%)

0 400 600 900
Wavelength (nm)

Figure 5: Absorption and fluorescence spectra of

Nile red [16]

To simplify further processing, a stock solution
of oil and the fluorescent dye Nile red was prepared.
For 1 litre of sunflower oil, a mass of 1 mg Nile red
was used. The dye, initially in powder form, was
thoroughly mixed with the oil until fully dissolved.
To ensure a consistent signal, the oil-dye mixture
was filtered before being mixed with water to
remove any residual solids.

Both, the pure sunflower oil and the oil solution
with added Nile Red were analysed using a Horiba
Duetta spectrometer. A 3D fluorescence spectrum
was generated, as shown in Figures 6 and 7. The
signals from pure sunflower oil are very weak and
may not be strong enough for a calibration curve to
highlight differences between different
concentrations. On the other hand, for the dyed
sunflower oil, excitation at a wavelength of 535 nm
shows an emission peak at 570 nm.

To set up the experimental system, the excitation
wavelength was selected based on the fluorescence
spectra, with a green LED chosen as the excitation
source. The LED used is a multicolor LED that can
emit green, blue, or red light depending on the
voltage applied. The blue LED is particularly
suitable for further experiments with mineral oils, as
these oils do not require the addition of a fluorescent
dye. Non-toxic olive oil can also be excited in the red
wavelength range and, therefore, can be used for
further investigations.
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Figure 6: Excitation and emission wavelengths of
pure sunflower oil, showing the fluorescence
signal.

Em. - Ex. Wavelength 1400

1000
900 1200
800 1000
- 800
5 600
400
400 200
300 N

300 400 500 600 700 800 900 1000
Em.Wavelength (nm)

~
S
3

Ex.Wavelength (nm)
@
2
3

I
3
155

Figure 7: Excitation and emission wavelengths of
sunflower oil seeded with 1 mg/l Nile red, showing
the fluorescence signal.

6. EXPERIMENTAL SETUP FOR
FLUORESCENCE MEASUREMENTS

The fluorescence-based methodology for oil-
water (o/w) measurements relies on the presence of
a stable and reproducible emulsion.

Generating a stable oil-water mixture without
emulsifiers requires high-energy mixing to create
fine, dispersed oil droplets. A stable emulsion is
essential because fluorescence imaging depends on
homogeneously distributed oil droplets for reliable
quantification. In this study, a Polytron PT3100
homogenizer was used, capable of handling up to 2
liters of total volume at a maximum rotational speed
of 12,000 rpm. However, even at this speed, the
emulsion remained stable for only about three
minutes, requiring rapid measurements before phase
separation begins. The preparation process was
standardized for all experiments.

5

A volume of 200 ml of deionized water was
mixed with a controlled amount of dyed sunflower
oil to obtain the desired o/w concentration. The
mixtures were dispersed at a rotational speed of
12,000 rpm for 120 seconds.

After the emulsification process, the samples
were transferred into disposable cuvettes. These
samples were positioned in front of a CMOS camera
(FLIR Blackfly S, 5 MP), equipped with a Nikon F60
objective lens (f-number: 2.8, scale factor: 59.7
pixels/mm). All measurements were performed with
a constant exposure time of 5000 ps.

For fluorescence excitation, two LEDs
(emission peak: 535 nm) were positioned on either
side of the cuvette. This setup ensured intense and
continuous illumination, crucial for uniform
fluorescence  excitation.  Additionally,  black
shielding was used to minimize the entry of ambient
light, as shown in Figure 8. The images were saved
and later used for image processing.

Figure 8: Schematic setup of the fluorescence
imaging methodology for o/w concentration
measurements [17]

Table 2: Components of experimental setup

1 | CMOS camera (Mono, 5MP, 16 bit)
Obijective lens

High-pass filter

Cuvette (Oil in water emulsion with Nile red)
LED illumination

Housing to avoid disturbing light

OB W|N

For image processing, a simple image-analysis
algorithm was coded using Matlab (Version R2019,
The MathWorks Inc.). The image processing
sequence begins by reading the raw images, which
are captured as grayscale images (Figure 9).

The grayscale intensity is directly proportional
to the fluorescence signal produced by the sample
illuminated in the cuvette. Subsequently, a Region of
Interest (Rol) is automatically set. This step is
necessary to avoid regions with strong optical
distortion near the edges of the cuvettes.
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Figure 9: Image of the cuvette taken with the
FLIR camera. Rol marked with a red rectangle.

Since all cuvettes were placed in exactly the
same position, the Rol always corresponds to
identical pixel regions within the image: 400 pixels
in the x-direction (horizontal) and 500 pixels in the
y-direction (vertical), resulting in a total of 200,000
pixels. Grayscale intensities (average pixel intensity)
and distribution (standard deviation of pixel
intensity) were evaluated for this area.

Finally, the resulting intensity value is correlated
with the known o/w concentration.

7. RESULTS

A concentration-dependent calibration curve
was created based on the measurement setup
described in Section 6. Figure 10 shows the
correlation between the o/w concentration and the
mean fluorescence intensity of the samples.

It can be observed that each oil concentration
corresponds to a specific fluorescence intensity
value. This relationship allows for the determination
of the oil content in the water based on the measured
fluorescence intensity, provided that the dye
concentration is known (here: 1 mg/I Nile red in oil).

This linear correlation enables the fitting of a
regression curve through the measured data points
and facilitates the quantitative determination of the
oil concentration in the water based on the
fluorescence intensity. The following equation can
be derived from this linear relationship:

y=m-x+k (3)

Where y is the fluorescence intensity and x is the
oil-water concentration. Matlab is used to determine
the gradient m and the intersection k on the y-axis.
The values obtained for the regression line are:

e Intersection (k) = 403.56
e Gradient (m) =24.81

6

7000 |
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S
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y = 24.81x + 403.56
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Figure 10: Fluorescence intensity as function of
o/w concentration.

This results in the following equation:
I =2481"c,;, [ppm] + 403.56 4)

This equation can be converted to solve ¢ and
calculate the oil concentration in the water based on
the measured fluorescence intensity. Provided that
the dye concentration of 1 mg/l Nile Red is known.

[ —-403.56

Co/w[ppm] = 24.81 (5)

8. EXTENSION OF FLUORESCENCE
IMAGING WITH MICROSCOPIC
ANALYSIS

While a correlation between fluorescence
intensity and oil concentration has already been
demonstrated, the next step is to investigate the
behaviour of the oil droplets in the emulsion as the
o/w concentration increases. For this purpose, a
second FLIR camera was used, and the Questar QM-
1 Long Distance Microscope (7) was integrated into
the experimental setup to investigate the microscopic
properties of the emulsion. The extended
experimental setup is shown in Figure 11. All other
test parameters remained constant.

Figure 11: Schematic setup of the fluorescence
imaging methodology with microscope analysis

With the long-range microscope, the oil droplets
become visible through the fluorescent dye and
enable a detailed examination. While the average
fluorescence intensity can still be evaluated, the main
focus is now on the formation of the droplets and
their number as a function of the oil concentration. A
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microscope image of the droplets can be seen in
Figure 12.

Matlab is used to analyse the number of droplets.
A contrast threshold is defined in the script in order
to consider only the droplets within a certain focus
plane.

Figure 12: Droplet distribution for 50 ppm o/w

The series of experiments described above was
repeated. This time, however, fluorescnence images
and microscopic images were taken simultaneously.
The analysis of the number of droplets as a function
of the oil concentration in water is shown in Figure
13.

While the fluorescence image analysis showed a
linear correlation between oil concentration and
fluorescence intensity, a correlation between droplet
number and oil concentration can also be observed in
the microscopic images. However, no linear
correlation can yet be derived from the microscopic
data. These results clearly show the potential of
microscopic studies, but further optimization of both
image quality and analysis script are required to
accurately count and analyze the droplets. Such
improvements could lead to a better understanding of
the relationship between oil concentration and
droplet behavior.
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Figure 13: Dependence of the number of particles
on the oil concentration.

8. CONCLUSIONS & FUTURE
APPLICATIONS

The separation of oil-water mixtures is still a
major challenge, especially in environmental
protection and industrial applications. The modified
PTJ pump presented in this study offers a promising
solution by combining centrifugal forces with a
pumping mechanism to improve the efficiency of oil-
water separation systems. Laboratory tests have
shown that this system can achieve a water purity
level below 5 ppm, which meets the requirements for
the discharge of water in the environment.

One of the biggest challenges in optimizing the
PTJ system is the accurate and rapid measurement of
the oil-water concentration. While laboratory testing
provides highly accurate results, it is time consuming
and impractical for real-time testing under field
operating conditions, especially given the variability
of system parameters. While the in-line method (CF
measurement/density mass balance) provides fast
results, they lack the accuracy required for precise
monitoring below 1000 ppm. Therefore, a
fluorescence-based measurement technique using
the dye Nile red was introduced in this study as a
reliable and fast alternative.

This fluorescence measurement method offers a
sample-based evaluation that provides rapid results
(a few minutes from sampling to oil concentration
determination). A calibration curve for oil
concentrations from 5 ppm to 500 ppm has been
developed. Good correlations between droplet size
and oil concentration have also been demonstrated.
Nevertheless, there are still challenges and a need to
optimize the microscopic analysis in order to
increase accuracy, especially in the lower
concentration ranges.

Both methods need also to be further developed
to obtain an in-line approach in the future, providing
hopefully real-time response times.

According to the results of the present study, it
is possible to arrange all components of the set-up in
such a way that in-line measurements are possible.
However, the calibration function shown in Figure
10 is only valid if all optical and system parameters
are kept unchanged. This means that the camera and
illumination settings as well as the distances between
the individual components in the in-line setup must
be identical to the offline setup. In addition, all the
oil in the reservoir of the pilot plant must be
inoculated at the same Nile red concentration (1
mg/l) as before.

In addition, the image processing algorithm,
which currently runs in a sequential mode as post-
processing after image acquisition, needs to be
modified to enable simultaneous image acquisition
and processing as a real-time process. This will
ultimately  enable the  development and
implementation of a feedback control for the PTJ
pump. Such a control is necessary in order to react to
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transient process conditions resulting from a
fluctuating oil concentration at the inlet, for example.
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ABSTRACT

The present work details the development,
implementation and performance of a machine-
learning (ML) based predictive model for simulating
particle-laden  wall-bounded turbulent  flows.
Additionally, the technique is demonstrated with a
particular focus on investigating the influence of
Reynolds number on particle trajectory responses,
comparing with equivalent high-fidelity simulations.
Using a hybrid ML algorithm, the model is trained
using data from direct numerical simulation (DNS)
and Lagrangian particle tracking (LPT) in turbulent
channel flows. Training trajectories are obtained
from Re, =180 and Re, =300 DNS-LPT
predictions across multiple particle Stokes numbers,
however, the value of the technique is demonstrated
at intermediate Reynolds numbers (Re, = 240),
which offers strong agreement with DNS-LPT
obtained first- and second-order velocity statistics,
emphasising the accuracy at predicting particle
dynamics at Reynolds numbers the ML model was
never trained on. The techniques’ effectiveness
demonstrates the ability to minimise the need for
extensive DNS-LPT particle trajectory data which
maintaining high accuracy in predicting dynamic
properties and emergent phenomena across different
Reynolds numbers. Beyond its immediate scope, this
approach has broad applications in industrial and
environmental processes where predictive models
for turbulent multiphase flows are critical, such as
aerosol transport and nuclear waste processing.

Keywords: machine learning, artificial neural
networks, direct  numerical simulation,
Lagrangian particle tracking, turbulent particle-
laden channel flows, Reynolds number
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NOMENCLATURE

Cp [-] drag coefficient

1 [-] training input vector

N [-1 spectral element method
(SEM) order

Np [#] number of simulated particles
Reg [-1 bulk Reynolds number
Re, [-] shear Reynolds humber
Ug [ms?] bulk velocity

dp [-1 particle diameter

fr [-1 forcing function

p* [-] pressure field

t* [-1 time

Uy [ms?] fluid shear velocity

uy [-1 fluid velocity vector

u'y [-] fluid velocity fluctuation
up [-1 particle velocity vector
ug [-1 slip velocity vector

x* [-1 position vector

é [m] channel half-height

Vi [m2s%] fluid kinematic viscosity

o [kgm=3] fluid density
Jo)s [-1 particle-fluid density ratio
At* [-1 DNS timestep

Subscripts and Superscripts

P, F particle, fluid

B, 7 bulk, shear

* bulk non-dimensional units
RMS root mean square

1. INTRODUCTION

Machine learning (ML) has emerged in recent
years as a vital tool in enhancing analysis, research,
predictive capabilities and decision-making across
countless applications [1]. In essence, the term ML
itself encompasses a wide variety of algorithms and
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modelling tools used originally for data analysis, but
which have been adopted across many scientific
disciplines over the last few decades [2]. In such
scenarios, ML applications have grown significantly.
For instance, in healthcare, ML is capable of
diagnosing and predicting diseases through analysis
of medical data and imaging [3]. Its scope extends
beyond that of scientific purposes into industries
such as finance and automation of vehicles where it
supports fraud detection [4] and navigation and
decision-making in self-driving cars [5]. In such
applications, the ability for ML to ‘learn’ is grounded
in being able to obtain training data, from which
insights and information can be extracted to develop
intelligent models.

Applications of ML further extend into the field
of fluid dynamics, facilitated by the existence (and
generation) of extensive data from both
computational simulations and experiments. ML has
been used to address challenges such as turbulence
closure models, reduced-order modelling [6] and
flow optimisation and control [7, 8]. Jain et al. [9]
applied random forest regression in order to predict
fluid flow in curved pipes using simulation-
generated training data. Aside from mispredictions
of vortex positions, the technique was shown to
accurately capture important characteristics of
turbulent flow in non-trivial geometries. Li et al. [10]
used k-nearest neighbour (KNN) techniques to learn
the features of mixing tank systems obtained from
limited experimental Lagrangian trajectories,
demonstrating the effectiveness of ML algorithms
applied in the context of experimentally obtained
datasets. Yang et al. [11] expanded upon this by
introducing the concept of a ‘hybrid” ML model
which combined preprocessors, noise generators and
particle-wall collision algorithms to simulate
turbulent single-phase and particle-liquid flows in
pipes. This approach was shown to accurately predict
local fluid and particle velocities, as well as spatial
concentration distributions, having been trained on
solely dynamic experimental data.

As the complexity of the fluid dynamic system
increases, due to the presence of complex geometries
or additional phases, investigation into such
scenarios poses greater challenges due to the
intricacies of the additional interactions involved. In
such systems, the fluid velocity field may fluctuate
both due to the existence of turbulent eddies, as well
as two-way coupling between particulate phases and
the continuous flow field [12] which influences
turbulence modulation, and four-way coupling
wherein particles may interact with other particles
via collision or agglomeration [13]. Being able to
capture these phenomena in lower fidelity simulation
techniques stands as an ongoing challenge in
computational fluid dynamics, which for most
purposes one must turn to high fidelity methods such
as direct numerical simulation (DNS) and immersed
boundary methods to holistically represent the
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system and extract knowledge from fully resolved
simulations. These are often very computationally
intensive and require high timeframes to perform the
computations. The elucidation of such processes
using high fidelity techniques is hence crucial for
increasing the accuracy at which these processes are
represented in lower order models, which in turn is
vital for industrial applications such as the
development of digital twins [14].

The present study aims to develop and
demonstrate an enhanced predictive model which
uses a hybrid ML approach to determine key fluid
and particle behaviour in turbulent flows. An
artificial neural network (ANN) is trained on
dynamic particle databases generated from DNS and
Lagrangian particle tracking (LPT) in channel flows.
The model seeks to replicate similar trajectories and
hence bulk flow observations such as velocity
profiles of both phases and concentration profiles of
the particulate phase, while reducing the amount of
computational resources and time necessary to
obtain similar degrees of accuracy. The study further
aims to demonstrate the generalisability of the
technique, applying the trained algorithm to
parameter sets outside those trained upon, in this case
considering a Reynolds number previously unseen
by the ML algorithm. Finally, the technique builds
upon previous attempts [11] by incorporation lagged
particle velocities into the training input, manifesting
the concept of particle momentum within the model,
further generalising the technique to high Stokes
number regimes, wherein particle motion is more
decorrelated from the local fluid streamlines.

2. METHODOLOGY

2.1. Direct Numerical Simulation

To obtain high accuracy predictions of the
continuous flow field capable of capturing all
relevant turbulence length and timescales, the DNS
code Nek5000 [15] was employed in the context of a
turbulent channel flow at various shear Reynolds
numbers, Re, = u,.6 /vy = 180,240 and 300. Here,
u, is the shear velocity, § is the channel half-height
and vy is the kinematic viscosity of the fluid phase.
Nek5000 uses a spectral element method-based
Eulerian solver at high order (N = 7) to model the
temporal and spatial evolution of the flow field, and
is applied on a hexahedral spectral element grid
representing a standard channel flow geometry.

The governing equations for the continuous
phase are the Navier-Stokes (NS) equations,
expressed in non-dimensional form using bulk flow
properties to achieve the following:

V-up =0, (@)

Du; * 1 * * * 2
Dt* =-Vp +EV2uF+fPG + fow- @)
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Here, uj(x*, t*) represents the fluid velocity vector at
position x* and time t*, while p*(x*,t*) is the fluid
pressure, Rep = uzd/vp is the bulk Reynolds
number, fr IS a constant pressure gradient forcing
term and f3,, is an arbitrary cell-dependent forcing
term which accounts for two-way momentum
exchange between particles and fluid (two-way
coupling). In the above and subsequent equations,
parameters which are marked with an asterisk (*)
imply non-dimensional variables achieved using
bulk properties, (8, Ug, pg), with pp the fluid
density.

The NS equations are solved numerically on a
structured Cartesian grid composed of 27 x 18 x 23
spectral elements of 7" order, amounting to
approximately 3.9 million equivalent ‘nodes’. The
grid is refined in the wall-normal direction to capture
near-wall flow structures more accurately, while a
uniform distribution of elements is maintained in the
streamwise and spanwise directions. The
computational domain, defined as 12§x26%68,
represents a channel geometry. These dimensions are
selected to capture all significant vortical structures,
and the geometry is illustrated in Fig. 1.

up /Uy
S

Figure 1: Schematic of the particle-laden
turbulent channel flow at Re, =180 used in DNS-
LPT simulations

The solver uses a constant time step of At* =
0.005. Periodic conditions are imposed in the
streamwise and spanwise directions to ensure that the
flow remains cyclic. The extents of the wall-normal
direction are located at y* = +1 and are subject to no-
slip and impermeability conditions. The flow is
driven by a constant pressure gradient applied in the
streamwise (x*) direction, with the pressure gradient
magnitude specified as follows:

. _ (Rery 3)

dx* Reg

2.2. Lagrangian Particle Tracking

To track the trajectories of solid particles within
the flow, a Lagrangian particle tracking routine was
developed and integrated to run concurrently with
the fluid phase solver within Nek5000. Each particle
is modelled as a point-like, rigid, impenetrable
computational sphere. After each time step of the
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continuous phase completes, the LPT routine solves
the non-dimensional equations of motion for each
particle considering a force-balance which acts on
the particle’s inertia, as described by Maxey [16] and
Patterson and Riley [17]. A key objective in
developing the hybrid ML algorithm is to generalise
the model across a range of Stokes numbers. As a
result, forces such as lift, virtual mass, and pressure
gradient, in addition to drag, are considered in the
calculations since they may be significant under
certain conditions, as noted in previous studies [18].
However, the Basset history force is excluded due to
its high computational cost and earlier findings
suggesting its negligible effect on particle motion
[19]. The Newtonian equations governing each
particle's motion are as follows:
dxy
dtf = up, 4
dup 3Cplugl 3C,
VMo T adips 0T 4ph
Drag Lift
1 Duj

205 Dt* (5)

Virtual Mas;s

Ur

pp DU’

N———— .
Pressure Gradient

(us X wp)

In Egs. (4) and (5), xp is the particle position
vector, up the particle velocity vector, uy the fluid
velocity vector spectrally interpolated at the position
of the particle, ug; = uy —ujpthe slip velocity
between the fluid and the particle, d; the particle
diameter non-dimensionalised by the channel half-
height, p; the density ratio between the fluid and the
particle and w3 the vorticity of the fluid interpolated
spectrally at the particle position, given by wy =
V X uy. My, is the virtual mass modification term
given by My, = (1 + 2[1);;).The drag coefficient,
Cp, is calculated dynamically using the correlations
of Schiller and Naumann [13], where C, = 24f,/
Rep, with f, = (1 + 0.15Rep®®7) when Rep > 0.5
and f, = 24/Rep otherwise (in the Stokes regime).
Here, Rep is the particle Reynolds number, given by
Rep = Regdj|ug|. Further details on the calculation
and origins of these terms are available in Mortimer
et al. [18].

Particle translation during a time step is
calculated after each fluid time step has completed.
First, spectral interpolation is used to obtain the fluid
velocity and its spatial derivatives at the particle
positions. Then, Egs. (4) and (5) are solved using a
fourth-order Runge-Kutta scheme, with the time step
equivalent to that of the fluid solver.

Collisions between particles and the channel
walls are handled as elastic impacts, reversing the
wall-normal component of the particle's velocity
upon contact. In the periodic directions (streamwise
and spanwise), particles exiting the domain on one
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side are reintroduced at the corresponding position
on the opposite side, maintaining the periodic nature
of the channel flow. The training dataset consisted of
18 simulations, across two Reynolds numbers and
multiple particle Stokes numbers based on shear
scales, St*, obtained by varying both the particle
diameter and the particle-fluid density ratio. The
fluid and particle properties used to train and validate
are summarised in Table 1.

Table 1. Fluid and particle properties for each
simulation considered. Simulation set names
ending in T represent those used to train the ML
algorithm, whereas V is used to indicate
simulations performed for comparison purposes
only

Parameter | SIM1T | SIM2V | SIM3T
Re, 180 240 300
Jo)S 2.5, 1111, 2041
dp 0.0025, 0.005, 0.0075
St 0.028 —» 574.03
Np 10,000

2.3. Hybrid ANN Algorithm

Lagrangian trajectories obtained from the
simulation methods described in Sections 2.1 and 2.2
are first pre-processed into a data array containing
their vertical positions within the channel and
corresponding velocity components,
V', Uyt Uy, Uz, These are then combined with the
simulation conditions and the velocities from the
previous time step to form the complete input feature
set as follows:

1= (e ©
ux,t—l’uy,t—lruy,t—l

An artificial neural network was developed for
this study due to its capacity to capture complex,
non-linear relationships within the data and its
proven accuracy in similar predictive modelling
tasks. Previous studies have also demonstrated that
ANNs can outperform other methods. The ANN
model is configured with four hidden layers
containing 256, 128, 64 and 32 configurable neurons
and uses the rectified linear unit (ReLU) activation
function. The number of layers and neurons, as well
as the learning rate and batch size, were optimised
beforehand through hyperparameter tuning.

Before training, the input features are
normalized between 0 and 1 based on the minimum
and maximum values of each variable. The training
dataset consists of data from Np = 10,000 particles
with trajectories across 1000 instantaneous time
states, sampled at intervals of t* = 0.005. The
impact of varying the number of trajectories used for
training on the model's performance was evaluated
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and chosen to ensure optimal training root mean
square error. The ANN was trained over 100 epochs
and optimised using the adam optimiser, minimising
the root-mean-square-error (RMSE) loss function,
with a batch size of 32 and a train-test validation split
of 0.3.

Once the model was adequately trained,
synthetic particle trajectories are generated by first
initialising each particle's position within the
boundaries of the channel flow domain. The particles
are then assigned velocities corresponding to the
non-dimensional bulk velocity Uz = 1.0. During the
hybrid ML-informed simulation, the ANN predicts
the next particle velocity using the input feature set
at the present time, as in Eq. (5). To account for local
velocity fluctuations, a Gaussian noise model is also
incorporated, defined as:

uI,:'*NN(#! 0.2)’ (6)

where the mean, u, and the standard deviation, o,
were chosen to validate against fluid flow predictions
from DNS-LPT simulations and differ for each
Reynolds number and parameter set. Furthermore,
the wall-normal proximity, |1 —y*|, is taken into
account as an additional factor such that x and o are
both functions of y*. The predicted subsequent
velocity may then be calculated using:

Uy, = Tp + uy”, (7)

where is u} predicted by the trained ANN using the
particle/fluid properties, previous velocities, and
wall-normal positions within the channel. The
particle positions are subsequently updated using a
standard Euler time-stepping scheme using a time
step identical to that employed in the DNS-LPT.

To handle particle-wall collisions, a collision
detection and response mechanism is implemented,
identical to that used in the LPT method.
Specifically, in the vertical direction, the particle's
velocity is reversed upon collision with the channel
wall. In the streamwise and spanwise directions,
particles exiting one boundary are reintroduced at the
corresponding position on the opposite side,
preserving the periodic flow characteristics of the
channel.

3. RESULTS AND DISCUSSION

Initially, three simulations of unladen turbulent
channel flows at SEM order N = 7 were conducted,
using a constant pressure gradient driving force to
establish a statistically stationary turbulence field for
Re, = 180,240 and 300. The simulations were
initialised with a condition featuring a mean velocity
profile containing minor perturbations to promote
the transition to turbulence. The simulations ran for
T¢ = 100 non-dimensional time units, with statistics
collected during the final 50 <t*<100.
Additionally, statistics were measured at t* = 10
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intervals to ensure no temporal variations in the
results. The Re, =180 and 300 single-phase
channel flows have been validated in previous
publications [18, 20].

To facilitate the Gaussian noise generation
function, velocity fluctuation statistics were
collected from the validated channel flows over new
simulations with a temporal duration of t* = 100.
Figure 2 presents the probability density functions
(p.d.f.s) for all three components of the velocity
fluctuations, demonstrated in the Re, =180
simulation, and sampled from uniformly distributed
locations throughout the channel domain over the
entire simulation period. To validate the Gaussian
noise model used for predicting local fluctuations on
the particles, the sampled velocity fluctuations were
compared against the model’s predictions. In all
three component directions, the noise model is
shown to accurately capture the range and
distribution of the fluctuating fluid velocities.
Similar observations were made for the Re, = 240
and 300 flows.

16 C T T T T T
b =0 [ DNSu”

14 | &7 =0083 = DNS o" ]
I DNS w"

12 F

10

- Noise model v"

Noise model u"
T’

. I
Noise model w

i

'

Figure 2: Gaussian noise model validation of
velocity fluctuation components for single-phase
DNS at Re, = 180

In order to improve the accuracy of the Gaussian
noise model when representing the true nature of
velocity fluctuation distributions, the hybrid ML
technique was enhanced to consider a wall proximity
based standard deviation for the Gaussian profiles.
Figure 3 demonstrates the functional relationship
between wall distance and each component of the
profile’s standard deviation, ¢. This was digitised as
a look-up table, with points interpolated linearly
between each measured region when calculating Egs.
(6) and (7). Because a major focus of the present
work is to reduce runtimes while preserving DNS-
like accuracy for particle trajectories, the resolution
was chosen to resolve the important peaks. However,
it should be noted that interpolation of the
streamwise component may play a role in reducing
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accuracy in the hybrid ML model, since the actual
peak is fairly sharp, and hence standard deviations
are not as likely to be predicted with the same
accuracy as in the bulk flow region.

0.14 |

0.12

0.10

0.02 |- 1

0.25

0.50 0.75 1.00

ly*|

0.00

Figure 3: Gaussian noise standard deviation
calculation based on velocity fluctuation
components for single-phase DNS at Re, = 180

The ANN was trained on 10,000 particle
trajectories for each simulation dataset over 100
epochs. Training beyond this point led to overfitting,
as indicated by an increase in RMSE for the
validation dataset compared to the training dataset.
After approximately 100 epochs, the validation MSE
stabilised at around 4-5%. After training, the model
was utilised to simulate particle-laden flows and the
results were compared with those from DNS-LPT for
corresponding simulations.

Figure 4 compares the predicted mean
streamwise velocities of the hybrid ML particles with
the DNS-LPT results for Re, =180 and pj; =
2.5,dp = 0.0025. The predictions show excellent
agreement across the wall-normal direction of the
channel, with some slight overprediction in the bulk
flow region. Similar comparisons for the RMS
velocity fluctuations and the shear stress are shown
in Fig. 5, revealing close alignment of the two
predictions close to the wall but noticeable
discrepancies in the channel's core. These deviations
are more significant for the wall-normal and
spanwise components. It is evident that the hybrid
ML algorithm tends to overestimate the velocity
fluctuations for these two components, likely due to
the inability to fully capture emergent behaviour
such as particle entrainment in low-speed streaks in
the buffer layer, at which the accuracy is weakest.
The algorithm also captures the general trends in the
shear stress profile, though its accuracy is lower both
within the buffer layer region as well as within the
bulk flow region.
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Figure 4: Comparison of mean particle
streamwise velocity predictions between the
present DNS results and the hybrid ML-predicted
trajectories for Re, = 180 and pp = 2.5,dp =
0.0025
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Figure 5: Comparison of and root-mean-square
velocity fluctuations and shear stress predictions
between the present DNS results and the hybrid
ML-predicted trajectories for Re, = 180 and
pp =2.5,dp =0.0025

To determine the extent to which the hybrid ML
algorithm can handle parameter sets outside those
originally trained upon, an additional DNS-LPT
simulation was performed at Re, = 240, which lies
halfway between those considered for the training
datasets.

Figures 6 and 7 present the comparison of mean
streamwise velocities and RMS velocity fluctuations
for the untrained parameter set at Re, = 240, in
order to assess the generalisation capability of the
hybrid ML model to conditions outside the training
range.

6

In Figure 6, the predicted mean streamwise
velocities show strong agreement with the DNS-LPT
results across the wall-normal direction of the
channel. Minor discrepancies are observed in the
bulk region, where the ML model slightly
overestimates the velocities. This overprediction
could be attributed to the model's interpolation
between the trained datasets at Re, = 180 and 300,
leading to a slight bias, though slight overprediction
was observed in both training datasets. Nevertheless,
the model accurately captures the overall trend,
demonstrating its ability to generalise the mean
particle behaviour to intermediate Reynolds numbers
effectively.

127 ; ; ; ;
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Figure 6: Comparison of mean particle
streamwise velocity predictions between the
present DNS results and the hybrid ML-predicted
trajectories for Re, = 240 and pp = 2.5,dp =
0.0025

Figure 7 compares the RMS velocity
fluctuations, exhibiting strong agreement near the
channel walls but noticeable deviations in the core
region. These discrepancies are more pronounced for
the wall-normal and spanwise components,
consistent with observations for the other Reynolds
numbers. The hybrid ML model tends to this time
underpredict the fluctuations, particularly in regions
where turbulence modulation is more significant.
This is likely due to the model's inability to further
fully capture complex emergent behaviours, such as
particle clustering and low-speed streak entrainment,
which are more prominent at higher Reynolds
numbers.

Overall, the hybrid ML model exhibits strong
predictive performance for an unseen Reynolds
number, validating its generalisability across
different  flow conditions.  However, the
overestimation of velocity fluctuations indicates
potential areas for improvement, such as
incorporating additional physical models or
enhancing Gaussian noise modelling techniques to
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better inform the model of the presence of turbulent
structures and particle-fluid interactions.

T T T

T
= Present DNS-LPT 4
[m] Hybrid ML

0.0 0.2 0.4 0.6 0.8 1.0

Figure 7: Comparison of and root-mean-square
velocity fluctuations and shear stress predictions
between the present DNS results and the hybrid
ML-predicted trajectories for Re, =240 and
pp=2.5d,=0.0025

4. CONCLUSIONS

This study aimed to develop and validate an
enhanced predictive model for simulating particle
dispersion, advection, and wall interactions in
turbulent channel flows using a hybrid machine
learning algorithm. By utilising dynamic databases
generated from DNS and LPT, another aim was to
reduce the amount of simulation data required to
achieve statistically stationary and accurate profiles
while maintaining high prediction accuracy.
Additionally, the model was tested on an unobserved
parameter set at Re,=240 to evaluate its
generalisability beyond the training parameter sets.

The results demonstrate that the hybrid ML
algorithm, which incorporates an ANN model,
effectively predicts particle trajectories with a
significant reduction in computational cost. The
model requires only around 10,000 DNS-LPT
trajectories for training (c.f. 300,000 used in
comparative studies [20]) and is able to generate
additional ML-informed trajectories efficiently,
resulting in substantial time and resource savings.
This efficiency was particularly evident when
generating synthetic trajectories for untrained
Reynolds numbers, where the model captured the
mean streamwise velocities with high accuracy.
Although some discrepancies were noted in the RMS
velocity fluctuations, particularly in the wall-normal
and spanwise components, the overall agreement
with DNS-LPT results was strong, validating the
model’s predictive capability.

The study demonstrates the potential of the
hybrid ML algorithm for efficiently simulating
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particle dynamics in wall-bounded turbulent flows,
making it a critical tool for real-time applications,
such as digital twin technology. The model's ability
to generalise to an unobserved Reynolds number
showcases its robustness and adaptability across
different  flow conditions. = However, the
overestimation of velocity fluctuations in the channel
core suggests areas for further refinement, such as
enhancing the noise model or incorporating
additional models (such as physics-informed
components to the neural network) to better allow the
training to understand interaction with complex flow
structures.

Despite these areas for improvement, the
reduced computational time and increased efficiency
offered by this approach make it a promising
alternative to traditional DNS-LPT simulations.
Future work will focus on optimising the model
architecture, exploring advanced noise modelling
techniques, and extending its applicability to more
complex flow scenarios and particle behaviours.
These advancements will further enhance the
model's accuracy and versatility, broadening its
utility in both academic research and industrial
applications, particularly where real-time analysis
and decision-making are critical.
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ABSTRACT

The high heat transfer rates required in many
cooling systems can often only be achieved through
subcooled boiling flows in heated wall regions, with
boiling providing the heat transfer rates required to
maintain  system integrity. Understanding the
mechanism of boiling in systems with turbulent
subcooled flows is essential for enhancing the
predictive capabilities for nuclear thermal hydraulic
systems. This study investigates two boiling models
coupled with large eddy simulations employing a
dynamic subgrid-scale eddy viscosity model. One
boiling model utilises a mechanistic force balance
approach to predict bubble dynamics: accounting for
the bubble growth and detachment processes
affected by micro-layer evaporation, heat transfer
from the superheated liquid, and condensation on the
bubble cap due to the subcooled liquid. The other
model employs a reduced correlation-based
approach to determine bubble departure diameter
and frequency, aiming to improve the applicability
of the force balance method while reducing
computational and calibration requirements. To
evaluate the performance of these models, validation
is conducted against experimental data for vertically
upward subcooled boiling flows using water and
refrigerant R12. These datasets encompass a wide
range of operating conditions, ensuring a robust and
comprehensive assessment of model accuracy.
Results indicate that both models achieve
satisfactory predictive accuracy across all tested
conditions, demonstrating improvements over
equivalent Reynolds-Averaged Navier-Stokes-based
approaches. Although the mechanistic model
provides superior precision in predicting bubble
dynamics, this enhanced accuracy comes at the cost
of increased computational demand, making the
correlation-based approach a viable alternative for

engineering  applications  requiring  reduced
computational expense. These findings contribute to
the ongoing development of high-fidelity boiling
models for nuclear thermal hydraulic simulations,
offering valuable insights for future research and
industrial applications.

Keywords: subcooled boiling, bubble dynamics,
large eddy simulation, force balance model,
reduced correlation

NOMENCLATURE

F, [N] buoyancy force

Fy [N] contact pressure force
Fuu [N] unsteady drag force
E, [N] hydrodynamic force

Fy [N] surface tension force

G, [-1 dimensionless shear rate
Ja [-1 Jacob number

P [Pa] pressure

R [m] bubble radius

S [1/s] rate of strain tensor

dg [m] bubble diameter

dgep  [M] bubble departure diameter
d,, [m] contact diameter

g [m/s?] gravitational acceleration
t [s] time

u [m/s] velocity

U, [m/s] shear velocity

ut [-] dimensionless velocity
y* [-] dimensionless wall distance
r [kg/m®.s] mass transfer rate

A [m] filtering width

a [-] void fraction

U [kg/m .s] dynamic viscosity

v [m?/s]  kinematic viscosity

p [kg/m®]  density
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Subscripts and Superscripts

G gas

I Either phase

L liquid

d drag

X,y spatial coordinates

1. INTRODUCTION

Boiling phenomena in turbulent subcooled flows
are crucial for achieving efficient heat transfer,
particularly in thermal hydraulic systems, making it
a key focus for researchers in both industry and
academia. Subcooled flow boiling plays a critical
role in applications requiring effective cooling, such
as nuclear reactors, refrigeration systems, and in the
chemical processing industries [1]. However, this
process is highly complex due to the intricate
dynamics of bubble nucleation, growth, detachment,
and dispersion near heated surfaces. A
comprehensive understanding of these phenomena is
crucial for optimising system designs, enhancing
performance, and ensuring the reliability and safety
of advanced thermal systems.

The transient and complex nature of boiling
phenomena makes it difficult to fully understand
their underlying physical mechanisms. Experimental
studies have primarily aimed at developing empirical
correlations based on extensive datasets obtained
under diverse geometries, fluid types, and operating
conditions [2, 3]. However, these experiments are
expensive, and the resulting correlations are often
limited to the specific conditions and setups used. To
overcome these limitations, computational fluid
dynamics (CFD), and particularly Eulerian-Eulerian
approaches, have been widely employed to model
flow boiling, providing a more adaptable and cost-
effective tool for investigating these processes [4].

In this approach, the conservation equations for
mass, momentum, and energy are solved separately
for each phase. However, this method simplifies the
system by averaging the phase occurrence over time
and space, which results in the loss of detailed
interface structure information. As a result,
additional models are required to account for the
exchange of mass, momentum, and energy between
the phases [5]. The phase change at the heated wall
and the distribution of heat flux between the liquid
and vapour phases are typically modelled using wall
boiling models. One of the most widely used heat
flux partitioning models is the Rensselaer
Polytechnic Institute (RPI) model [6], in which the
external heat flux applied to the heating wall is
divided into three primary heat transfer mechanisms:
single-phase  convection, quenching,  and
evaporation. These mechanisms depend on several
key parameters, including nucleation site density,
bubble departure diameter, and bubble departure
frequency, with correlations for these quantities
initially derived from pool boiling experiments
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conducted at ambient pressure [7]. A detailed review
of the available correlations can be found in [8].
Numerous studies have evaluated the applicability of
the RPI model using the standard correlations
implemented in most CFD packages. However, these
studies have shown that the model often exhibits
limited accuracy and generality [4].

Among the key parameters requiring accurate
modelling, the bubble departure diameter is
particularly important for predicting the void fraction
distribution  within the flow. Consequently,
mechanistic sub-models that explicitly describe
bubble dynamics are essential for improving
predictive accuracy. Klausner et al. [9] developed a
mechanistic model based on a force balance during
the bubble's growth phase prior to its departure from
a surface. This model demonstrated good predictive
performance against their experimental data. Over
the years, many researchers have worked on
improving the original model to increase its
predictive capability across a wider range of
experimental conditions [10]. One significant
enhancement  involved  incorporating  local
condensation effects into the bubble growth rate
model, along with modifications to the lift force and
surface tension models [11]. Further improvements
were made by integrating microlayer evaporation
beneath the bubble to enhance model accuracy [12].
Recent research conducted at the Massachusetts
Institute of Technology (MIT) has introduced a
comprehensive approach to heat flux partitioning by
incorporating all essential wall nucleation closures
[13]. Using experimental data obtained through
advanced measurement techniques, the MIT model
provides wall nucleation closures that are applicable
across a wide range of pressures and flow conditions.
Unlike conventional models, this approach
eliminates the need for case-specific calibration,
improving its adaptability and reliability [14].

Most existing modelling efforts for subcooled
boiling have relied on Reynolds-averaged Navier-
Stokes (RANS) approaches due to their relatively
low computational cost. However, RANS models
tend to over-predict mixing and fail to capture the
complex transient dynamics of turbulent flow boiling
due to their inherent averaging of turbulent
fluctuations. To address these limitations,
researchers have increasingly turned to large eddy
simulation (LES), which offers a more accurate and
robust framework for studying complex boiling
phenomena [15]. Although LES requires
significantly greater computational resources than
RANS-based approaches, continuous advancements
in computing power are making it increasingly
feasible for high-fidelity analysis and optimisation of
boiling flows. In this study, the bubble dynamics
model and the reduced-correlation MIT model are
implemented in the OpenFOAM code and compared
within an LES framework. LES allows a detailed
investigation of subcooled boiling flows, offering
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improved accuracy in capturing key phenomena.
Both models are validated against experimental data
for vertically upward boiling flows using water and
refrigerant R12 over a wide range of conditions.

2. MATHEMATICAL MODELLING

By spatially filtering the governing equations in
the Eulerian-Eulerian two-fluid model in LES, large-
scale motions are explicitly resolved, while small
subgrid-scale (SGS) fluctuations are modelled:

J(a 1

% +V.(apu) =T @
t

d(a,p;uy)

—IatI Z+v (apyuuy) = ayp;g — a;VP

+V.(a;t) + M, 2

The influence of the unresolved scales on the
resolved scales is represented through the SGS stress
tensor, which is modelled as:

=ty () + ) = 210w)) @)

For the liquid phase, the effective viscosity p, is
determined by considering molecular viscosity,
turbulent viscosity, and bubble-induced turbulence,
with the latter being modelled using the Sato et al.
[16] model, ensuring an accurate representation of
the flow dynamics:

Merr = Hrp + Urr + Hprr 4)

UprL = pLCpragdplug —uy| )

In this study, the dynamic Smagorinsky SGS
model is used to model the unresolved turbulence
viscosity, which relies on applying a second filter
considering both spatial and temporal variations:

Urr = pL(CSA)2|S_L]| (6)

The precision of the model is improved by
accounting for such variations, making it more
dependable for capturing flow dynamics. It employs
a dynamic procedure to calculate C; based on the
resolved stress tensor L;; and the Germano rate of

strain tensor M;; through an iterative process [17]:

_1LyMy, @

s 2M1]M1]
Ly = 4u, — 44, (®)
M1] = Azgljgl] _‘S:ngzj (9)

The turbulence kinetic energy is modelled based on
the dynamic procedure as:

k = C,.A2.|S|? (10)
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For the gas phase, turbulence is not resolved, and
the effects of liquid-phase turbulence on the gas
phase are neglected. This simplification reduces
model complexity and avoids the need for additional
equations to account for gas-phase turbulence. The
interfacial momentum transfer term M, introduces
the dynamic interaction between the phases in a
multiphase flow. This term primarily accounts for
contributions from various forces, including drag,
lift, wall lubrication, turbulent dispersion, virtual
mass, surface tension, and phase change mass
transfer forces, particularly in the context of boiling
flow. The drag force is the resistance experienced by
a bubble as it moves through the liquid, modelled as:

3¢,
" 4dy

(11)

Fy agpl(ug — u )l (ug —uy)

The drag coefficient C, is calculated using the drag
model proposed by Tomiyama et al. [18]. The
bubbles moving in a shear flow experience a lift
force perpendicular to their direction of motion,
influencing the radial void distribution in pipes, with
small bubbles pushed towards the wall, while larger
bubbles tend to move toward the centre after
reaching a critical diameter. The wall force, on the
other hand, keeps bubbles away from the wall.
However, due to the limited understanding of the
contributions of lift and wall forces in boiling flows
[4], these forces are neglected in this study. The
virtual mass force is accounted for using a fixed
coefficient of 0.5, and the turbulent dispersion force
is modelled following Lopez de Bertodano [19], with
a turbulent dispersion coefficient 0.7.

Dug _ %) 12)

Fom = agpLCom <F Dt

Frq = kVagp Ciq (13)

The multiple size group (MUSIG) population
balance model is used, which is part of OpenFOAM,
with bubble coalescence modelled according to [20]
and break-up based on [21].

3. WALL BOILING MODEL

In the mechanistic approach to modelling
boiling, the bubble departure diameter is determined
by the bubble growth rate, which is predicted through
an energy balance. This balance incorporates the heat
transfer mechanisms between the bubble, the heated
wall, and the surrounding liquid. Recently, Colombo
and Fairweather [12] proposed a combined equation
that integrates the contributions of superheating and
subcooling in predicting the bubble growth rate
during flow boiling. These phenomena are crucial as
they influence the overall heat transfer efficiency of
the system. During the growth process, the forces
acting on the bubble can be classified into x-direction
adhesive forces, which keep the bubble attached to
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the nucleation site, and y-direction detaching forces
which act to separate the bubble from the surface.
When the resultant detaching forces exceed the
adhesive forces, the bubble departs from the
nucleation site. Similarly, for a sliding bubble, if the
detaching forces surpass the adhesive forces, the
bubble lifts off from the heated surface and moves
toward the bulk flow. The various forces influencing
bubble growth at the nucleation site are shown in
Figure 1, which demonstrates these interactions, with
the model summarised in Table 1.

Table 1. Summary of the closures used with the
force balance model (FB)

Model Form
Klausner et al [9]
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In the MIT framework, the departure diameter
refers to the bubble size at the moment it detaches
from the nucleation site, either by sliding along the
heated surface or by moving into the bulk liquid. In

contrast, the lift-off diameter describes the size of a
sliding bubble at the instant it detaches from the
heated surface entirely and moves into the bulk flow.
Another essential parameter in the MIT framework
is the bubble departure frequency, which is
determined by incorporating bubble wait time and an
improved representation of bubble growth dynamics,
derived from a force balance approach. This
methodology captures the interplay between wall
superheat and flow subcooling, enabling the accurate
prediction of bubble behaviour and detachment
trends under various boiling conditions.

Figure 1. Forces acting on a bubble at the
nucleation site

Table 2. Summary of the closures used with the
MIT model

Model Form
Kommajosyula [13]
Bubble 2o\ 027
departure 18.6 107¢ (p—p) Ja%7s (1 +
H g
diameter Jaguy) 302
Kommajosyula [13]
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k
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Bubble ) r—
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The MIT model represents a robust subcooled
flow boiling formulation with new closures
applicable over a wide range of flow conditions. In
this study, two key closures have been tested: the
bubble departure diameter and the bubble departure
frequency. By evaluating these closures, the results
contribute to a deeper understanding of bubble
dynamics in boiling flows and enhance the predictive
capabilities of the model. The model parameters and
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closures used with the MIT framework are
summarised in Table 2.

4. WALL TREATMENT

In LES, the accurate representation of the near-
wall region is essential due to the significant velocity
gradients near a surface. The standard logarithmic
law often fails to capture the complexities of non-
equilibrium wall functions and pressure gradient
effects, especially in the presence of strong
turbulence. To overcome these limitations,
Spalding's formula [25] is used, where the turbulence
length scale, y*, is defined as follows:

yr=u* +%[ecu+ —1—cu*- (Cu2+)2
Cu+ 3
) ] .

where E = 9.025 and ¢ = 0.4, and the dimensionless
parameters y* and u* are defined as:

Yug u
yt = ut =—
v U,

(14)

Since Spalding’s equation is nonlinear, an
iterative procedure, such as the Newton-Raphson
method, must be used to solve for u, .This method
ensures rapid convergence and improves the
accuracy of near-wall turbulence modelling by
capturing velocity variations more effectively.

5. EXPERIMENTAL AND NUMERICAL
SETUP

Two experiments were selected to validate the
numerical simulations in this study: the DEBORA
experiments [26], and the Bartolomei and Chanturiya
[27] experiment. The DEBORA experiments
investigated subcooled boiling of Freon-12 in a
vertical pipe with an inner diameter of 19.2 mm and
a length of 3.5 m, simulating high-pressure water
boiling at pressures ranging from 1.46 to 3.01 MPa.
In contrast, the Bartolomei and Chanturiya
experiment examined subcooled boiling of water in
a vertical pipe with a 15.4 mm inner diameter and a
heated length of 2 m, operating at pressures up to 15
MPa. Both experiments provided -critical data,
including area-averaged void fractions, wall
temperatures, average bubble diameters, and liquid
temperatures. These datasets serve as reliable
benchmarks for assessing computational fluid
dynamic models as they effectively capture boiling
conditions relevant to nuclear reactor systems while
remaining experimentally accessible.

The numerical simulations were conducted
using a three-dimensional axisymmetric geometry,
with the computational domain designed to replicate
the experimental setups. To reduce computational
cost while maintaining accuracy, a 10° wedge of
each pipe was employed as the computational
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domain. A fully developed velocity profile was
specified at the inlet of the domain to ensure
representative flow conditions, which is essential for
capturing realistic flow behaviour. At the top outlet,
a pressure boundary condition was imposed. For the
liquid phase, a no-slip boundary condition was
applied at the wall, while a free-slip condition was
used for the vapour phase to account for the
negligible shear stress at the wall for this phase. A
central differencing scheme was used for the
advection term to minimise numerical diffusion and
enhance accuracy. For time discretisation, a second-
order backward Euler scheme was selected to
improve temporal accuracy and stability. These
schemes were chosen to ensure a robust and accurate
representation of the complex boiling phenomena
under investigation. However, it is important to note
that the computational cost varied significantly
between the models. The simulation time using the
mechanistic model was approximately twice that of
the MIT model, primarily due to the detailed
treatment of bubble dynamics, which requires
additional computational resources to resolve small-
scale boiling mechanisms accurately.

6. RESULTS AND DISCUSSION

The results demonstrate the performance of the
LES framework when coupled with two distinct
boiling models: a mechanistic force balance
approach and the reduced, correlation-based MIT
model. These models are validated using
experimental data for vertically upward subcooled
boiling flows. In addition, comparisons are made
with previous studies [28] that employed a force
balance approach while neglecting subcooling
effects, obtained using a RANS-based method. The
analysis focuses on key parameters, including void
fraction distribution, average bubble diameter, and
wall temperature profiles.

370
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00 02 04 06 038 1.0
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Figure 2. Wall temperature predictions along the
heated wall for DEBORA experiment [26]: e

data; — FB; --- MIT; - - - Colombo et al. [28]
In Figure 2, which compares predictions with the
DEBORA experiment, both the force balance and
MIT models tend to over-predict the wall

T.wall [K]
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temperature, with RANS showing the highest over-
predictions.

T.wall [K]

00 02 04 06 08 10
x/L

Figure 3. Wall temperature predictions along the
heated wall for Bartolomei and Chanturiya
experiment [27]: o data; — FB; --- MIT; - - -
Colombo et al. [28]

More detailed experimental axial wall
temperatures along the pipe length are available for
the Bartolomei and Chanturiya [27] case, as shown
in Figure 3. Here, the temperature exhibits a rapid
increase in the early regions of the pipe, followed by
a levelling off and a slight decline towards the outlet.
Both the mechanistic and MIT models roughly
follow the experimental trend, capturing the rise in
wall temperature close to the pipe inlet, although the
rate of increase is significantly over-estimated. This
increase is primarily influenced by local flow
acceleration and changes in heat transfer
mechanisms.
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IR
Figure 4. Radial void fraction predictions for
DEBORA experiment [26]: e data; — FB; ---
MIT; - - - Colombo et al. [28]

Once boiling begins, however, both models
show good agreement with the experimental data.
The mechanistic model slightly over-predicts the
wall temperature, particularly near the pipe end,
although less so that the MIT model, most likely due
to its detailed treatment of bubble dynamics and heat
flux partitioning. Over-prediction by the MIT model
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can be attributed to its simplified correlation-based
approach which does not fully capture the intricate
interactions between bubble dynamics and heat
transfer, especially under subcooled boiling
conditions. In contrast, the predictions from
Colombo et al. [28], which rely on a RANS-based
approach, show a significant over-prediction of wall
temperature for the DEBORA experiment (Figure 2).
This discrepancy may stem from the limitations of
the RANS framework in resolving complex heat
transfer mechanisms and bubble dynamics,
particularly in regions where subcooling and phase
interactions play a critical role. When comparing
similar predictions with the data from Bartolomei
and Chanturiya [27], the RANS-based approach, as
presented by Colombo et al. [28], shows good
agreement with the experimental data in the boiling
region but also exhibits a slight overprediction in the
non-boiling region.

0.5

0.4
03
5

0.2

0.1

0.0 : : : : :
00 02 04 06 08 10

x/L

Figure 5. Radial void fraction predictions for
Bartolomei and Chanturiya experiment [27]: e
data; — FB; --- MIT; - . - Colombo et al. [28]

The predicted radial void fraction profiles,
shown in Figures 4 and 5, reveal a wall-peaked
distribution, ~ consistent ~ with  experimental
observations. For the DEBORA experiment, the
mechanistic model captures this trend with good
agreement to the experimental data, though it slightly
over-predicts the void fraction near the wall, similar
to the predictions from Colombo et al [28]. This
over-prediction highlights the model's detailed
resolution of bubble nucleation, growth, and
detachment processes. A larger predicted bubble
departure diameter results in longer residence times
before detachment, leading to a higher evaporative
heat flux at the wall. Conversely, smaller bubble
departure diameter reduces the evaporative heat flux,
causing an increase in wall temperature to maintain
a constant flux. The resulting rise in wall temperature
may enhance nucleation site density, subsequently
increasing the void fraction. In contrast, the MIT
model also predicts a wall-peaked profile but shows
a lower void fraction near the wall compared to the
experimental data. This discrepancy can be attributed
to the model's assumption of extended bubble
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attachment times, which increases the duration of
bubble growth and reduces the frequency of bubble
detachment. As a result, fewer bubbles are released
into the flow, leading to a lower overall void fraction
near the wall. For the Bartolomei and Chanturiya
[27] experiment, all the models show a reasonable
agreement with the data in Figure 5, although the
force balance approach is generally superior. The
MIT model indicates later onset boiling, occurring
after the pipe’s midpoint. This delayed transition to
boiling corresponds to the higher predicted wall
temperatures (Figure 3), which result from a
decreasing local evaporation heat flux at the wall. As
more heat is absorbed by the liquid phase prior to
bubble lift-off, wall temperatures rise accordingly.

0.8
0.7

00 02 04 06 08 10
R

Figure 6. Radial averaged mean diameter
predictions for DEBORA experiment [28]:  data;
— FB; --- MIT; - - - Colombo et al. [28]

The radial distribution of the average bubble
diameter for the DEBORA experiment, as shown in
Figure 6, demonstrates that bubble size increases in
moving away from the wall, reaching a peak value
near the centre of the pipe. The mechanistic model
provides the superior prediction of this overall trend
but slightly under-predicts the bubble diameter near
the pipe centre. This discrepancy is likely due to
limitations in the model’s treatment of bubble
coalescence and interactions within the bulk flow,
which would affect the predicted bubble size in the
core region. Although both boiling model
approaches use the same population balance, the
MIT model exhibits a similar trend but predicts
smaller bubble sizes compared to the mechanistic
model and significantly under-predicts experimental
data at the pipe centre. This discrepancy is likely due
to the different void profiles between the two models
which will affect coalescence and break-up
differently. In contrast, the predictions from [28]
significantly under-predict the bubble size across the
bulk of the radial profile, with the exception of the
peak at r/R ~ 0.65. This under-prediction highlights
the need for further development in the population
balance model used in [28], which is coupled with
the boiling model, to improve the accuracy of bubble
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size predictions. Notably, the average bubble
diameter near the wall differs significantly between
the various models, which reflects the initial bubble
departure diameter when the bubbles first detach
from the wall and move into the bulk of the flow.
This variation in departure diameter can negatively
affect the prediction of radial void fraction.

7. CONCLUSIONS

This study evaluated the performance of two
boiling models, a mechanistic force balance
approach and a reduced correlation-based MIT
model, coupled with large eddy simulation for
predicting turbulent subcooled flow boiling.
Validated against data from the DEBORA [26]
experiments and those of Bartolomei and Chanturiya
[27], the mechanistic model demonstrated superior
accuracy in predicting bubble dynamics due to its
detailed treatment of heat transfer mechanisms.
However, it required greater computational
resources compared to the MIT model, which offered
a more efficient but less precise alternative.

Although the RANS-based approach relies on an
averaging methodology and does not fully resolve
turbulence and phase interactions, it provides good
predictions of certain parameters. However, RANS
models tend to oversimplify the complex, unsteady
nature of boiling flows, which reduces their accuracy
in predicting key parameters. In contrast, LES offers
a more physically realistic representation by
resolving large turbulent structures while modelling
only the smaller subgrid-scale eddies. This enhanced
turbulence resolution improves the accuracy of
predictions for bubble departure dynamics, void
fraction distribution, and heat transfer mechanisms,
particularly in regions dominated by strong phase
interactions and subcooling effects. However, LES
also exhibits some over-prediction, especially in
terms of wall temperature, indicating the need for
further refinement to enhance its predictive accuracy.
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ABSTRACT

A wide variety of heating and cooling
applications, including thermal processing, use
impingement nozzles for their high heat-transfer
coefficients. The resulting thermal loads still require
large volume flows and thus process-scale nozzle
diameters, resulting in Reynolds numbers of
Re~1x10*-1x10° This work presents a
combined thermal- and fluid-dynamic investigation
of impingement jets from a single round and a single
slot nozzle under these conditions. A central focus is
the systematic comparison of the three turbulence
models SST k-w, generalized k- (GEKO) and
Reynolds Stress Model (RSM) to identify the option
that delivers the most accurate simulation of
industrial impingement jets. The validation of the
numerical results is based on the experimentally
determined heat transfer at a strip and laser-optical
Particle Image Velocimetry (PIV) measurements. An
optimised set of GEKO parameters further reduces
heat-transfer error. The strengths and shortcomings
of each model in predicting local velocity, turbulent
kinetic energy and heat transfer are revealed by the
PIV data.

Keywords:

Computational Fluid Dynamics, Convective Heat
Transfer, Impingement Jets, Particle Image
Velocimetry, Turbulence Models

NOMENCLATURE

Cecur [ curvature Parameter
Cwix [ mixing Parameter
Caw [-] near Wall Parameter
Cser [ separation Parameter

D [mm]  nozzle diameter

Dn [mm]  hydraulic diameter
H [mm]  strip distance

k [m?/s?] turbulent Kinetic energy (TKE)
i [Pas] dynamic viscosity
Nu [-] Nusselt number

p [Pa] pressure

p [kg/m3] fluid density

Re [] Reynolds number
SRN  [-] single round nozzle
SSN [-] single slot nozzle

u [m/s]  fluid velocity
t [mm]  thickness

w [mm]  nozzle width

@ [W/m3] heat generation

1) [s4 specific turbulence dissipation rate

1. INTRODUCTION

Impingement jets are used in a variety of heating
and cooling applications, including thermal
processing. Typically, round or slot nozzles are used
for the heat treatment of metal strips [1,2]. The first
design of these nozzle systems is carried out using
empirically derived Nusselt relations, a detailed and
sophisticated design makes complex experimental
measurements  unavoidable  [3,4]. Numerical
simulation is intended to shorten this development
process for new nozzle systems and reduces the
number of nozzle system prototypes. However, to
this day the prediction accuracy is still insufficient,
which is one of the hurdles why numerical modelling
is not widely used in industry [5].

The numerical modelling of impingement jets
poses a significant challenge due to the substantial
variations in flow characteristics along the flow
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direction. The flow emerges from the nozzle exit as
a free jet, and given the prevailing technical
conditions, a turbulent flow structure can be
predicted [6]. The subsequent spreading and
deceleration of the free jet are a consequence of its
interaction with the ambient medium through mixing
and momentum exchange. As the distance to the wall
surface increases, the free jet transitions into a
stagnation point flow, whereby the flow is deflected
by the wall. This stagnation zone is characterised by
increased turbulence. The subsequent wall jet
exhibits flow structures analogous to those of the free
jet, widening as the flow velocity increases, while the
mean flow velocity decreases. [3,7]

The study aims to investigate whether RANS-
based turbulence modelling can predict the flow and
heat transfer of industrial-scale impingement nozzles
with an accuracy of 5%, which is required for
nozzle-system design. Compared to numerical
studies in other application areas, this is an ambitious
goal [5,8-11]. In order to expose the limitations of
the models and establish a realistic error bound, the
simulations are benchmarked against an extensive,
high-resolution PIV dataset that resolves the entire
impingement region, as well as strip heat-flux
measurements. In addition, the potential of the
GEKO model, for which there is still little
comparative data, is investigated. Optimised GEKO
parameters are used for this purpose. The results will
be thoroughly compared with data from other
publications in the discussion.

2. Problem Description

For the study, a W =5 mm single slot nozzle
(SSN) and a D = 25 mm single round nozzle (SRN)
were used, with a distance of H =50 mm between
the nozzle and the strip on which the impingement
jet is directed. The test conditions are outlined in
Table 1. The Reynolds number for this flow
configuration is defined as (1) [7],

Re,= — (1)

The heat transfer of these nozzles has previously
been the subject of an experimental study, thus
resulting in the availability of data from these
measurements for the purpose of validation. In the
experiment, the heat transfer is determined by
heating a constantan® strip while it is cooled by the
flow. The temperature on the strip is recorded with
an infrared camera. The local Nusselt number per
pixel can be calculated from the temperature profile,
as Trampe et al. [12] explain in their article.

Table 1. Test conditions

Geometry  H/Dn u Re

Slot 5 15.8 m/s 11,870
Slot 5 85.0 m/s 54,900
Round 2 19.3 m/s 33,250
Round 2 52.5 m/s 90,000

PIV measurements were conducted in advance
to evaluate the simulated flows and quantify the
resulting energy. The parameters measured include
the flow velocity u and the turbulent kinetic energy
(TKE) k, which is a measure of the energy of the
vortex movements of a flow. The data was collected
on the same test rig that had previously been used to
determine the heat transfer. The configuration was
expanded to encompass an Nd:YAG laser
(wavelength 532 nm, Litron Lasers Ltd) and a
camera (CX2-16, LaVision GmbH). The addition of
di-ethyl-hexyl sebacate (DEHS) particles to the flow
enabled the tracking of particle movement using
LaVision’s DaVis 11 software.

2.1 Physical modelling and Mesh

The present study investigates the convective
heat transfer to a flat strip by an impinging jet, which
is the basis of the 3D flow domain, Figure 1. The
working medium is air, which is introduced into the
flow domain through the nozzles (inlet). The fluid
temperature and the fluid velocity are measured
beforehand. The heated strip is modelled as a solid
body with a thickness of t = 0.1 mm and subjected to
a constant heat generation related to the experiment.
The width of the strip corresponds to 60 times the
nozzle width or 30 times the nozzle diameter. The
sides of the fluid domain are defined as pressure
outlets with a gauge pressure p = 0 Pa, while all other
walls are assumed to be adiabatic. The fluid domain
has a high level of agreement with Shukla’s
proposals [8].

60W / 30D
- v
A
"H:50mm Tt:O.lmm 1)
s y
— Dre] = 0 Pa /)
zZ
t: A
X \u
+| I« W/D

Figure 1. Sketch of the fluid domain for a
single nozzle; black/grey: wall, blue: velocity
inlet, red: pressure outlet.

In order to analyse the heat transfer on the
constantan® strip and compare it with the measured
data, a rake is placed over the constantan® strip. The
number and spacing of the evaluation points of the
rake correspond to the number of the pixels of the
temperature measurement, therefore the evaluation
points are spaced 1.28 mm apart.

A mesh dependence study was carried out with
particular attention to the area near the constantan®
strip. The dimensionless wall distance y* in this zone
must be y* ~ 1 for high prediction accuracy [13,14].
The grid dependence study was carried out using the

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



generalized k-w turbulence model with a nozzle exit
velocity of u = 51.2 m/s for a SSN. This corresponds
to the average Reynolds number of the studies
conducted in this study. The key findings of the mesh
dependency study are presented in Table 2.

Table 2. Key figures mesh dependency

+

Mesh  [Cells Vo | Voo | Nu_ | NUstag
Coarse 4.3 Mio. 09 | 1.4 | 446 172
Medium [7.6 Mio. 07 | 11 | 441 171
Fine 15.3Mio. | 0.4 | 0.7 | 447 168

It was found that a stable solution was obtained
with a mesh of 7.6 million cells. No further
improvement was obtained by increasing the number
of elements in the mesh. The medium mesh size of
7.6 million cells was selected for further
investigation due to it offering the best compromise
between computational time and Nusselt number
prediction. When analysing the SRN, the same mesh
properties are used.

2.2 Turbulence Modelling

A pre-selection of turbulence models was based
on previous Reynolds-Averaged Navier-Stokes
(RANS) simulations [5], with the k- (Shear Stress
Transport) SST and generalized k- turbulence
(GEKO) models chosen due to their low
computational cost and good agreement for
simulating impingement jets. The k-« SST model is
based on the k- standard model in the boundary
layer region, and this two-equation model solves one
transport equation, each for the TKE k (2) and the
vortex frequency w (3). In these equations, Gy,
denotes the production of k and w, respectively. I}, ,
represents the effective diffusion of k and w, while
Y. represents the dissipation due to turbulence. The
generation of turbulence due to the buoyancy effect
is denoted by G The source terms, Sy, are user-
defined.

a(k)+a(k)_afak + G — Y +Sk+G

at P ox; pku;) = o%; kaxj Kk~ Tk k b (2)
a a a ow

E(Pw)+a—m(Pwui)= a—xj(raxa—xj)‘FGw—Yw‘FSw*’wa (3)

In the free jet region, the k-co SST model behaves
like the k-¢ model, showing good convergence rates.
The integration of the standard k-« and k-¢ models
offers the benefit of enabling the modelling of both
the near wall region and the free jet region in a
meaningful manner. The GEKO turbulence model is
also founded on the two equations of the k-« model,
but it possesses six additional independent
parameters that can be adjusted without
compromising the fundamental tenets of the model
[15].

The Reynolds Stress Model (RSM) was selected
as the third turbulence model. In contrast to the
preceding turbulence models, the RSM characterises
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each respective Reynolds stress using a single
equation. This approach abandons the conventional
assumption of isotropic turbulence, but also involves
a higher computational cost. The RSM stress-w with
shear flow correction was applied in the present
work. [16]

3. RESULTS AND DISCUSSION

In the following sections, the local Nusselt
number distributions, velocity distributions and the
distribution of turbulent kinetic energy are presented
for the slot and round nozzle. In each case, a low
Reynolds number and a high Reynolds number are
analysed.

3.1 Study of various turbulence models

Figure 2 shows the averaged Nusselt number at
a Reynolds number of Re = 11,870 above the relative
position of a SSN. All turbulence models tend to
calculate a lower Nusselt number in the stagnation
point than the experimental PI\VV measurement. The
deviation in the stagnation point is 5.5 — 12 %. From
the relative position x/Dn = 2, the SST k- and
GEKO Default model approach the experimental
solution but remain below the measured course of the
Nusselt number. The RSM delivers consistently
lower Nusselt numbers with an average deviation of
36.3 %.

100
Re=11,870|—— Measurment

—— GEKO Default

~1
wn

— RSM
— SST ko

Nusselt number Nu
wn
[

2
N

0 2 4 6 8
Relative Position x/D,

Figure 2. Distribution of Nu in cross-section for a
SSN W =5 mm, Re = 11,870

Figure 3 shows the flow distribution over the
relative position x/Dy and the strip distance H. The
PIV image corresponds to the experimental
measurement. All turbulence models calculate a
similar core velocity in the free jet, but a smaller
shear layer compared to the PIV measurement. A
developed stagnation zone is recognisable in each
case. The SST k- and GEKO Default model show
a local velocity maximum at x/Dy ~ 1 in the forming
boundary layer zone. The RSM predicts significantly
higher velocities in the wall jet than the
measurement. The experimental PIVV measurement
shows a lower velocity and no local maxima.
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Figure 3. Velocity distribution for a SSN
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Figure 4 shows the turbulent kinetic energy k
along the relative position x/Dy and strip distance H.
The SST k-w and GEKO Default model calculate
high values of the TKE in the shear flows of the free
jet and the wall flow. In contrast, the RSM shows
hardly any significant distribution of k over the
relative position x/Dy for a given Reynolds number
of Re = 11,870.
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Figure 4. TKE distribution for a SSN W =5 mm,
Re =11,870

For a higher flow velocity u=85 m/s, the
Reynolds number for the SSN is Re = 54,900. The
corresponding local Nusselt numbers are shown in
Figure 5. The experimental Nusselt number in the
stagnation point increases by a factor of 2. The
SST k-w and GEKO Default models calculate a

4

Nusselt number that is 9.6 % and 19.7 % higher at
the stagnation point. In contrast, the RSM shows
good agreement at the stagnation point, with a small
deviation of 0.1%. However, the RSM
underestimates the Nusselt number over the full strip
length, with an average deviation of 24.3 %.

250
\Re = 54,900 |—— Measurment

—— GEKO Default

A —— RSM
A \ ——SST k-

[y
=]
(=]

Nusselt number Nu
o
o

100 —
* I
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0 2 4 6 8

Relative Position x/D,

Figure 5. Distribution of Nu in cross-section for a
SSN W =5 mm, Re = 54,900

The SST k-w model is the only model that
calculates a secondary local peak at x/Dn = 1, which
is not present in the PIV measurement. The SST k-w
model runs above the measurement up to x/Dp = 4.5
also intersecting the measurement curve. The GEKO
Default model consistently calculates Nusselt
numbers that are too high.

The velocity fields for u = 85 m/s of the SST k-w
and GEKO Default models, shown in Figure 6, are
similar. A pronounced stagnation zone can be seen at
x/Dn = 0, with a local velocity maximum building up
due to the pressure gradient at x/Dn = 1. The wall jet
widens further along the relative position.
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Figure 6. Velocity distribution for a SSN
W =5 mm, Re = 54,900
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The velocity field of the RSM shows a smaller
expansion of the wall jet, but a strongly pronounced
local maximum and a subsequent high velocity
within the wall jet. The PIV measurement shows a
similar velocity distribution with a smaller local
maximum at x/Dn=1 and a larger jet expansion
compared to the SST k-w and GEKO Default results.

For the Reynolds number Re = 54,900 the TKE
distribution along the impingement and the wall jet
of the SSN is shown in Figure 7. For the SST k-w and
GEKO Default models, the distribution is similar to
Figure 4, but with a significantly higher value of k.
The RSM calculates significantly lower values
compared to the other models and the PIV
measurement. Compared to the PIV measurement,
the SST k-w and GEKO Default models calculate
overall higher values for k.
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Figure 7. TKE distribution for a SSN W =5 mm,
Re =54,900

Figure 8 shows the local Nusselt number over the
relative position x/Dy, of a SRN for a flow velocity at
the nozzle outlet of u=19.3 m/s. For the present
boundary conditions this means a Reynolds number
of Re = 33,250. All turbulence models calculate an
excessive Nusselt number in the stagnation zone
compared to the measurement. The local deviation of
the turbulence models in the stagnation point is
between 26.1-45.1%. In addition, a deviating
maximum of Nu is calculated at x/Dn = 1. This shift
of the maximum away from the stagnation point was
also observed in [17,18]. The SST k-w model is
closest to the experimental measurement and
provides the second local Nu maximum correctly,
which results in an average deviation of 24.7 %. The
RSM and GEKO Default model have mean
deviations of 5.9 % and 29.3 %, respectively, with
the second local maximum not being well located. It
is evident that the specification of a mean deviation
may not always be meaningful, as the SST k-w

5

model reflects the local Nusselt number more
accurately, yet exhibits a higher mean deviation.
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Figure 8. Distribution of Nu in cross-section for a
SRN D =25 mm, Re = 33,250

The velocity distribution of the measured and
calculated flow velocity u for the SRN is shown in
Figure 9. The turbulence models calculate a
significantly larger shear layer of the free jet after the
nozzle exit, while the PIV measurement shows a
sharper boundary between the jet and the ambient air.
All turbulence models show a pronounced stagnation
zone as well as a forming and accelerating wall jet.
Compared to the velocity profiles of the slot nozzles
in Figure 3 and Figure 6, the wall jet of the RSM is
in better agreement with the other models and the
PIV measurement.
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Figure 9. Velocity distribution for a SRN
D =25 mm, Re = 33,250

Figure 10 presents the TKE distribution for the
SRN considered at Reynolds number Re = 33,250.
As previously observed, the RSM calculates
negligible levels of TKE k ~ 1.5 m#/s2. There is no
difference between the values in free jet or wall jet.
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The GEKO Default and SST k-w models calculate a
higher k-values than the RSM. Consistent with the
broad shear layers in Figure 9, a corresponding TKE
distribution is shown over this range. The TKE
distribution from the PIV measurement shows a
strongly pronounced shear layer where the TKE
reaches values up to twice as high as those calculated
by the turbulence models.
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Figure 10. TKE distribution for
D =25 mm, Re = 33,250

Figure 11 shows the local Nusselt number Nu
over the relative position x/Dy for a SRN with a flow
velocity of u = 52.5 m/s. At this Reynolds number of
Re =90,000, all turbulence models calculate an
excessive Nusselt number in the stagnation zone.
The local deviation in the stagnation point is
23 — 33.3 %. Itis noticeable that the RSM and GEKO
Default model are close for the first local maximum
in the range 0 <x/Dn<2.5. None of the models
correctly predicts the second peak.

a SRN

450
- ‘Re = 90,000 | —— Measurment
0T —— GEKO Default
E 350 —— RSM
5 . —— SST k-w
€ 300
=
S 250 ,7_\\\ (7
Q L
2200 b r SN
z - &
150
0 :E 1 1 1 1
0 2 4 6 8

Relative Position 7/D,,

Figure 11. Distribution of Nu in cross-section for
a SRN D =25 mm, Re = 90,000
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Figure 12 visualises the velocity distributions for
the SRN. Despite the overall higher velocity level,
the velocity curves are similar to those in Figure 9.
The velocity distributions resulting from the
numerical models again show a much more
pronounced shear layer between the jet and its
surroundings. The inner potential core is clearly
visible. The course of the PIV measurement shows a
sharp separation between the jet and its environment.
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Figure 12. Velocity distribution for a SRN
D =25 mm, Re = 90,000

The TKE distributions for the SRN with
Re = 90,000 are shown in Figure 13. The distribution
is similar to those for the SRN with the lower flow
velocity u in Figure 10, but the level of turbulent
kinetic energy k is increased by a factor of 5.
40 40

30 30

TKE k in m?/s?

GEKO D
u=52.5m/s u=

Re =90.000

Strip distance / in mm

Sm/s
Re =90,000

TKE k in m?/s?

RSM PIV
u=52.5m/s
Re =90.000

u=525m/s
Re = 90.000

Strip distance H in mm

0 1 2 30 1 2 3

Relative Position /D, Relative Position r/D,,

Figure 13. TKE distribution for
D =25 mm, Re = 90,000
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The RSM again calculates very low values for k. At a lower Reynolds number of Re = 11,870 the

In contrast, the GEKO Default and SST k-w models adjusted parameters lead to a similar deviation from
produce a broader distribution of k with values at the measurement than the default parameters as of a
intermediate levels. The PIV measurement shows a relative position of x/Dn = 1. At a higher Reynolds
well-defined shear layer in which the TKE reaches number of Re = 54,900, the adjusted parameters give
values up to twice as high as in the simulations. a more accurate prediction with a mean deviation of

only 1.6 %. However, the adjusted parameters lead
3.2 GEKO parameter study to a local maximum at x/Dy ~ 2, which is not apparent

from the measurement. After this local maximum,
the Nu distribution runs above the measured values
up to x/Dn = 3. The curve then intersects the
measured values and runs below the experimental
data, resulting in a smaller deviation on average.

Figure 15 presents the velocity distributions of
the default and adjusted parameters for Re = 11,870
in the top two subfigures. The distributions show no
qualitative difference. The bottom two subfigures
show the TKE distribution. Again, there are no
significant differences. This explains the similar
Nusselt number curves in Figure 14.

In the following, the results of the GEKO
Default model presented in Section 3.1 are compared
with the adjusted parameters of the GEKO model for
the SST and SRN. The parameters were set using the
method used in Menzler [19]. The algorithm
optimises the parameters in such a way that the mean
deviation of the Nusselt number is minimised.

The default parameters of the GEKO model and
their value ranges, as well as the adjusted GEKO
parameters, are shown in Table 3. Cser and Ccorner
do not affect the local Nusselt number according to

Menzler [19] and are therefore neglected.
50

Table 3. Investigated GEKO parameters in

comparison with the default values E 40 - -
= E
Case Cser Cww Cwmix  Ccurv = 30 E
Default 175 050 030 1.00 g =
Minimum 0.70 200 1.00 150 & 207 2
Maximum 250 050 030 1.00 £ 10 >
SSN; Re=11,870 4.73 298 138 1.00 @
SSN; Re=58,100 1.75 7.76 21.09 1.00 0
SRN;Re=33,250 1.16 -0.69 -1.26 0.03 50
SRN; Re=90,000 134 -0.31 -0.62 0.85 .
£ 40
Figure 14 shows the local Nusselt numbers of the & - é’
SSN over the relative position for the GEKO default 3 =
and adjusted parameters. The deviation in the g 20 A
stagnation zone increases with increasing Reynolds 2 GEKO D GEKO A =
number. £10 u=158m/s u=158 nm/s|
Re=11,870 Re=11,870
—— Measurment 0
— GEKO Default 0 2 4 6 80 2 4 6 8
- = GEKO Adjust Relative Position /D, Relative Position x/D,,
100 250 Figure 15. Velocity and TKE distribution for a
3 Re=11870 Re = 54,900 SSNW=5mm, Re = 11,870
% 75 200 Figure 16 displays the velocity distributions for
2 A Re = 54,900 in the upper part of the figure, which are
§ s0 150 qualitatively similar. The lower part of the figure
g shows the TKE distribution, which, show significant
) B Y~ | differences. The adjusted parameters lead to an
g 25 —= 100 : increased TKE range up to x/Dn = 6, while this range
~ - £ extends up to x/Dn = 5 for the default parameters.
o Lol 1, 0 1 I Figure 17 shows the comparison of the GEKO
0 2 4 6 8 0 2 4 6 8§ default parameters and the adjusted parameters for
RP x/D, RP x/D, the SRN. The lower Reynolds number Re = 33,250
and the higher Reynolds number Re =90,000 are
(@) (b) compared. For the lower Reynolds number
Figure 14. Distribution of Nu in cross-section for Re = 33,250 both parameter sets lead to a significant
a SSN W=5mm (a) Re=11,870 and (b) local overestimation of Nu in the stagnation zone
Re = 54,900 with a deviation of about 40 %. The maximum of the

Nusselt number is shifted to the relative position
x/Dnh=1. The adjusted parameters result in an
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average deviation of Nu by 20.4 % compared to
30.3 % deviation for the default parameters.
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Figure 16. Velocity and TKE distribution for a
SSN W =5 mm, Re = 54,900

The position of the second local maximum is
incorrectly predicted even with the adjust
parameters. The local Nusselt numbers of
Re = 90,000 show a qualitative agreement between
measurement and simulation. But the absolute
simulated values of Nu are significantly increased.
The adjusted parameters shift the local minimum
further to the measurement result and reduce Nu in
the second local maximum. This results in an average
deviation of 10 % compared to an average deviation
of 16.0 % for the default parameters.
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Figure 17. Distribution of Nu in cross-section for
a SRN D=5mm (a) Re=33,250 and (b)
Re = 90,000

Considering the lower Reynolds number of
Re = 33,250, the velocity and TKE distributions of

8

the default and adjusted parameters are plotted in
Figure 18. The velocity distribution appears
qualitatively similar. However, the TKE distribution
show qualitative differences. With the default
parameters, an increased TKE is calculated in the
shear layer of the free jet, as well as a stronger local
maximum at x/Dy = 3. With the adjusted parameters,
an overall lower value for the TKE is calculated.
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Figure 18. Velocity and TKE distribution for a
SRN D =25 mm, Re = 33,250

Figure 19 shows the velocity and TKE profiles
of the SRN for Re = 90,000. The characteristics of
the results show a high degree of agreement with the
results shown in Figure 17 (SRN with Re = 33,250).
Notably, these values are locally increased by a
factor of 5 due to the increased nozzle exit velocity.
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Figure 19. Velocity and TKE distribution for a
SRN D =25 mm, Re = 90,000
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3.3 Discussion

In the following section, the results presented for
the impingement jet modelling are discussed and the
possible reasons for the insufficient prediction of
heat transfer by the turbulence models are presented.

Figure 2 and Figure 5 show that the use of the
RSM for the SSN application does not lead to a more
accurate prediction of the Nusselt number as the two-
equation models. There is no increase in accuracy for
this application at the cost of more computation time.
The TKE curves of the SSN in Figure 4 and Figure 6
show that the RSM underestimates the intensity of
the turbulence, which could contribute to the lower
Nusselt number shown in Figure 2 and Figure 5.

For the SRN application, the RSM also does not
provide a significant improvement over the two-
equation models, characterised by locally high
deviations.

The present results of all cases indicate a
proportional  relationship  between the TKE
calculated by the turbulence models and the local
Nusselt number. The calculated heat transfer rises
with increasing TKE. However, the TKE is
incorrectly reproduced locally, leading to over- and
underestimation of the results. Therefore, it is
necessary to adjust the TKE of the respective
turbulence models in order to achieve a higher
prediction accuracy. The velocities of the
impingement jets are correctly represented using the
numerical models and therefore do not lead to
restrictions in the prediction accuracy.

The achieved prediction accuracy of the local
Nusselt number is within the expected range [5].
Without a fundamental modification of the
turbulence models, better predictions with RANS-
based turbulence models do not seem to be possible.
A further possibility is offered by the GEKO model,
where the model parameters can be adapted to the
specific application.

By optimising the GEKO parameters Csep, Cnw,
Cwmix and Ccury, an attempt was made to adapt the
GEKO model to the considered impingement jets
from single slot and round nozzles in order to
increase the accuracy of the model. In some cases,
values were obtained outside the recommended
parameter ranges, the effects of which are not fully
understood, see Table 3. For all applications
considered, the average deviation for the result based
on the adjust GEKO parameters was approximately
halved. Even with the optimised parameters, there
are still local deviations of up to 39.3 % in the
stagnation zone and at the local maxima and minima.
Yiiksekdag [17] and Rasheed [20] also optimised the
GEKO parameters according to their research
question. The investigations were carried out on
SRNs with smaller diameters of D =2.6 mm [17]
and D =15 mm [20] with a Reynolds number of
Re =23,000. Figure 20 compares the simulations
carried out with the adjusted GEKO parameters
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according to Yiiksekdag and Rasheed and the results
of this optimisation.

Measurment
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Figure 20. Distribution of Nu in cross-section for
a SRN D=5mm (a) Re=33250 and (b)
Re = 90,000 GEKO adjustments [17,20]

The comparison shows that the optimised
GEKO parameters of Yiiksekdag and Rasheed
achieve an improvement of the mean deviation for
the SRN to Re = 33,250, but thus incorrectly reflect
the local course. The GEKO parameters according to
Yiiksekdag achieve a worse prediction accuracy for
the SRN with Re = 90,000 than the default settings,
while the GEKO parameters according to Rasheed
are in the range of the optimisation of this study. This
indicates that the optimised GEKO parameters are
highly dependent on the geometry and flow
conditions, i.e. the Reynolds number, and cannot be
transferred without restriction.

Further optimisation potential would lie in a
local optimisation of the GEKO parameters, e.g. the
course of Nu in Figure 14 (b) could be locally
influenced by the parameter Cnw. According to
Menzler [19], the parameter Cnw has an influence on
the gradient of Nu after the secondary peak, so that
the curve could be further approximated to the
experimental curve. Table 2 also shows that the
adjusted GEKO parameters depend on the geometry
(SSN/SRN) and the flow velocity respectively the
Reynolds number. The GEKO model also offers the
possibility of fine-tuning the parameters using sub-
parameters, which should be investigated in a
detailed parameter study.

4. SUMMARY

In this work, the local Nusselt number, velocity
and turbulent kinetic energy distribution for
impinging jets from single slot and round nozzles
were investigated. In each case, a low and a high
Reynolds number application have been compared.
The main focus is on the comparison and suitability
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of the turbulence models, the SST k-w model, the
GEKO model with default and adjust parameters and
the RSM. The results of the numerical simulations
were validated with experimental measurements
carried out including heat transfer and PIV
measurements. The discussion concluded that the
RSM did not bring significant improvements in the
prediction of the Nusselt number and underestimated
the intensity of the turbulence, resulting in lower
Nusselt numbers.

The SST k-w and GEKO Default models
performed as expected according to Zuckerman [5].
However, the prediction accuracy is far below the
acceptable range for designing nozzle systems based
on these simulations. Therefore, a further possibility
to increase the prediction accuracy by optimising the
GEKO parameters was investigated. The
optimisation of the GEKO parameters showed
improvements in the mean deviations and a strong
dependence on the nozzle geometry respectively the
Reynolds number.

For all models it was found that the turbulent
kinetic energy is locally inaccurately predicted,
while the flow velocities are accurately calculated.
This leads to the conclusion that a fundamental
modification of the model equations is necessary to
increase the prediction accuracy of RANS-based
turbulence models for the application of nozzle
systems in thermo-process technology. Another
possibility is to perform detailed parameter studies
on optimised GEKO parameters. In an ideal scenario,
superior GEKO parameters will be found that further
reduce the discrepancies between simulation and
experiment.
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ABSTRACT

This paper uses CFD studies to investigate the
effect of passively deforming blades on the flow
field, head and efficiency of a centrifugal pump.
Impellers with constant blade thickness and width
have been considered and mounted to the back
shroud with joints at one-third and two-thirds of the
blade length. Two different impeller geometries with
varying blade thickness and material properties were
investigated with two-way coupled numerical fluid-
structure-interaction simulation. Not only the
standard hydraulic parameters (flow rate, head, input
power) were recorded, but the blade deformation was
also studied. This paper provides a detailed analysis
of the flow field, separation zones and loss
mechanism, and the effect of blade deformation. The
findings provide headways for further investigations
to optimize the impeller's geometry to enhance the
turbomachine's operating parameters.

“Keywords: Centrifugal pump, CFD, Flexible
blades, Fluid-structure-interaction, Radial flow
impeller”

NOMENCLATURE

Latin letters

D [m] impeller diameter

H [m] head

1 [J/kg] rothalpy

Notagze  [-] number of blades

P [kW]  input power

Re [-] Reynolds-number

0 [m%/s] flow rate

c [m/s]  absolute velocity

g [m/s?] gravitational acceleration (9.81)
ny [-] specific speed

r [m] impeller radius

u [m/s] circumferential velocity

w [m/s] relative velocity

y* [-] dimensionless wall distance

1

Greek symbols

B [°] blade angle

0 [m] boundary layer thickness
n [-] hydraulic efficiency

p [kg/m’] density

Subscripts and Superscripts

1 quantities at the leading edge

2 quantities at the trailing edge

m,u meridional and circumferential component
n nominal value

ss,ps  suction side and pressure side

1. INTRODUCTION

A significant part of the electricity generated in
power plants is used to drive pumps (e.g. drinking
water pumps). As a result, it is crucial that these
machines can be operated with the highest possible
efficiency. The impellers of these machines are
usually designed for a single operating point. In real-
world conditions, though, operating the machine at
other operating points is necessary. In such cases, the
increased flow separation on the blades causes the
significant growth of the flow losses, which results
in a reduction of the efficiency.

In the case of axial flow machines, one possible
way to improve efficiency is to change the blade
angle. However, this option is not available for radial
machines. This paper investigates the viability of a
novel approach. The idea is that better efficiency
could be achieved at off-design conditions if the
blade of the impeller would be passively deformed in
a suitable way. Considering that both the pressure
difference on the two sides of the blade and
centrifugal force act on the blade, the net force
causes a passive deformation in the blade shape. The
main aim of the investigation is to make this
deformation such that it reduces the flow separation.

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



This may result in an increase in the efficiency
of the machine. Research approaches studying the
effect of deforming blades can be found in the
literature. The previous studies mostly investigate
axial-flow machines, especially ones that move air,
while the main aim of this actual study is to
investigate the use of flexible blades in case of
pumps. Such an example of an axial fan with flexible
blades can be seen in [1], where piezoelectric
ceramic macroscale composite actuators are
embedded in the blade of an axial compressor. These
actuators are used to achieve deformation and reduce
the flow losses. The actuators are used to adjust the
twist and the turning of the blade simultaneously.
Further approaches are described in [2], that combine
the method using piezoelectric actuators in with
active flow control. In this case, the flow control
means injecting or extracting a flowing medium into
or from the boundary layer.

Flexible blades using shape-memory alloys
(SMA) were also investigated in different studies,
which method allows a greater blade deformation.
The more the blade angle at the leading edge can
adapt to the actual operating point, the more flow
loss emerges due to flow separation. This approach
is also found in [3], where an automotive cooling fan
is analysed. This describes a method using coupled
numerical Fluid-Structure-Interaction (FSI)
simulation, like the one used in this actual research.
Furthermore, laboratory measurements in a wind
tunnel and custom-built measurement equipment
were also considered. In the case of study described
in [3], however, the changed geometry of the blade
resulted in a higher available pressure ratio for the
same flow rate but lower efficiency of the ventilator.
The effect of the SMA in aerospace applications is
investigated in [4], while a study of an expandable-
impeller pump is described in [5]. Since the
expandable impeller has significant deformation, so
the simulation of the fluid-structure interaction had
to be made. The structural deformations were time
dependent according to [5]. A novel approach can be
seen in [6] and [7], that investigates NACA 63-418
profile with flexible trailing edge. The authors of
these papers considered both measurement and FSI-
simulation and detected significant change in the
drag coefficient of the wind turbine. As it can be seen
in the literature, the flexible blades of a turbomachine
can significantly affect the flow parameters.
However, centrifugal pumps were less studied yet.

2. SIMULATION METHODOLOGY

2.1. The hydraulic pre-design of the
impellers studied

The geometries of the studied impeller blades
were designed with the method of the complex
potentials, assuming ideal flow. The blade itself can
be considered as a streamline. The design parameters
of these impellers are written in Table 1.

2

Table 1. The design parameters of the studied
impellers (with the number of blades)

Geom. | H(m) | Q(/s) | ng (1) | Npage
A 40 30.1 1440 5
B 16 2.833 2345 8

The first one (model 4) is a larger impeller with
also a larger distance between two blades. Therefore,
higher deformation could be allowed. The second
one (model B) is a smaller impeller to be built into a
measurement equipment in the future. Besides, its
blade number is closer to the ideal (according to
empirical formulas) than the first one. A more
detailed analysis was done on impeller A, and a less
detailed analysis was done on impeller B in this
study. However, a half-numeric method was also
tested on impeller B to reduce the computational
cost. The impeller 4 was studied with a blade width
3 mm and is made from steel (E = 210 GPa). In the
case of the impeller geometry B, an impeller made
from Aluminium (E = 68 GPa) and with 1.5 mm
blade width and one made from Acrylonitrile styrene
acrylate [ASA], (3D-printed, E = 1.92 GPa) and
with 2.5 mm blade width were studied. The impeller
blades are mounted to the back shroud with joints at
one-third and two-thirds of the blade length.
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0.1 ﬁ
O w
0 0.2
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O
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0.8 0.8
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- — | -~
2 04 < 04
R R ——
0.2 0.2
0 0
1 15 2 25 1 15 2 25
/D D

Figure 1. The impeller geometries designed: the A
(left) and the B (right) geometries (a streamline in
both impellers are marked with red)

It is practical to calculate the relative velocity on
the suction and pressure sides of the blade to get the
pressure difference between them using Bernoulli’s
equation. However, according to the previous
experiences, these results differ significantly from
the results of the simulation the due to the flow
separation. So, the study focuses only on the FSI-
simulation methods. The pre-design method cannot
consider viscous losses too. To calculate the
Reynolds number, the flow speed can be evaluated
with the relative velocity averaged on the two side of
the blade (Figure 1). The relative velocity should be
nearly constant along the full length of the blade.

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



2.2. The pre-processing of the CFD
simulation

The main dimensionless parameters describing
the turbulence of the flow and the width of the
boundary layer are written in Table 2. (Average
Reynolds-number of the pump, y* on suction and
pressure side of the blade, boundary layer thickness.)

Table 2. The main parameters of the three
discretized simulation geometries

Geom. | Re (1) | y& (1) | yps (1) | § (mm)
A 7.48e5 29.77 53.16 8

B (Alu) | 9.52e4 39.93 39.93 4.78

B (Asa) | 9.52e4 16.46 24.69 4.78

The higher Reynolds-number wall turbulence
model requires the value of the y* between 30 and
300. The mesh of the ASA impeller does not clearly
meet this condition; however, it can be allowed for
this testing phase of the due to easier meshing. This
may lead to imprecise results regarding to flow
separation, so further analysis has to be done in the
future. The meshes can be qualified with the
skewness of their elements (Table 3.). The
intolerably deformed elements are usually around the
trailing edge of the blade as it can be seen on Figure
2 (bottom-left). This is due to the blade being
relatively thin, and the trailing edge being sharp
compared to the size of the flow field.

Table 3. The skewness and the average quality of
the elements of the simulation geometries

Geom. min. max. | avg. avg. g.
A 3e—4 | 094 |7e—2] 0091

B(dluy) | 6e—4 | 071 | 0.1 0.67

B(dsa) [ 9e—4 | 055 [8e—2] 09

The simulation was made in Ansys CFX. On the
sides of the flow field, periodic boundary condition
was defined (Figure 2, blue). The blade (Figure 2,
yellow) and the boundaries on the top and the bottom
of the flow field (Figure 2, grey) can be considered
as a no slip wall, resulting in a closed impeller.

Figure 2. The flow field and the mesh around the
trailing edge of the blade (in case of impeller A)

3

2.3. The FSI simulation

The FSI simulation is a coupled two-way Fluid-
structure-action simulation, which is essential for
investigating the blade deformation due to the flow
and its reaction to the flow region. The mechanical
finite-element model of the blade is also discretized
(Figure 3). According to Table 3., the minimum,
maximum and average value of the skewness and the
overall average mesh quality are acceptable in all
cases. To run the CFD simulation a rotating flow
domain and SST turbulence model was considered.

The mountings can be rigid (like the blade had
been welded to the back shroud in two points). This
method means the use of cylindrical constraints on
the mountings of the blade that restrain all degrees of
freedom. The other approach is that the mountings
allow rotational movement (like riveted mounting)
using cylindrical constraints allowing rotation and
adding remote displacement constraint too.

Figure 3. The mechanical model and the place of
the mounting

In the case of FSI simulation, only the shape of
the blade (Figure 2, yellow) can change; the
deformation of every other boundary region of the
flow field should be unspecified. Considering the
rigid bladed impeller will be important too in the
future calculations: it can be managed by running
only a CFD simulation on the designed flow field,
neglecting the deformation of the blade. The FSI
simulation was performed with the help of Ansys
System Coupling software. Only steady-state
simulations were run. Knowing that CFD
simulations may be inaccurate in off-design points,
the results should be considered carefully, future
simulations are recommended. Furthermore, the next
phase of this actual research plan is measurement in
laboratory, which can give more accurate results in
off-design conditions too.

2.4. The Grid sensitivity analysis

Each geometry was investigated with more
grids, and the comparison between them was made
by the help of the hydraulic parameters of the pump.
The sensitivity was studied with only running a CFD
simulation on the flow field, without FSI.
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Figure 4. The hydraulic parameters of the
impeller 4 (upper) and impeller B (lower) got
from simulations with different grids

As Figure 4 shows, the hydraulic parameters,
such as head, input power and hydraulic efficiency,
do not change significantly using different grids.
However, the time of a CFD simulation run (or one
step of the FSI simulation) is almost directly
proportional to the number of elements. As a result,
the meshes marked with a red dot (and indexed as the
3) on Figure 4 have been chosen for each geometry,
which resulted in both satisfactory time of running a
simulation and accuracy. (To make visualization
easier, the hydraulic parameters were proportioned to
the results got with the marked meshes).

3. RESULTS IN CASE OF IMPELLER A

3.1. The hydraulic characteristics

As impeller model 4 allowed the largest blade
deformation, the difference between the hydraulic
parameters of the rigid and the flexible blade was the
most significant in this case. (The impeller B was
made basically to a future measurement equipment.)

The characteristic curves will be usually plotted
as function of the relative flow rate: the ratio of the
actual and the nominal flow rate. When results are
plotted, the continuous lines are trendlines in the
following chapters.

4

Firstly, the head characteristics can give
information about the effect of the flexible blade.
The numerically calculated head curve of the rigid-
bladed impeller should be compared with the
theoretical head characteristics.

80 i
¥  Flexible
70 X FSlwith high E |4
% Rigid
60 — ~ ~ Theoretical char. |
50 -
E
v40 L
T
30
20 -
10
0 .
0 50 100 150

Q/Q, (%)

Figure 5. The head characteristics of the rigid and
flexible impeller blades and the theoretical head
characteristics with a rigid impeller with
infinitely many blades

All the impellers investigated was assumed with
blades that have constant blade thickness and width.
The theoretical head of the studied impeller can be
approximated as follows according to empirical
equations:

Hyw = —59,607 QQ + 89,717 (m) (1)

n

The head characteristics of the flexible blade run
significantly higher than the one of the rigid blades
according to Figure 5. The reason of this is the
deformation of the impeller circumference (the
blade's trailing edge; see section 3.2). The overall
deformation of the blade depends on the Young’s
modulus of the blade material and the geometry of
the blade, especially the blade width. In the case of
the actual study, linear elastic model can be
considered. This means that the deformation is
directly proportional to the force applied on the blade
and the proportion factor is the Young’s modulus

It was also taken to consideration, that the
improvement in the pump head is due to the blade
deformation and not just numerical error. A simple
method was developed: an FSI simulation with the
Young’s modulus set high (usually over 2 - 10* GPa)
that results practically in a rigid blade. If the results
of this simulation ran close to the results of the rigid
simulation (only CFD simulation without FSI), the
change in the hydraulic parameters can be considered
as the result of the flexible blades. The overall head
has therefore increased. However, this does not
necessarily imply an increase in the efficiency and a
decrease in flow loss due to flow separation.
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Figure 6. The input power characteristics of the
rigid and flexible impeller blades

The input power of the pump should also be
taken into consideration, which can be seen on
Figure 6. These results are favourable because the
input power appears to be higher due to the flexible
blading and not a numerical error, as it could be seen
in case of the head. It is difficult to calculate the
characteristic curves of the recorded power
analytically; the hydraulic efficiency curves should
be taken into consideration instead (Figure 7).
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Figure 7. The hydraulic efficiency curves of the
rigid and flexible impeller blades

The efficiency of flexible blades is
approximately 5-25% better than rigid blades. This
was one of the main goals of the research. The
efficiency improved mainly for medium flow rates.
Since this study investigates only the impeller (the
losses of the volute chamber or the mechanical losses
were not considered), the efficiency depends only on
the friction and the losses due to flow separation.
This is, in fact, the hydraulic efficiency of the pump.
To investigate these in more detail, and to interpret
the improvement in efficiency, it is necessary to
carry out a flow chart analysis too, which is
discussed in more detail in section 3.3.

5

3.2. The blade deformation

To analyse the effects of the blade deformation,
the velocity triangles at the leading edge and the
trailing edge of the blade should be considered. The
Figure 8 shows the velocity triangles.

+
Com
v
Figure 8. The velocity triangles
Considering Euler’s turbine equation:
H = CoulUy — Crylly @)

g

The value of the head of the pump could be
improved in the following cases neglecting the
viscous losses and considering only the Equation (2):

- The absolute velocity at the leading edge
has less or no circumferential component.
The ideal case is that the absolute velocity
vector is  perpendicular to  the
circumferential velocity; therefore, the
circumferential component of the absolute
velocity is zero. This means that the
absolute velocity has only a meridional
component that can be calculated
analytically. Knowing this and the
circumferential velocity, the optimal blade
angle can be calculated too, as it can be seen
on the upper part of the Figure 9 too.

- The circumferential component of the
absolute velocity at the trailing edge is
higher. This means that the blade angle at
the trailing edge should be as high as
possible, and as a result, the angle between
the circumferential and absolute velocities
should be low. This implies that the
circumferential component of the absolute
velocity is high, next to the same meridional
component of the absolute velocity.
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Figure 9. The blade angles at the leading (upper)
and the trailing (lower) edge (flexible and rigid
blade)

The Ansys CFX post-processor can measure the
deformed geometric blade angle. The blade angle
can be calculated from the velocity triangle can be
known from the simulation results. The upper part of
Figure 9 shows that the deformation of the blade
angle at the leading edge in the case of flexible blade
is opposite to the desired direction. This is due to the
flow separation on the leading edge, which results in
a suction zone. This zone makes the blade deform
opposite to the required direction. The goal would be
having the geometric blade angle as close to the
optimal as possible and reducing the flow separation.

However, this does not mean that the head
achieved get significantly lower as it could be seen
in Chapter 3.1. The equation (2) includes the
circumferential ~ velocity, which velocity is
significantly higher at the trailing edge than at the
leading edge. As a result, the deformation of the
trailing edge should affect the head of the pump more
significantly, because the circumferential velocity is
significantly higher at the trailing edge than the
leading edge. The characteristics of the deformation
and the blade angle are consistent with the head
curve, because the higher [, angle of the flexible
blade resulted in the growth of the pump head.
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Figure 10. The effect of the centrifugal force and
the flow on the deformation of the blade (the
deformed blade geometry is blue)
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Figure 11. The effect of the mounting (I) and the
lower Young’s modulus (r) on the deformation

As Figure 11 shows, neither the rivetted
mounting nor the more flexible blade material
significantly affected the deformation at the blade's
edges. This means that the fixed mounting should be
preferred to the first testing period of the research: it
is easier to manufacture and numerically more stable,
too. The more flexible blade material should be
investigated with another impeller though, which is
written in section 4. It was also studied if the field of
the centrifugal force itself can lead to the same
amount of deformation as it would be combined with
the flow. This would be true, if the FSI simulation
gave approximately the same deformation, as the
centrifugal force itself. It has been proven to be false,
(see Figure 10). As it can be seen, the effect of the
flow leads to significantly different deformation.
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This is important, because if it was not, an easier
simulation without FSI could have been made,
reducing computational cost. In the future, a fan
impeller should be also taken to consideration,
because in this case, the effect of the centrifugal
force may be more significant.

3.3. The analysis of the flow field

The blade deformation is a direct answer to the
increase in the head of the pump as it could be seen
in Chapter 3.1 and 3.2. (therefore, an increase in the
input power, too). However, a more detailed study of
the impeller flow field is needed to investigate the
improved hydraulic efficiency.

The rothalpy, as an energy-dimension quantity,
should be taken into consideration. This will be used
to investigate the flow losses and, consequently, the
efficiency relations for the different simulations.
Note that in a stationary coordinate system, the total
pressure would be the appropriate variable to study
the losses. Neglecting the potential energy and
assuming the constant temperature of the fluid, the
rothalpy can be written as follows:

w?  u?
[==f——— 3
t5 -5 3)

DI

In this case, the rothalpy, that describes the
losses can decrease due to the work of the shear
stresses or dissipation and heat transfer from the
flow. The decrease in the rothalpy in the flow field is
the following can be seen on Figure 12. This is
shown in the case of 85% relative flow rate because
this shows the most significant difference between
the rigid and the flexible blade.

Rigid impeller

Flexible impeller

-

& & & ) &
S © :
| i |

Rothal J kgt-1
Rothaly W kg*-1]

Figure 12. The loss of the rothalpy in the flow
field: colour blue means high flow losses

Figure 12. shows that the zones with a higher
loss in the rothalpy is wider in case of rigid blade.
This implies higher loss due to flow separation,
especially around the trailing edge of the blade. The
lower this flow separation zones could be, the higher
would be.

7

4. RESULTS IN CASE OF IMPELLER B

The impeller geometry B was tested with either
blade made from Aluminium or 3D-printed ASA for
experimental studies to be carried out in the future.

Aluminium ASA
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— — —Theoretical — — — ‘Theoretical
0 : : 0 - -
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Figure 13. The head characteristics of the
Aluminium and ASA-bladed impellers

As Figure 13 shows, the real head characteristics
are significantly lower than the theoretical curve
compared to the steel impeller. The reason of this is
that the blade width of the ASA and the Aluminium
blade compared to the impeller diameter is
significantly higher than the one made from steel.
The trailing edge of these blades is filleted, too, not
as sharp as the steel one (see Figure 2). This results
in a higher flow separation. Furthermore, the flow
separation can affect the characteristics even more
due to the higher number of blades.
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Figure 14. The efficiency characteristics of the
Aluminium and ASA-bladed impellers

The ASA blade is more flexible than the
Aluminium one. Consequently, bigger improvement
can be achieved with it in efficiency. This is even
more significant in off-design points (Figure 14).
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One of the research goals is exactly this:
designing a flexible blade, that improves the
hydraulic efficiency in off-design operating points.

The FSI simulation's main disadvantage is its
significantly high computational cost, especially
with high mesh element numbers. To make the
algorithm faster, a half-numeric method was also
tested. This means that the net force due to the flow
and the centrifugal force field are calculated only in
one iteration step. This force is applied to the
analytical model of the blade, which means a beam
fixed in two points. Solving the differential equation
of a flexible beam would be a boundary condition
problem that could be solved. However, this method
has been proven to resulting in significantly lower
deformations than the FSI simulation. The possible
cause of this is that the flow separation at the leading
edge leads to a pressure drop, and high suction force,
as it can be seen in Figure 15. Due to the deformation
caused by this force, the higher the deformation at
the leading edge is (see section 3.2), the higher the
flow separation will be. As a result, this method
could not be used to further analysis.

Figure 15. Flow separation zones around the
leading edge in the case of rigid blade (left) and
deformed flexible blade (right)

5. CONCLUSION

Coupled FSI simulations were used to
investigate the effects of rigid and flexible bladed
impellers on the hydraulic parameters such as head
and efficiency. The flexible impeller increased the
efficiency by 10-20% depending on the flow rate,
and 15% increment was recorded in case of impeller
A in the best-efficiency point. In addition, due to the
deformation, the head increased. In all cases, the
trailing edge of the blade is slightly displaced
towards the pressure side, while the leading edge is
displaced towards the suction side at lower flow rates
and towards the pressure side at higher flow rates.
This is quite unfavourable; the blade should deform
in such way that the leading edge moves towards the
optimal direction. This can be made, for example, by
actuators ([1] [3]). However, this method would
result in a significantly more difficult and more
expensive to manufacture impeller than the passively
deformable one. A significant part of the
deformation is due to the centrifugal force, but the
effect of pressure distribution is also not negligible.
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It can be stated that the rothalpy remains
approximately constant according to the theoretical
value between the two blades, but there are
separation zones on the blade, too. These depend on
the flow rate and the flexibility of the blade.
However, the present study of the flow field does not
allow a more precise and detailed explanation of the
improvement in efficiency, so this requires further
analysis such as more accurate simulations and
experimental studies. It is also important to make the
blade as thin as possible to earn the best efficiency
and more streamlined design.

The inaccuracy of the simulation is partly due to
the less accurate mesh and numerical scheme.
However, a more accurate scheme would made the
meshing procedure significantly more difficult. The
simulation converges relatively slowly, especially in
further distance from the design point, and does not
converge at all flow rates. A possible solution to this
problem could be a transient simulation, but the
computational capacity requirement of this is
significantly higher.
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ABSTRACT

Although trees provide shade for pedestrians,
enhancing their thermal comfort, dense vegetation
can remarkably hinder the ventilation efficiency of
an urban area, resulting in greater pedestrian
exposure to traffic-related air pollutants. In the
present paper, the widely used realizable k-¢ and
k-o SST turbulence models, as well as a novel
geometry-informed k-¢ turbulence model are
compared and applied to investigate the impact of
tree planting in finite-length street canyons of
H/W=0.5 and L/H =5 aspect ratios.

The geometry-informed k-¢ model is based on a
new eddy viscosity formulation that relies on the
same set of physical parameters as the k-@ SST
model. The new model constrains the growth of the
turbulent length scale by incorporating wall distance,
even in flow regions where turbulent kinetic energy
dissipation exceeds production (dissipative regime).
The geometry-informed (GI) model is implemented
in ANSYS Fluent as a user-defined eddy viscosity
formulation for the standard k-¢ model. The resulting
GI k-¢ model is parameterized similarly to the
standard k-e model, except for the C;; constant,
which is set to 1.55. The model has previously
demonstrated superior accuracy compared to classic
eddy viscosity models in some test cases (i.c.,
channel flow, shear flow, and backward-facing step),
though it has not yet been tested in any complex flows.

The present paper proves that the new turbulence
model is suitable for the accurate simulation of
building-scale transport processes: the validation
metrics, characterizing the agreement of the
modelled velocity and concentration field with
previous measurement data, show similar
performance compared to those obtained using the
industry standard realizable k-¢ and k-w SST
turbulence models.

Keywords: CFD, pollutant dispersion, street
canyon, trees, turbulence model, urban air
quality.

NOMENCLATURE

Roman symbols

c kg/m® concentration

c* 1 normalized concentration

Cre 1 model constant of the k-¢ model

cd 1 drag coefficient

Cey 1 model constant of the vegetation
model

Cs 1 model constant of the vegetation
model

Dy m?%s  turbulent mass diffusivity

H m building height (reference height)

k m?/s?>  turbulent kinetic energy (TKE)

K m equivalent sand-grain roughness
(wall roughness)

L m canyon length

Ly m source length

N 1 number of elements

o [ST] reference data observed in the
experiments

P [ST] model predictions (CFD results)

(0] kg/m®  total source intensity

Re 1 Reynolds number

Sc, 1 turbulent Schmidt number

Sk kg/m/s® vegetation source term in the
equation for TKE

Su,i N/m?  vegetation source terms in the
momentum equation

Sy kg/m3/s volume source intensity of the
passive scalar

Se kg/m/s* vegetation source term in the
equation for turbulent dissipation

u m/s streamwise velocity component

1
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Us m/s free-stream velocity (reference

velocity)

v m/s spanwise velocity component

v m/s velocity vector

Vs m? volume of the source zone

w m canyon width (street width)

w m/s vertical velocity component

X m streamwise coordinate

y m spanwise coordinate

yt 1 dimensionless wall distance

z m vertical coordinate

Greek symbols

Ba 1 model constant of the vegetation
model

DB 1 model constant of the vegetation
model

0 m boundary layer depth

Ac* % change of the normalized
concentration

Ax m mesh resolution

& m?/s®  dissipation rate of the TKE

m?%s  kinematic viscosity

Vi m?%s  turbulent viscosity

p kg/m®  air density

® m?/s’  specific dissipation rate of TKE

Further notations

m average of a data set X'
ox standard deviation of the data set X
x| absolute value of the vector x

1. INTRODUCTION

Air pollution is a significant environmental
factor influencing human health, as it presents
considerable hazards for pollution-related diseases
and premature death. In light of urbanization, it is
crucial to gain a comprehensive understanding of the
flow dynamics within urban landscapes, as well as
the dispersion patterns of pollutants. Moreover, it is
essential to analyze the effects of vegetation and
various obstructions on pollutant concentration
levels, as such insights are vital for the development
of reliable methods for urban air quality evaluation.

Urban vegetation, particularly trees, plays a
crucial role in the microclimate of municipal areas.
Trees mitigate urban heat by providing shade,
leading to improved heat comfort and reduced
ambient and surface temperatures (Salmond et al.
2016). By reducing runoff, trees help moderate the
vulnerability to water flooding. Through intercepting
precipitation and facilitating evapotranspiration,
vegetation enables better adaptation to the challenges
of climate change (Gill et al., 2008). Additionally,
tree canopies act as pollutant sinks through dry
deposition and absorption (Janhill, 2015), and can
also attenuate traffic noise. Moreover, enhancing
urban vegetation supports biodiversity (Gomez-
Baggethun et al., 2013) and promotes well-being by
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encouraging physical activity, stress relief, cognitive
restoration, and social interaction (Salmond et al.
2016).

However, trees in street canyons can adversely
impact air quality by reducing airflow and trapping
pollutants. Over the past two decades, several wind
tunnel experiments and computational fluid
dynamics (CFD) simulations have examined the
aerodynamic effects of urban vegetation, which is
reviewed by Janhill (2015), Gallagher et al. (2015)
and Buccolieri et al. (2018). The key findings from
the relevant studies are summarized below.

Several researchers have investigated the impact
of urban trees at the scale of a single street canyon.
Fellini et al. (2022) and Carlo et al. (2024) used wind
tunnel measurements, while Buccolieri et al. (2009)
combined wind tunnel experiments with numerical
simulations to analyze the effects of trees in a street
canyon with a height-to-width ratio of 0.5, focusing
on perpendicular wind directions. The results
obtained by Buccolieri et al. (2009) indicate that
trees reduced flow rates by 33% at pedestrian height
compared to the empty reference canyon and despite
the increased shear within the canyon, caused by the
three canopy zones, TKE production remained
mostly unchanged. In terms of pollutant
concentrations, Fellini et al. (2022) reported an
increase of up to 22% for the entire canyon volume.
Meanwhile, Buccolieri et al. (2009) found that wall-
averaged concentrations increased by 40% on the
leeward side but decreased by 25% on the windward
side in the presence of trees. Noteworthy results from
Fellini et al. (2022) showed that the average pollution
level does not correlate with the number of trees,
contradicting the belief that an increased vegetation
fraction leads to an increased pollutant accumulation.
The evaluation of different urban scenarios by Carlo
et al. (2024) concluded that cars, boundary walls, and
hedges along the pedestrian zones can reduce
pollutant exposure by 15%, 23%, and 11%,
respectively, while similarly located trees potentially
increase exposure by 51% for dense and 17% for
sparse tree arrangements.

To achieve more realistic results, some studies
have examined either an idealized or an actual urban
neighborhood. A study by Gromke and Blocken
(2015a, 2015b) analyzed the impact of avenue trees
in a simplified urban neighborhood comprising 7x7
building blocks through 3D steady Reynolds-
averaged Navier-Stokes (RANS) simulations. It was
concluded that a 1% increase in the vegetation
coverage in the street canyons corresponded to about
a 1% rise in neighborhood-average pollutant
concentration, in the 4% to 14% coverage range.

Furthermore, air quality investigations were
performed in real urban scenarios in Lisbon and
Aveiro, Portugal (Amorim et al., 2013), as well as
Pamplona, Spain (Santiago et al., 2017) through
similar methods. Both studies revealed significant
changes in the flow field due to the presence of trees,
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with an average pollutant concentration increase
from 7.2% up to 13.2% for perpendicular wind
approach and 12% for oblique flows at pedestrian
level.

Importantly, the majority of CFD-based research
papers model the effects of vegetation via the
solution of the Reynolds-averaged Navier-Stokes
equation, a turbulence modelling approach
frequently used in urban dispersion studies (Toparlar
et al., 2017). The RANS approach has a few
advantages compared to scale-resolving turbulence
models, such as large eddy simulation (LES), namely
that (1) its computational demand is significantly
smaller than that of LES, and (2) there are numerous
best practice guidelines (BPGs) available to support
its use (Blocken and Gualtieri, 2012; Blocken, 2015).
Therefore, it became common practice in both the
industry and in research to employ the available
computational power to simulate larger and more
complex problems using RANS instead of switching
to scale-resolving turbulence models (Blocken, 2018).

On the other hand, RANS results can often be
inaccurate, both in urban dispersion studies (see, e.g.,
Gousseau et al., 2011; and Tominaga and
Stathopoulos, 2013), and in other applications as
well. It was noted by Kristof et al. (2025) that in a
quasi-stationary free shear flow, various well-known
Reynolds-averaged turbulence models lead to
qualitatively  incorrect results: the velocity
magnitude decreases over time, resulting in a
decrease in the spatially averaged values of hydraulic
power, production, and dissipation. However, when
the driving force is maintained, the average value of
turbulent kinetic energy remains close to the DNS
results, indicating a realistic value. With nearly
constant kinetic energy and decreasing dissipation,
turbulent viscosity increases, which explains the
reduction in velocity amplitude. Throughout this
process, the turbulent length scale grows
indefinitely. The incorrect asymptotic behavior of
these models may also affect the accuracy of the
engineering applications of CFD.

To address this issue, Kristof et al. (2025)
introduce a new eddy-viscosity formulation that
depends on similar parameters to the k-o SST model
but includes an additional dependence on wall
distance in the dissipative regime, proportional to the
square root of the wall distance. This slight
dependence on wall distance prevents the unlimited
growth of the turbulent length scale, which is why
we refer to the new formulation as the geometry-
informed (GI) model. When incorporated into the
standard k-¢ model equations, the GI formulation
yields a shear stress distribution in equilibrium
channel flow that aligns well with known DNS results.

The resulting turbulence model (GI k-&¢ model)
does not require wall function application (it is
monotonically integrable from the wall) as long as
the numerical grid is sufficiently refined near the
solid wall (¥ < 4).
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The present paper aims to benchmark the new
geometry-informed k-¢ turbulence model in realistic
urban applications, both in the presence of trees and
in vegetation-free cases, by comparing the model
results to data obtained using the industry standard
RANS turbulence models and to the results of wind
tunnel experiments.

2. METHODS

2.1. Geometry

A few geometries from the wind tunnel study by
Carlo et al. (2024) were replicated using
computational fluid dynamics (CFD) simulations.
The investigated setup consisted of a regular array of
H=0.1 m tall, rectangular building blocks, forming
numerous street canyons and intersections. The flow
field is characterized by a Reynolds number of
Re= U.H/v=3x10". The street canyons parallel to
the x axis (wind direction) have a height-to-width
aspect ratio of H/W=1, and the street canyons
perpendicular to the wind direction have an aspect
ratio of H/W = 0.5. Both types of street canyons are
of L/H =5 length. The modelled geometry is shown
in Figure 1. The top boundary of the computational

11H
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2.5H 2.5H
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ecedece:
0000050
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Figure 1. Layout and dimensions of the
computational domain. The reference height is
H =20 m. In the sparse trees scenario (2x4 trees),
the vegetation is only considered in the solid green
zones, while in the dense trees setup (2x7 trees),
vegetation is modelled in the zones denoted by
both the solid and striped green areas. The yellow
markers C (canyon), I (intersection), R (roof),
and S (street) denote the location of the velocity
profiles shown in Figure 3.
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domain was placed 6 =11H distance above the
rooftops, in which ¢ is the depth of the boundary
layer forming above the building, as reported by
Carlo et al. (2024) and Fellini et al. (2022).

Carlo et al. (2024) performed concentration
measurements in one of the wider, H/W = 0.5 street
canyons, located perpendicular to the wind direction,
which is the critical orientation regarding air quality.
In some cases, model trees were installed near the
walkways on both sides. The sparse trees
configuration consisted of four equidistantly placed
trees on both sides of the canyon, while the dense
trees setup had 2x7 trees installed (Figure 1). The
wind tunnel experiments employed two parallel line
sources in the middle of the canyon, which are
modelled as a single combined emission zone in the
present model, the length of which is equal to the
length of the canyon (L = L = 5H).

2.2. Meshes and boundary conditions

The computational domain was discretized using
polyhedral cells. The target cell size in the focus area,
i.e., within the H/W=0.5 canyon, was H/Ax =33,
with an additional mesh refinement to H/Ax =66
near the source zone. The target mesh size was H/16
on every solid surface outside the target canyon.
Inflation layers with a first layer height of
H/100 were applied next to all solid boundaries. In
the entire mesh, a linear growth rate of a maximum
of 1.2 was allowed between adjacent cells, and the
largest cells were H/3, near the top of the domain.
The structure of the mesh is illustrated in Figure 2.

The above meshing parameters correspond to a
medium mesh (hereinafter denoted by “M”) of 2.04
million elements. Two further meshes were created
using a linear refinement ratio, resulting in a coarser
1.01-million-cell and a more refined 5.33-million-

Figure 2. Spatial discretization of the computa-
tional domain near the buildings, for the coarsest
mesh (S), with a spatial resolution of H/Ax =22
within the canyon. The zones representing vegetation
are denoted by green color. The pollutant source
zone in the middle of the canyon is represented by
red color. The yellow plane is an XZ cutplane
located in the middle of the canyon (y = 0).
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cell mesh, hereinafter denoted by “S” and “L”,
respectively. The orthogonal quality of the cells in
each mesh was above 0.17, which is considered
adequate.

To model the repetitive building pattern (see
Fellini et al. (2022) and Carlo et al. (2024) for photos
of the experimental setup), periodic boundary
conditions were applied at the streamwise ends of the
computational domain, and symmetry was assumed
at the spanwise boundaries and at the top. At the solid
boundaries, i.e., at the building walls, at its roof, and
on the ground, rough no-slip walls were assumed, in
combination with a near-wall treatment using the
standard law of the wall. The equivalent sand-grain
roughness (K;) was set uniformly for all walls in each
simulation to have a good match with the TKE
profile obtained above the buildings in the wind
tunnel.

The periodic model was driven by a pressure
gradient in the x direction, controlled around the
value of —0.08 Pa/m with a prescribed target mass
flow rate of air in the x direction of 3.9 kg/s. The
mass flow rate was prescribed in order to result in a
free-stream velocity of U, =u(d) = 5.5 m/s, in line
with the measurements of Carlo et al. (2024).

Importantly, while the flow field is periodic, the
concentration field is not: we only want to model the
pollutants emitted in the investigated canyon, and no
upstream sources are taken into account — similarly
to the wind tunnel experiments. Consequently, the
flow and concentration fields must be computed
separately. After reaching sufficient convergence for
the former, the periodic boundaries were decoupled,
and the flow field was “frozen”, i.e., only the
diffusion equation was solved, taking the flow field
as an input. For this, a pressure outlet boundary
condition is assumed at the downstream boundary
(with 0 Pa gauge pressure), allowing the pollutants to
leave the simulation domain freely.

2.3. Solver setup

In the majority of the cases presented in this
paper, the geometry-informed k-¢ model developed
by Kristof et al. (2025) was applied. For comparison,
turbulence was also modelled using the realizable
k-& model, which is considered the industry standard
approach for steady-state RANS calculations in the
field of urban dispersion. Furthermore, the k- SST
model, widely used in several engineering
applications, was also utilized in one simulation.

The dispersion of traffic-related air pollutants
was modelled using a passive scalar. The pollutant
source was represented by a volume source term, Sy,
added to the scalar transport equations. The pollutant
emission rate, therefore, can be calculated as
0 = Sy/(pV;), in which p is the density of air, and V
is the total volume of the source zones.

Setting an appropriate value for the turbulent
Schmidt number, i.e., the ratio of the turbulent
viscosity to the turbulent mass diffusivity
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(S¢; = v/D,), can strongly influence the quality of the
concentration results calculated based on steady-
state RANS models (Gousseau et al., 2011). In the
present study, Sc; = 0.2 was chosen for all cases, via
optimization over the Sc;=0.04...1.3 range.
According to Tominaga and Stathopoulos (2007),
the found optimum value is lower than usually
applied in near-field dispersion, but not
unprecedented, see e.g., He et al. (1999).

The transport equations were solved using the
Coupled solver and second order flux schemes for
the spatial discretization of all variables in Ansys
Fluent 2023R1. Due to the high characteristic
Reynolds number, the limit for the turbulent
viscosity ratio was increased to 10%, which is a
common practice in building-scale RANS
calculations.

2.4. Modelling the effects of vegetation

The effect of vegetation was modelled using the
following source terms in the vegetation zones (see
Figure 1 and Figure 2) for the flow and turbulence
equations, following the model derived by Sanz

(2003).

Su,i = —pcdui|v| (1)

Sk = pca(BpIVI® = Balvik) @)
€ 3

Se = pca; (CesbpVI® = CesPalvik) 3)

In the above equations, S,,;, S, and S, are the source
terms appearing in the transport equations for the
three velocity components (u; = u, v, w) as well as for
the turbulent kinetic energy (k) and its dissipation
rate (¢). Furthermore, p is the density of air, c; = 0.65
is the drag coefficient of a single tree (Carlo et al.
2024), and |v| denotes the magnitude of the velocity
vector. Finally, g, =1, fa=5.1, C4 =009, and
C.5 = 0.9 are model constants.

The source terms in the momentum equation
account for the pressure loss caused by the viscous
resistance of the tree branches and the leaves.
Moreover, the source term in the transport equation
of k models the conversion of large-scale TKE into
small-scale TKE, as the porous canopy converts the
energy of the flow into wake turbulence. Finally,
source term for the turbulent dissipation is based on
Kolmogorov’s relation (Balogh and Kristof, 2009).

The above formulation is widely used in the
literature, such as by Balogh and Krist6f (2009),
Balcz6 et al., (2009), Kenjeres and Ter Kuile (2013),
Gromke and Blocken (2015a, 2015b), and Santiago
et al. (2019). It is important to note that the values of
the parameters (f,, fa, Cz4, and Cgs) can vary between
different studies, and the values used in the present
model are taken from Gromke et al. (2015a).

For fellow CFD modelers, we have two practical
remarks. Firstly, if the geometry is created in model
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scale, the full-scale drag coefficient of a single tree
must be multiplied by the model scale to yield the
same pressure loss — see Balczd et al. (2009) and
Gromke (2011). Secondly, for sufficient
convergence, the use of an implicit solver is required.
Therefore, the derivatives of the above source terms
with respect to u;, k, and ¢ must be provided — see,
e.g., Balczo et al. (2009).

2.5. Performance metrics

To assess the accuracy of the models, the
performance metrics proposed by Chang and Hanna
(2004) were applied to the concentration results. The
full names of the metrics are given in Table 1 later.

R _(-0)(P-P) &)

0y Op
N

1
FAC2 = N-Z‘fi' with
&

, 5)
ﬁ={1 if 055 <2
0 otherwise
ppo_ 0P ©
" 050 +P)
(0 — P)2
NMSE = Q (7)
MG = exp(m — m) (®)
VG = exp ((ln 0 —In P)Z) 9)

In addition to the above performance metrics, the
average absolute deviation, as defined by Montazeri
and Blocken (2013), can be computed as

AAD = |0 —P|. (10)
In the above formulas, P denotes the model
predictions (CFD simulation results), and O denotes
the reference data observed in the experiments.

Moreover, O and P stand for the averages over these
data sets, oo and op represent their standard
deviations, and N denotes the number of elements of
the data sets. Note that as the absolute measurement
uncertainty is unknown, small data are not omitted
based on this criterion; hence, the formulas presented
in this paper are mathematically simpler than the
original ones.

3. RESULTS AND DISCUSSION

This section presents the comparison of the
velocity, turbulence, and concentration results
obtained throughout seven simulation cases, with
combinations of (1) three meshes of different spatial
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resolution, (2) three turbulence models and two
different wall roughnesses, and (3) three different
tree configurations, including the tree-free canyon.

3.1. The impact of the applied
turbulence model on the flow and
concentration field

Firstly, let us compare the flow fields obtained
using different turbulence models. As discussed
above, the wall roughness was tuned to achieve a
good agreement between the numerical and
experimental TKE profiles. As shown in Figure 3,
the geometry-informed k-¢ model requires around
two times higher sand-grain roughness (Ky/H = 0.15)
to achieve the same turbulence levels compared to
the realizable k-¢ and the k-0 SST models
(Kv/H = 0.07). It is also worth noting that the GI k-¢
model reproduces the shape of the TKE profile most
accurately, especially just above roof height. The
agreement of the GI k-¢ model results and the
experimental  data is  characterized by
NMSE = 6.7x107 in contrast to 1.1 X102 (realizable
k-g) and 1.8x1072 (k- SST). Moreover, despite the
fact that the TKE in the bulk flow is set to be similar
for all turbulence models, the GI k-¢ model yields
substantially more turbulence below roof height,
which is also visible in Figure 5.

Furthermore, let us assess the shape of the
velocity profiles. It can be clearly seen that the GI k-

Mean velocity (canyon)
xH=1,y/H=0

Mean velocity (intersection)
xH=1,y/H=413

€ model (with K/H = 0.15) yields the closest match
with the experimental results, characterized by
NMSE = 5.9x10 (averaged over the four velocity
profiles shown in Figure 3), while the realizable k-¢
and the k- SST models yield somewhat more
modest values (8.3x1073 and 1.7x102, respectively).
The agreement of the profiles produced by the GI
k-¢ model is remarkable in the lower part of the
“intersection” location, but the three other velocity
profiles show similar levels of correspondence, too.
Note that all CFD profiles show excellent correlation
with the experimental data: the correlation
coefficients are over R = 0.98 for each profile.

Secondly, the concentration results presented in
Figure 4, obtained using Sc,=0.2, show a good
agreement between the experimental observations
and the model predictions in 116 gauging points
located within the canyon. It was observed that for
higher Sc; values, the model overpredicts the
concentrations for all investigated turbulence
models. This draws attention to the fact that the
applied periodic modelling approach combined with
RANS turbulence models requires setting a lower Sc,
value than usually applied in near-field dispersion
studies.

The performance metrics of the concentration
results, compiled in Table 1, highlight that although
all three models show only acceptable correlation
with the experimental data (R =0.517...0.543), the

Mean velocity (roof)
xH=4.5,y/H=0

5 5 5
4 4
3 3
T I
N N
2 2
1t 1t .
0 0
0 0.25 0.5 0.75 1
u/U.
Mean velocity (street) Turbulent kinetic energy
5 x/H=4.5,y/H=413 Average of the 4 locations
- e
4 e \Wind tunnel
Real. k-¢ | Mesh: M | K¢/H =0.07
3 — — —k-w SST | Mesh: M | Kg/H =0.07
I - - -Gl k¢ | Mesh: M | Kg/H =0.07
N 2 — Gl ke | Mesh: M | KgH = 0.15
Gl k-¢ | Mesh: S | K/H =0.15
) — Gl k¢ | Mesh: L | Kg/H =0.15
0

0
0 0.003

0.006

0.009 0.012
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Figure 3. Comparison of the velocity and turbulence profiles obtained in the numerical simulations using
turbulence models and meshes and in the wind tunnel experiments by Fellini et al. (2022) and Carlo et al.
(2024). The locations of the four vertical profiles are shown in Figure 1. (In this figure, the profiles are only
shown up to zZH = 5, but they were modelled up to z/ZH = 12.)
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Figure 4. Comparison of the mean normalized concentration (c¢* = cU~LsH / Q) obtained in the 116 gauging
points of the wind tunnel experiments by Carlo et al. (2024) and the corresponding locations in the CFD

simulations of the present study.

systematic error is minor, (FB=10.171...0.240,
MG =1.137...1.281) and the scatter of the data is
also moderate (NMSE = 0.339...0.351,
VG=1.219...1.263). The average absolute
deviation of the predicted concentrations from the
measured ones is AAD=5.3...5.9 for the three
different turbulence models, which can be
considered acceptable, as the range of the
experimentally observed concentrations for the
empty street canyon was c¢*=2.4...39.0.

In conclusion, it can be stated that the geometry-
informed k-¢ turbulence model is capable of
reproducing the flow and concentration field in urban
street canyons with similar accuracy as the industry
standard realizable k-g and k-o SST models.

3.2. Mesh convergence analysis

It can be observed in Figure 3 that the velocity
and TKE profiles obtained using different spatial
resolutions (within the canyon: H/22, H/33, H/50),
shown by the three continuous blue curves, collapse
onto one another within a line width. Furthermore,

the dispersion results shown in the middle panel of
Figure 4 reveal that the concentrations obtained at
each gauging point on the different meshes are very
close to one another, i.e., the resulting scatter plots
show a very good overlap.

The above findings are also reinforced by the
performance metrics presented in Table 1: the values
of the metrics do not significantly change with the
mesh refinement, supporting the conclusion that
even a H/22 spatial resolution within the canyon is
sufficient for steady-state RANS simulations of
urban dispersion using the geometry-informed k-¢
model.

3.3. The impact of trees on urban air
quality

The scatter plots presented in the right-hand panel of
Figure 4 reveal that qualitatively, the agreement with
the measurement data is similar to that of the treeless
case. Moreover, the performance metrics presented
in Table 1 show minor improvements in terms of the
systematic error (see FB and MG), but the noticeable

Table 1. Performance metrics characterizing the performance of the dispersion model in combination with
different meshes, turbulence models and tree configurations. (The formulas for the metrics are given in

Eqgs. 4-10.)
Tree configuration > none | sparse | dense -
Turbulence model P | real. k-¢ | k-0 SST ‘ geometry-informed k-¢ %‘J
Metric W Mesh P> M S L M =
Correlation coefficient (R) 0.543 0.522 0.517 | 0.523 0.516 | 0.422 0.456 1
Factor of two of observations (FAC2) 0.914 0.888 0.862 | 0.862 | 0.862 | 0.836 0.828 1
Fractional bias (FB) 0.171 0.181 0.240 | 0.235 | 0.240 | 0.136 | 0.163 0
Geometric mean bias (MG) 1.137 1.181 1.281 | 1.277 | 1.281 1.083 1.093 1
Normalized mean square error (NMSE) 0.351 0.345 0.339 | 0.331 0.341 0.488 0.583 0
Geometric variance (VG) 1.237 1.219 1.263 | 1.259 | 1.263 1.304 1.391 1
Average absolute deviation (AAD) 5.521 5.319 5.941 | 5.867 | 5.955 8.286 9.635 0
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increase of the NMSE, VG, and AAD values
suggests that the model predictions of pointwise
concentration values are more intensely affected by
the random error when vegetation is present.
Nevertheless, all metrics can be considered

Velocity vectors

Realizable k-

Geometry-informed k-

IV|/Us

| —

0 0.05 0.1 0.15 0.2 0.25 0 0.002

Turbulent kinetic energy

TKE / UZ

moderate; therefore, the geometry-informed k-¢
turbulence model can be viewed as a reasonable
alternative for predicting the concentration field in
the presence of trees as well.

Normalized concentration

0.004 0.006 0.008 0.01 0 10 20 30 40 50

Figure 5. Comparison of the flow and concentration fields obtained using the realizable k-¢ model and the
geometry-informed k-¢ model on the medium-resolution mesh (M). The vertical cut-plane is located at the
symmetry plane (y = 0), and the horizontal cutplane is located at z/ZH = 0.1.

Inflow (=) and outflow (+)

Empty canyon (Gl k-g)

Dense trees (Gl k-g)

v/U,, w/U,
-0.04 -0.02 0 0.02 0.04 0

Turbulent mass diffusivity
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Figure 6. Comparison of the quantities characterizing the transport processes, both for an empty street
canyon and one with densely installed trees. The concentration is plotted on the walls and a vertical cut-
plane located at the symmetry plane (y = 0). All results in this figure were obtained using the geometry-

informed k-¢ model.
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To the best of the Authors’ knowledge, no CFD
results were previously published for the currently
investigated geometry; therefore, a handful of
simulation results are hereby presented in order to
provide aid in understanding the flow and dispersion
processes governing the mass transfer of medium-
length street canyons.

The left-hand-side panels of Figure 6 show that
the presence of trees substantially decreases the
magnitude of the inflow and outflow velocities at the
lateral sides of the canyon, and especially at roof
level, above both the leeward and the windward
walkways. Similarly, the turbulent mass diffusivity
at the lateral and vertical boundaries of the canyon,
becomes noticeably lower when 2x7 trees are present
(i.e., for the dense tree arrangement), resulting in an
increase in pedestrian exposure by 31.6% over the
leeward (upwind) walkway and a decrease of 9.4%,
over the windward (downwind) walkway. Remark:
the spatial averages were obtained in 0.1 tall and
0.2H wide boxes at the feet of the buildings.
Although the concentration decrease at the windward
pedestrian zone of the vegetated street canyon may
sound counterintuitive, Carlo et al. (2024) reported
similar findings in the experiments.

The predicted concentration changes in the
pedestrian zones and in the entire canyon relative to
the tree-free canyon are listed in Table 2 for both tree
configurations. The currently presented model
results somewhat underestimate the observations of
Carlo et al. (2024), who found the canyon-average
concentration to increase by 22.3% and 70.5% as the
consequence of planting the trees in the sparse and
dense configurations, respectively, based on the
average of the pointwise measurements.

4. CONCLUSIONS AND OUTLOOK

In this paper, a novel RANS turbulence model,
the geometry-informed k- (GI k-g) model developed
by Kristof et al. (2025), was applied to simulate the
time-averaged flow and concentration field in a
periodic building configuration. The investigated
geometry consisted of street canyons of H/W=0.5
and L/H =5, in which the effects of 2x4 and 2x7
trees, installed over the walkways, on urban air
quality and pedestrian exposure were also analyzed.

The results underline that the new geometry-
informed k-¢ turbulence model is a suitable
alternative for computing the flow and dispersion

field to the industry standard realizable k-¢ and k-®
SST turbulence models based on several
performance metrics. It was also shown that the GI
k-& model results are of similar accuracy for the two
tree arrangements of different density as for an
empty street canyon, with the relative concentration
increases due to the presence of vegetation also being
generally in line with the experimental observations
of Carlo et al. (2024) about the same setup.

In its current form, the GI k-¢ model differs from
the standard k-¢ model primarily in the formulation
of the eddy viscosity. The optimization of the source
terms in the turbulent dissipation (¢) transport
equation is the subject of ongoing research.
However, even in its present state, the model
represents a reasonable alternative approach for
simulating urban air pollutant dispersion, and its
further development is worth paying attention to.
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ABSTRACT

Bubble columns have been widely studied
concentrating mostly on the bubble parameters, and
gas/liquid motion. However, bubble generated
mixing in the column is rarely analysed, especially
with counter-current liquid flow. For this reason,
experiments with Laser Induced Fluorescence (LIF)
applying Sulforhodamine G as fluorescent tracer
dye were performed in a laboratory-scale counter-
current flow bubble column. In these experiments
the efficiency of the bubble generated mixing was
investigated by varying the bubble size, gas and
liquid flow rates and the dye inlet position.
Additionally, the mixing results were compared to
the liquid flow fields obtained from Particle Image
Velocimetry (P1V). From the results it is obvious,
that bubble induced mixing leads to a good dye
distribution inside the column, compared to a
single-phase flow without bubbles. It has been
found, that the larger the bubbles the higher the
bubble induced vorticity, which leads to a better
local and therefore global mixing. The highest
counter-current liquid flow rate led to a more
concentrated dye jet, which was less dispersed than
at lower liquid flow rates. As a result, the
combination of large bubbles generated with the 3.6
mm capillaries, and a moderate counter-current
liquid flow rate (11.1 I min™") led to the best mixing
performance in the investigated bubble column
reactor.

Keywords: bubble column reactor, dispersed
two-phase flow, counter-current flow, LIF, PIV,
mixing

NOMENCLATURE

a [mm] major semi-axis

b [mm] minor semi-axis

c [mg- 1] measured concentration

Cmin [mg- 1] minimum background
concentration

Ciax [mg: 1] injected dye concentration

1

Cn [mg: 1]  normalized concentration

Ch.exp [mg-I"]  experimental normalized
concentration

Coteor  [Mg- 1] theoretical normalized
concentration

Cnorm [mg- I‘l] normalized dye concentration
ratio, Cn,explcn,theor

d [m] column diameter

ESD [mm] equivalent sphere diameter

h [m] column height

j [m- s superficial velocity

Q [I-h?] volume flow rate

Vi [m-s™] bubble velocity

Re. [-] column Reynolds number

Subscripts and Superscripts

g gas
| liquid

1. INTRODUCTION

A well-known example of a multiphase flow is
gas bubbles in a liquid phase, which occurs in a
great variety of natural phenomena, in chemical or
biological processes, in waste water treatment, in
nuclear engineering or even in everyday life, like in
soft drinks. Bubbles are often used for mixing, since
they provide favourable mixing and mass transfer
properties combined with gentle agitation and low
shear stressing of the mixed fluids, compared to
other stirring tools. Mixing of liquids is a very
energy intensive operation depending on among
others the duration of the mixing, the liquid
viscosity and reactor geometry. The optimal mixing
process would ensure for a minimal power
consumption but maximal homogeneity of the
mixture. Mixing, induced by the rising bubbles in a
bubble column and the resulting interaction
between chemical reaction and hydrodynamics in
the column is a challenging research field due to its
complexity. Traditionally, the mixing time and
mixing efficiency is measured in stirred vessels or
in bubble columns in an invasive manner with pH
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or conductivity probes [1-4]. These measurement
techniques are robust, but the probes disturb the
flow and the measurement is only point-wise.

For a global mixing characterization different
methods are available. One of them is based on
acid-base reaction and the colour change of a dye
pH-indicator. This method is inexpensive and
simple, but it integrates the colour of the whole
depth of the investigated volume, which means an
averaged mixing characterization in the depth.
Therefore, it is efficient for a rough estimation, but
ineffective for detailed investigations [2, 5, 6].
Electrical resistance tomography (ERT), which can
provide mixing information also in opaque liquids,
is also an integrating measurement technique.
However, the spatial resolution of these methods
are far from common imaging and the correct data
reconstruction is very difficult [5, 7, 8]. Besides
these techniques, the dye distribution, concentration
and mixing homogeneity can be obtained with high
temporal and spatial resolution in a 2D plane with
planar LIF [5, 9-12]. Because of its accuracy and
resolution, this technique was selected for the
experiments presented in this paper.

Unfortunately, experimental investigations of
bubble-induced mixing and its influence on mass
transfer or mixing characterisation and visualisation
in bubble columns are rarely found in the literature.

A research group at the IMFT in Toulouse
analysed mixing and concentration fluctuations in
bubble swarms [13, 14] and investigated mixing in
a pseudo-2D bubble column [15]. Also, a group at
HZDR in Dresden worked on bubble-induced
turbulence and bubble swarms extensively [16-19].

Studies of the mixing behaviour of bubble
columns [20-23] or for bubble-induced turbulence
[24-28] using simulations can also be found
sporadically in the literature.

Unfortunately, experimental studies relating
mixing and bubble-induced turbulence in the same
bubble column cannot be found.

For this reason, in the present study, an
experimental measurement campaign has been
performed to obtain the necessary data for a further
understanding of mixing processes in bubbly flows
with bubble-induced turbulence. Different gas inlet
configurations are used to investigate the influence
of bubble size and gas and liquid flow rates on
mixing in the counter-current model bubble column.

2. EXPERIMENTAL SET-UP

To characterise the liquid flow and mixing in
the bubble column, three optical measurement
methods have been applied. First, for the liquid
phase, Particle Image Velocimetry (PIV) was used
to examine the hydrodynamics of the two-phase
flow. Then, combined Laser-Induced Fluorescence
(LIF) and shadow imaging measurements have been
executed in the square laboratory-scale counter-
current bubble column, which is made of acrylic

2

glass with an inner side length of d= 0.100 m and a
height of h= 2 m (Figure 1, #1). In both
experiments, the bubbles were generated with 7
capillaries placed in line in the centre of the bubble
column and 500 mm above its bottom (Figure 1,
#2). Capillaries with three different sizes, produced
air bubbles in a size range of 1 to 9 mm. The bubble
column and its peripheral devices have been
described in detail in previous papers [29, 30]. The
investigated experimental cases are listed in Table
1.

Table 1. Experimental conditions.

Capillary j, 0. Ji 0, (Counter- Re,
inner [m- s']] 1 h"] [m- s"] current) (Column
diameter/ [1- min'l] Reynolds
material number)
0.13mm/ 2.8-10* 10 0 0 0
stainless 1-10° 0.6 100
steel 52-10% 3.1 500
1.9-10%  11.1 1800
9.3-10% 555 9000
0.18mm/ 2.8-10° 10 0 0 0
Teflon 1-10° 0.6 100
52-10% 3.1 500
1.9-10%  11.1 1800
9.3-10% 555 9000
36mm/ 27-10% 97 0 0 0
PEEK 1.3-10° 484 1-103 0.6 100
52-10% 3.1 500
1.9-10%  11.1 1800
93-102 555 9000

The images have been recorded over the entire
measurement section (1 m) of the column with
four 5 Mpixel cameras (LaVision Imager sCMOS,
Figure 1, #3) equipped with 50 mm Nikon Micro
lenses and appropriate filters to record the emitted
light of the injected fluorescent dye Sulforhodamine
G or the fluorescence signal of the Rhodamine B
doped polymethyl methacrylate (PMMA) PIV
seeding particles (mean diameter: 1-20 pum). The
cameras were focused on the laser light sheet
generated by a Nd:YAG double pulse laser
(Evergreen P1V, 532 nm) in the centre plane of the
column, in line with the bubble injection device.
For the LIF experiments, the fluorescent dye was
injected into the column with a syringe at 500 mm
in the centre plane of the column through a stainless
steel capillary with a concentration of ¢, = 0.1 mg-
It and 10 ml- min™ flow rate. Simultaneously to the
LIF images, shadow images of the bubbles were
also recorded, to be able to mask the bubble shapes
from the LIF images during image processing and
to obtain simultaneously the bubble size distribution
of the specific measurement condition. To this end,
eight high-power LEDs were used together with a
sheet of thin drawing paper, as light diffuser, on the
back wall of the column to obtain homogeneous
light distribution for the shadow images of the
bubbles. The bubble shadow images were acquired
on the second frame of the cameras and triggered
with an inter-frame time of 40 ps to the LIF images,

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



which assured that bubbles did not move noticeably
in-between both frames.

Figure 1. Experimental setup: bubble column
(1), gas distributor (2), cameras (3).

The images were calibrated with a 3D
calibration target over the whole measurement
section for all measurement methods. During the
experiments, 3x1500 LIF/Shadow images and
overall 4000 PIV images were recorded with 5 Hz
recording rate for each investigated case.

3. DATA PROCESSING

All recorded images were processed in DaVis
8.4 (LaVision). In the case of PIV, flow fields were
calculated from the recorded double-frame images
with a cross-correlation algorithm (multi-pass) with
a decreasing interrogation window size from 64x64
pixels to 32x32 pixels, with 50% overlap. To
remove false vectors and refine the vector fields,
especially in the vicinity and shadows of the
bubbles, a median filter was applied. After
combining the results of all four measurement
windows (obtained simultaneously with the four
cameras), a full view of the liquid flow field within
the column has been obtained. From these vector
fields mean velocity fields were calculated for each
investigated case. Moreover, probability density
functions were generated to investigate the
distributions of the horizontal and vertical velocity

3

components as well as the distribution of the
vorticity.

In the case of the LIF images for the mixing
analysis, the bubbles were masked with the help of
the recorded bubble shadow images (Figure 2). In
the next step, the recorded fluorescent light
intensities were converted into Sulforhodamine G
concentrations with the help of a linear calibration
curve, determined before.

Figure 2. Image processing: shadow image with
subtracted background (left), binarised mask
from shadow image applied to the LIF image
(right).

For the quantification of mixing, a mixing
coefficient has been defined:

C — Cpi
O = ————— 1)

Cmax — Cmin

where Cpax IS the injected dye concentration and
Cmin COrresponds to a minimum background
intensity, which is zero in theory, while for the
experiments it is equal to the equivalent intensity of
the first recorded image for each run, when no dye
is in the system, and therefore it is close to zero. To
be able to compare the results from different
counter-current liquid flow rates, the experimental
normalised concentrations C, ., have been divided
by the normalised theoretical concentration for
perfect mixing Cnwmeor Of the respective counter-
current liquid flow rate. In the case of perfect
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mixing, one obtains ¢y, = 1, in the other cases,
Cnorm 18 calculated as:

Cn.exp
Cnorm = 2
Cn,theor

To compare the mixing efficiency for different
investigated cases the normalised dye concentration
ratios at 300 s after injection start will be used in the
discussion of the results.

The quantification of the mixing intensity has
been described more in detail in a separate paper
[29].

4. DISCUSSION

The bubble parameters measured in the bubble
column at different flow conditions, and for the
flow parameters relevant in the current paper, are
listed in Table 2 [30, 31].

Table 2. Global mean results of bubble
diameters and velocities.

Capillary Aspect
diameter ﬁg bl ([QII- min] ESD v, ratio
[mm] [mm] [m-s!]

0.13 10 stagnant 271 031 0.63
0.13 10 0.6 2.7 0.31 0.62
0.13 10 31 2.7 0.31 0.62
0.13 10 111 272 030 0.63
0.13 10 55.5 291 022 0.64
0.18 10 stagnant 367 030 0.54
0.18 10 0.6 347 030 0.55
0.18 10 31 355 0.30 0.55
0.18 10 111 359 0.28 0.55
0.18 10 55.5 375 021 0.55
3.6 10 stagnant 6.01 0.28 0.5
3.6 10 0.6 6.03 0.28 0.5
3.6 10 31 6.85 0.32 0.53
3.6 10 111 6.04 0.27 0.51
3.6 10 55.5 5.9 0.20 0.53
3.6 50 stagnant 6.85 0.32 0.53
3.6 50 0.6 6.89 032 0.52
3.6 50 31 6.86 0.32 0.53
3.6 50 111 6.88 0.30 0.53
3.6 50 55.5 6.6 0.24 0.57

The results show that with increasing gas
volume flow rate, the bubble size increases, as well
as with an increasing capillary size. The bubble size
also increases with increasing counter-current liquid
flow rate, except at the largest capillary, where no
clear trend can be found. In contrast, the bubble
velocity is generally decreasing with an increasing
bubble size, and it evidently decreases with an
increasing counter-current liquid flow. Also, a
slight growth can be found in bubble velocities with
increasing gas flow rate. Interestingly, the bubble
aspect ratio (b/a) remains generally the same for
one capillary size, independent of the counter-
current liquid or gas flow rate, but it decreases with
increasing capillary and therefore bubble size. It
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also has to be mentioned that the shape of the large
bubbles generated with the largest capillary is more
unstable, than that of the smaller ones. This form-
instability is also reflected in the global mean
results, mostly in the changing aspect ratios.

All these global parameters (bubble size,
velocity, and aspect ratio) have strong influences on
mixing in the bubble column. These impacts will be
discussed hereafter.

4.1. Mixing results

Figure 3 shows exemplary snapshots of the
normalised Sulforhodamine G concentrations 300
seconds after the start of the dye injection. In the
cases without bubbles (Figure 3, top row), mixing
occurs due to the jet of the dye inlet and due to the
counter-current liquid flow. In the stagnant case, the
dye accumulates above the inlet, and large-scale,
undisturbed dye structures can be found in the
column, which is far from perfect mixing.
Comparing this case to the cases with counter-
current liquid flows, it becomes evident that with
increasing counter-current liquid flow rate, the
introduced dye heads towards the lower column
regions and outlet at the bottom. The dye
accumulation over the inlet is also decreased by the
increased counter-current liquid flow rate, and the
dye is transported downwards in high concentrated
pockets.

In the presence of bubbles (Figure 3, bottom
row), the large-scale structures vanish due to the
bubble-generated upward flow and mixing is
strongly enhanced. In the case without counter-
current liquid flow and at the lowest counter-current
flow rate, the injected dye is almost equally
distributed in the whole measurement plane, except
the inlet region, where the concentrated dye with
higher intensities can be observed. With increasing
counter-current flow rate, the low concentration
region above the dye inlet spreads downward. At
55.5 I- min™ counter-current liquid flow rate, the
dye concentration is low (black regions) in the
complete upper half of the column because the
injected dye is completely transported downwards.
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Figure 3. Snapshots of the experiments at t=300 s
without (top) and with (bottom) bubbles. Dye
inlet at 500 mm, bubbles generated with 0.18
capillaries at 10 |- h™* gas flow rate.

Figure 4  compares the  normalised
concentration distributions over the column height
for the investigated different inlet conditions. On
these plots, conspicuous high peak concentrations
can be recognised around the dye inlet at 55.5 I-
min™ counter-current liquid flow rate. As it was
discussed before, the high counter-current liquid
flow forces the dye to head downwards, and mixing
is poor. Above the inlet, the dye concentration is
close to zero in that case.

The stagnant and the two lowest counter-
current liquid flow rates perform similar: except in
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the inlet region, the normalised concentration
curves are rather equalised at values between one
and two. In all these cases, the mixing efficiency
increases with increasing counter-current liquid
flow rate in the top half of the column.
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Figure 4. Normalized dye concentration ratios at
t=300 s for different counter-current liquid flow
rates in function of the column height. Dye inlet
at 500 mm, bubbles generated with 0.13, 0.18
and 3.6 mm capillaries at 10 - h* and 50 I- h™*
gas flow rates.
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In the case with the 3.6 mm capillary and 50
I-h™ gas flow rate, this effect is visible over the
complete column height. However, in all of the
above-mentioned cases, the normalised values lay
above perfect mixing. This means that the bubble-
generated upward flow is strong enough to transport
the dye to the upper half of the column, but mixing
is not strong enough to distribute the dye
homogeneously in the whole column. In the cases
with 11.1 I- min™® counter-current flow rate, a
concentration peak also appears at the dye inlet,
where the counter-current liquid flow forces the dye
to head downwards. But, contrary to the lower
counter-current liquid flow rates, just a small
amount of dye is transported to the upper half of the
column. Here, the bubble-generated upward liquid
flow is definitely too weak to transport the dye to
the top column section. However, with an increased
gas flow rate, at 50 |- h™ , the dye concentration
gets closer to perfect mixing also in the upper
section, due to the stronger upward liquid flow. The
best mixing performance has been found with the
3.6 mm capillary at 11.1 |- min™ counter-current
liquid and 50 |- h™ gas flow rates, if the inlet is
situated at 500 mm, in the middle of the column.

The analysis of the LIF results shows that a
large difference exists between the mixing in cases
with and without bubbles, but this difference gets
less for all the cases with bubbles. For this reason,
the vorticity of the liquid flow in the column was
investigated, obtained from previous PIV
measurements [32]. Vorticity is supposed to have
an influence on mixing, since it is supported by the
bubble-generated turbulence.

4.2. Bubble-generated turbulence

Figure 5 represents normalised Probability
Density Functions (PDF) of the vorticity calculated
from the PIV vector fields for the different
investigated cases. The top plot shows the PDFs in
the counter-current liquid flows, without bubbles. It
was expected that with increasing counter-current
liquid flow rate, and therefore with increasing
Reynolds number from 100 to 9000, the vorticity
increases and thus the PDFs get wider. When
bubbles are in the flow, they disturb the existing
flow pattern and generate additional turbulence. In
Figure 5, these cases are shown in the bottom four
plots for different capillary diameters, counter-
current liquid and gas flow rates. The widths of the
PDFs for the two small capillary diameters are
comparable to the fully turbulent case (Re=9000,
black squares) of the single-phase measurements in
the top plot. It has also been found that in the
presence of smaller bubbles, generated with the
0.13 and 0.18 mm capillaries, the vorticity
distribution is independent of the counter-current
liquid flow rate. Since the relative bubble velocity is
the same for one given capillary diameter at all
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counter-current liquid flow rates, this result was
expected.
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Figure 5. Normalized probability density
functions of the vorticity for all investigated
cases.

Interestingly, the vorticity distributions for
these two inlet sizes are also very similar; however,
there is a noticeable difference in bubble sizes as
well as in aspect ratios (see in Table 2), and
therefore in bubble velocities. This result explains
the LIF mixing results on Figure 4, where also very
similar dye distributions have been found for these
two setups.

In the case of the larger bubbles, produced with
the 3.6 mm capillaries, the vorticity distributions get
even wider. This effect is further increased with
increasing gas flow rate. In these cases, the mean
bubble size is almost twice that of the smaller
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capillaries. These considerably larger bubbles
generate larger and stronger vortex structures,
which are reflected in the wider vorticity
distributions. On these plots, the curve for 55.5
I- min™ counter-current flow rate clearly separates
from the others, while this was not observable on
the distributions with smaller capillaries. The reason
for that could be the size of the generated vortex
structures. At 55.5 |- min™ counter-current flow
rate, the vorticity and the vortex structure sizes
without bubbles are almost the same as in the cases
with the 0.13 and 0.18 mm capillaries bubbles.
Therefore, the vorticity distribution for this liquid
flow rate remains almost the same with and without
bubbles. Contrary to this, the larger bubbles
produced with the 3.6 mm capillaries generate
larger vortex structures, while the smaller structures
from the initially turbulent liquid flow also remain.

The widest vorticity distribution has been found
at the largest capillaries and the largest gas flow
rate. This explains the mixing results, where the
best mixing was also achieved with this setup.

5. CONCLUSIONS

In this paper bubble-induced mixing in a
laboratory-scale  bubble column has been
investigated with LIF measurement technique,
applying Sulforhodamine G as tracer dye, combined
with shadow imaging. To support the analysis, the
results of previous PIV experiments have also been
examined. Capillaries with three different diameters
were used to generate bubbles in a wide diameter
range of 1 to 9 mm. The gas and liquid flow rates
have been varied in this study as well.

It has been found that the presence of the
bubbles, their size, the gas flow rate and the
counter-current liquid flow rate have strong
influences on mixing. The results have shown that
the larger bubbles induce larger vortex structures,
which leads to better mixing. Interestingly, no
differences have been found in the vortex
distributions between the cases with the two smaller
capillaries, despite the noticeable differences in
bubble size and aspect ratios.

The highest counter-current liquid flow rate led
to a more concentrated dye jet, which was less
dispersed than at lower liquid flow rates. The
combination of large bubbles generated with the 3.6
mm capillaries and a moderate counter-current
liquid flow rate 11.1 I- min™, led to the best mixing
performance in the bubble column.
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ABSTRACT

This research addresses the critical challenge of
finding effective solutions to reduce drag and im-
prove flow control around circular cylinders, which
is essential for enhancing the performance and effi-
ciency of various engineering systems. It presents
an asymmetric flow control method utilising a crank
mechanism to morph the cross-section from circu-
lar to elliptical via trailing edge motion. The study
examines deformation amplitudes ranging from 10%
to 20% and frequencies from 0.97 to 1.09, revealing
that a 15% deformation amplitude at a near-natural
shedding frequency (f;/fo = 1.07) achieves a 44%
drag reduction, attributed to reduced velocity deficits
and suppressed turbulence intensity. Complement-
ary numerical simulations employing RANS with the
Spalart-Allmaras turbulence model at Re = 5600
broaden the analysis to extreme amplitudes (5%-—
100%) and frequencies (f;/fy = 0.1-2.5), indicat-
ing that extreme amplitudes (100%) combined with
low frequencies (f;/fo = 0.1) yield a 42% drag re-
duction due to reduced recirculation zones. These
findings highlight a critical nonlinear dependence of
drag reduction on deformation parameters, suggest-
ing asymmetric morphing as an effective strategy for
enhancing aerodynamic efficiency in engineering ap-
plications.

Keywords: Control frequencies, deformation
amplitudes, drag coefficient, elliptical cylindrical
deformation, flow dynamics, wake pattern.

1.INTRODUCTION

Active flow control (AFC) dynamically alters
fluid behavior with the usage of external energy, solv-
ing issues such as drag reduction and boundary layer
separation [1} 2]. In contrast to passive control ap-
proaches, AFC uses strategies like moving surfaces
and synthetic methods to enhance efficiency in aero-
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dynamic and hydrodynamic systems [3]]. Boundary
layer suppression is a primary goal, which is particu-
larly important for streamlined flow in offshore con-
structions, turbines, and airfoils [4].

The flow around circular cylinders, a canonical
fluid dynamics problem, reveals phenomena like vor-
tex shedding and turbulence transition [S]. Omni-
present in engineering systems like heat exchangers
and offshore risers, cylinders require advanced flow
control to mitigate drag and vibrations [6]], while
their environmental impact on sediment transport ne-
cessitates optimized designs [7]. Among AFC tech-
niques, movable walls have emerged as a transform-
ative approach, directly modifying near-wall dynam-
ics to delay separation and suppress vortices. These
methods energize the boundary layer via surface mo-
tion such as rotating cylinders or virtual actuation via
dielectric barrier discharge plasma actuators, achiev-
ing drag reductions of up to 25% [8, 9].

The effectiveness of movable walls relies on
boundary layer manipulation such as high mo-
mentum fluid injection to impede adverse pressure
gradients [8] to suppress vortex shedding, which is
broken up into Von Karman vortices to damp un-
steady forces [4}[9]. Actuation techniques range from
active compliant walls with embedded sensors [9],
virtual surfaces using plasma actuators [§], to ro-
tating cylinders [[10], all validated through numer-
ical and experimental tools. Laminar and Discrete
Vortex Methods and Lattice Boltzmann Methods
are employed to model hybrid passive-active control
[L1]], while finite element models are used to simu-
late fluid-structure interaction [12]. Experimentally,
wind tunnel tests, particle image velocimetry, and
force measurements quantify performance, linking
pressure distributions to aerodynamic loads [[13}[14].

A modern trend in development integrates ma-
chine learning (ML) with active flow control setups,
where deep reinforcement learning (DRL) provides
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real-time actuation strategies by learning from CFD
data [3| [15]. Data-driven approaches propose ge-
netic programming for control-law synthesis [16]
and neural ordinary differential equations for fast
predictions [[17]], filling gaps between model- and
data-based frameworks. Such ML-based strategies
have a profound impact on next-generation flow con-
trol systems by enhancing adaptability and computa-
tional efficiency.

Building on this interplay between control and
fluid dynamics, this paper introduces asymmetric
morphing for circular cylinder flow control by means
of the periodic motion of the cylinder’s trailing edge,
as contrasted with traditional methods via radial de-
formation symmetric with respect to the cylinder axis
of oscillation [18, |19, 20] or rotational oscillation of
the whole cylinder [21]]. Unlike classical momentum
injection techniques such as plasma actuators [8] or
rotating surfaces [10]], the proposed method induces
a dynamic transition of the cylinder’s cross-section
between circular and elliptical configurations using
a crank system. The resulting asymmetric, time-
varying curvature serves to halt boundary layer sep-
aration and vortex coherence.

To quantify the impact of this control technique
on flow dynamics, tests were conducted experiment-
ally at Re = 8800, for nine deformation frequencies
and three amplitudes, whereas numerical simulations
were performed at Re = 5600, for seven frequen-
cies and amplitudes from 5% to 100%. The study
endeavors, therefore, through this combined assess-
ment, to work out how the deformation parameters
interact with intrinsic flow instabilities in regard to
issues where drag proves critical.

NOMENCLATURE
D [m] diameter
Adld  [-] deformation amplitude

fa [Hz] deformation frequency

fo [Hz] natural emission frequency
fsn [Hz] vortex emission frequency
R, [-] Reynolds number

S [-1 Strouhal number

Us [m/s] free flow velocity

Unean  [m/s]
Urms  [m/s]

mean speed
root mean square speed

Cy [-] drag coefficient

Cao [-] nominal drag coefficient

C [-1 lift coefficient

R [-1 drag coefficient reduction rate
T [N] drag force

H [m] vertical length of measurement
[ [m] cylinder length

P [kg/m?] flow density

u(t) [m/s] instantaneous velocity signal
u'(t) [m/s] turbulent velocity fluctuations
X,y [m] axial, transversal (coordinate)

Mobile cylinder Fixed cylinder

Oscillator Stepper motor

Rotation axis

Figure 2. Isometric view of the mock-up.

2. EXPERIMENTAL APPARATUS AND
PROCEDURE

2.1. EXPERIMENTAL SETUP

Experiments are performed using the setup illus-
trated in Fig. [T} which consists of an open-type sub-
sonic wind tunnel (Eiffel HM 170), a hot-wire anem-
ometer, a stepping motor, and a power supply. The
wind tunnel features a test section of 292 x 292 mm?,
a maximum air velocity of 28 m/s, and a turbulence
intensity of 1%, allowing for precise flow measure-
ments.

An isometric view of the morphing cylinder as-
sembly is shown in Fig. 2] The model consists of
a steel tube (1) flush-mounted to support structures
(2) and divided into two aluminum halves: one fixed
(3) and the other movable (4), enabling the transition
between circular and elliptical cross-sections. The
transverse diameter remains constant, while the lon-
gitudinal diameter varies through controlled deform-
ation. The assembly is enclosed by an elastic sheath
to preserve aerodynamic integrity and maintain con-
sistent surface contact. A stepper motor drives the
system via a crank mechanism (6) and an oscillator
(7), translating rotary motion into sinusoidal linear
displacement of the movable wall. The deforma-
tion amplitude and frequency are controlled using
an Arduino board, ensuring synchronized actuation
without edge misalignment.

2.2. Calibration and procedure

The hot-wire anemometer is calibrated using the
Dantec Dynamics StreamLine® Pro Automatic Cal-
ibrator, ensuring high precision for velocity calibra-
tion within the expected range, not exceeding 5 m/s.
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Figure 3. Calibration of the hot-wire sensor.

According to the manufacturer’s user manual, the ve-
locity uncertainty at the nozzle outlet during proper
calibration is specified as £1% +0.02m/s. The cal-
ibration process generates a dataset comprising cor-
rected voltage readings (accounting for temperature
fluctuations) and a third-order calibration polyno-
mial. These outputs are illustrated in Fig. [3]

The cylinder is positioned perpendicular to the
flow, the hot-wire anemometer taking measurements
at a point 3.5D downstream from the cylinder’s trail-
ing edge (D = 0.063 m) and at 0.05 m from the
plates. The velocity of the incident flow is 2.5m/s,
which corresponds to a Reynolds number based on
the initial diameter Re = 8.8 x 10>. The specific
measurement distance was arrived at through an it-
erative adjustment process intended to properly com-
pensate for inherent physical flow behavior involved
in vortex shedding under the natural, uncontrolled
condition.

3. NUMERICAL METHOD

The finite-volume method is used to discretize
the governing equations, which is employed to per-
form RANS simulation. The geometric model setup
and mesh generation is carried out by GAMBIT,
which is the preprocessor of FLUENT.

3.1. Computational setup

The accuracy of computations in fluid dynamics
is influenced by grid and computational domain di-
mensions, particularly when using dynamic meshing
to evaluate aerodynamic coefficients. The computa-
tional domain [20] (FigH) spans 8D upstream and
20D downstream of the cylinder, with lateral surfaces
at 8D above/below. For 3D simulations, the domain
is extruded along the span (length 7D), with 8D up-
stream for flow development and 20D downstream
for wake analysis. The domain is subdivided into
four zones (Fig. 5): Zone 1 (adjacent to the cylin-
der) uses a refined structured mesh (first grid point at
y* = 1) and is mobile via a User Defined Function
(UDF) to model the cylinder’s moving wall. This
zone undergoes translational motion while maintain-
ing a non-deformable mesh. Zones 2-3 are struc-
tured, and Zone 4 is coarsely meshed due to weak
physical gradients. Non-conforming interfaces pre-
serve flow accuracy between zones, ensuring fidelity
to the experimental geometry.

3

Table 1. Solver validation.

Author Re Method Cy
Lourenco et Shih [22] 3900 Exp 0.98
Kahil [23] 4020 LES 1.02
Young et Ooi [24] 3900 RANS2D 1.59
Present work 3470 K-Wsst 0.918
Present work 3470 Spalart-Allmaras  0.974
Present work 3470 K-w 0.81
: nD
Lateral surface
Y
Inlet 1D 8D
8D 20D
Exit\J 8D

Lateral 'ﬁface
Figure 4. Calculation range and boundary condi-
tions.

Lateral surface

8D

8D

Figure 5. Calculation domain and mesh strategy
adopted.

3.2. Solver validation

The drag (C,) coefficient obtained with differ-
ent models (Spalart-Allmaras, K-w SST and K-w)
is compared with those of the experimental work
of Lourenco and Shih [22], as reported in Table m
The results show that the Spalart-Allmaras model
gives a good estimate of C,, with a relative error
of 1% compared with the experimental work, while
the K-w SST and K-w models present relative er-
rors of 6% and 17% respectively, according to the
data in Table [T| which leads to the adoption of the
Spalart-Allmaras model for simulations with a mov-
ing downstream wall.

4. RESULTS AND DISCUSSION
4.1. Experimental results

Instantaneous velocity measurements u(f), ob-
tained by hot-wire anemometry, are used to charac-
terize the vortex dynamics and wake generated by
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Table 2. Cases treated with hot wire.

Detformation rate fa falfo
datal : 6.60 0.97

Ad/d = 0.10 data2 : 6.70 0.98
data3 : 6.80 1.00

data4 : 6.90 1.01

Ad/d =0.15 data5 : 7.00 1.03
data6 : 7.10 1.04

data7 : 7.20 1.06

Ad/d =0.20 data8 : 7.30 1.07
data9 : 7.40 1.09

the cylinder. The u(f) signal is decomposed into
a mean component Uy,e,n and turbulent fluctuations
u’ (1), such that:

u(t) = Upean + 1/ (1), 1

T
with %m=lfumﬁ 2)
T Jo

1 T
< fo w®) d. 3)

The Fourier transform (FFT) of u’(¢) reveals the
natural vortex shedding frequency, denoted fy. The
mean velocity Upean not only allows the evaluation of
the velocity deficit, which is related to drag, but also
enables the indirect estimation of the drag coefficient
C,. The RMS level of u(t), Urms, reflects the wake
thickness and is associated with turbulence intensity.
These results show how the elliptical deformation in-
fluences these various parameters.

The cases studied experimentally using hot-wire
measurements are presented in Table 2]

and U RMS

4.1.1 Vortex-shedding frequency

To study the flow around a cylinder, it is crucial
to determine the natural emission frequency of the
vortices. The Fourier transform of the instantaneous
velocity signal recorded at x/d = 3.5, downstream
of the vortex formation zone, was used to analyse
the frequency content of the fluctuating signal. The
frequency detected, fy = 3.401 Hz (Figl6), led to a
natural emission frequency equivalent to twice this
value.

The corresponding Strouhal number, S; = 0.21,
calculated using the formula S; = 2fyd/U, aligns
perfectly with the Reynolds number considered
(Re = 8800), in agreement with the results of
Norberg et al. [25].

For controlled cases, modulation of the wake fre-
quency by the deformation frequencies imposed on
the cylinder was observed. For Ad/d = 10%, the vor-
tex emission frequency spectra (Fig[7) show a broad
band of peaks around the natural frequency, with a
transition to wake synchronization for deformation
frequencies around f;/fy = 1.04, indicating a com-
plex interaction between cylinder deformation and
wake dynamics.

For Ad/d = 15%, the variation in deforma-
tion frequencies caused the main peaks in the vor-
tex emission frequency spectra to fluctuate around

4
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Figure 6. Spectrum of velocity fluctuations at
x/d = 3.5 on the wake centreline.
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Figure 7. Vortex emission frequency at a point
located at x/d 3.5 on the wake centreline for a cent-
ral line of the wake for a deformation of 10%.

the natural frequency range (Fig[§). The modulation
of the vortex emission frequency by the deformation
frequencies coincided for f;/fy = 0.97. Increasing
the deformation frequency caused the peak emission
frequency to exceed that of the natural case, likely
due to the interaction between the deformation of the
cylinder’s moving wall and the vibration of the mech-
anism.

For Ad/d = 20%, the emission frequency was
practically identical to the natural frequency for
fal fo = 0.79. The increase in deformation frequen-
cies led to a considerable amplification of the spectral
peak (Fig[9), with an emission frequency exceeding
that of the natural case. This is explained by reson-
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Frequency (Hz)
Figure 8. Vortex emission frequency at a point
located at x/d 3.5 on the wake centreline for a cent-

ral line of the wake for a deformation of 15%.
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Figure 9. Vortex emission frequency at a point
located at x/d 3.5 on the wake centreline for a cent-
ral line of the wake for a deformation of 20%.

P

fd/fo

Figure 10. Effect of deformation frequency on
vortex emission frequency.

ance when the flow is controlled with a frequency
close to its natural frequency, suggesting that cyl-
inder deformation can control and modify wake dy-
namics.

The effect of the control frequency on the vor-
tex emission frequency varies with deformation amp-
litude (Fig@). At 10%, the vortex emission fre-
quency fluctuates around twice the deformation fre-
quency, with a minimum at f,/ fy = 0.76. At 15%, it
varies around the cylinder’s deformation frequency,
with extrema at fg,/fo = 0.5 and fa/fo = 2.4.
At 20%, the vortex emission frequency exceeds five
times the deformation frequency, peaking at fy,/ fo =
5.80 for f;/fo = 1.06, showing the influence of de-
formation amplitude on vortex emission frequency.

4.1.2 Transverse mean velocity

Figures [[1] [12] and [T3] show the mean trans-
verse velocity profiles normalized by the incident
flow velocity, measured at x/d = 3.5 from the centre
of the cylinder, for different deformation amplitudes
(Ad/d = 10%, 15%, and 20%) and deformation fre-
quencies.

At 10% amplitude (Fig. [TT), the mean velocity
remains higher than the nominal case at all frequen-
cies, with a reduction in the velocity deficit associ-
ated with a downward deflection of the wake, sug-
gesting a reduction in drag.

At 15% (Fig.[I2)), the decrease in velocity deficit
becomes more pronounced, confirming a more signi-
ficant reduction in drag while retaining the favorable
wake deflection.

5

0.05
Urnean /Utnf

Figure 11. Wake deficit at x/d = 3.5 for various
strain frequencies at 10% amplitude.

95
Urean/Uinf

Figure 12. Wake deficit at x/d = 3.5 for various
strain frequencies at 15% amplitude.

However, at 20% (Fig. [I3), the behaviour be-
comes mixed: certain frequencies (0.97, 0.98, 1.00,
1.04) amplify the speed and reduce the deficit, while
others (1.01, 1.03, 1.06, 1.07, 1.09) degrade these
parameters, increasing the speed deficit.

The optimal state is identified at 15% amplitude
with a frequency fd/fy = 1.07, offering the max-
imum reduction in velocity deficit and maintaining
downward wake deflection, making it the most fa-
vourable scenario for drag control.

4.1.3 Root mean square of the transverse velocity
fluctuations

The analysis of the distributions of the relative
standard deviation (Ugpys/Us) for different strain
amplitudes (Ad/d) and strain frequencies (f;/fo)
highlights specific behaviours. For Ad/d = 10%
(Fig. [T4), the distance between the two peaks is
greater than that of the nominal case for all fre-
quencies. For Ad/d = 15% (Fig. [I3)), the distance
between the peaks varies with frequency, increas-
ing for low frequencies and notably decreasing for
higher frequencies, resulting in a reduction of the
wake thickness and a delay in separation. Finally,
for Ad/d = 20% (Fig. @, the distance between the
peaks is minimal for all frequencies, with a near dis-

Umean/Uinf

Figure 13. Wake deficit at x/d = 3.5 for various
strain frequencies at 20% amplitude.
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appearance of the peaks for f;/fy = 1.04, indicating
a reduction in the wake thickness and a delayed sep-
aration, which suggests that this deformation amp-
litude is the most favourable for reducing drag.
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Figure 14. Root-mean-square of velocity fluctu-
ations at x/d = 3.5 for a 10% deformation.
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Figure 15. Root-mean-square of velocity fluctu-
ations at x/d = 3.5 for a 15% deformation.
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Figure 16. Root-mean-square of velocity fluctu-
ations at x/d = 3.5 for a 20% deformation.

4.1.4 Drag coefficient

The drag coefficient is defined as the ratio
between the drag force and the dynamic energy of
the flow. It is calculated by integrating the velocity
profile u/U as a function of y/D, from the drag force
equation:

T = f_Zplu(Um —u)dy 4)

Where T is the drag force, H is the vertical length of
measurement, / is the cylinder length, u is the mean
velocity, U is the incident flow velocity, and p is the
flow density.

The drag coefficient is defined by:

_ "y u y
O I (e L T
This method allows the drag to be evaluated from
velocity measurements.

Cd = =
3pULDI

6

fd/f0

Figure 17. Variation in drag coefficient as a func-
tion of control frequency.
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Figure 18. Instantaneous variation in lift coeffi-
cient.

Figure [T7] highlights how the drag coefficient
(Cy) varies as a function of control frequency (f;/ fo)
for different strain amplitudes (Ad/d). For a strain
amplitude of 10%, the reduction in C, is small (6%)
and remains close to the nominal value. On the
other hand, for Ad/d = 15%, there is a significant
reduction in Cy (44%) at f;/fo = 1.07, while for
Ad/d = 20%, the greatest reduction in drag occurs at
fal fo = 0.97, with a reduction of 21%. These results
indicate that strain amplitude and control frequency
strongly influence drag, with greater reductions for
higher strain amplitudes and specific control frequen-
cies.

4.2. Numerical results

Given the negligible mean lift coefficient (C; =
0) and its minor fluctuations around this value dur-
ing vortex shedding (Fig[I8) consistent with prior
findings by Rezaiguia and Ghouali [21] this ana-
lysis focuses exclusively on the drag coefficient (C,).
Specifically, the influence of deformation amplitudes
(Ad/d) and frequencies (f;/fo) in Table |§| on the
mean drag coefficient (C,) and its root-mean-square
(RMS) fluctuations is evaluated. These parameters
are detailed in the following sections.

4.2.1 Drag coefficient reduction rate

The results were analyzed in order to obtain
average values of drag coefficients and drag gains:
R = (Cdc_—d?") % 100, by varying the frequency and
amplitude of the deformation of the cylinder cross-
section. The obtained results show that in all the

Table 3. Cases treated numerically.

fal fo 01 025 05 10 15 20 25
Adjd% | 5 10 20 30 40 50 60 80 100
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Table 4. Drag reduction rates obtained for

different frequencies and amplitudes.

AdJd% Jal fo 0,1 0,25 0,5 1,0 1.5 2,0 2,5
5 18,87 | -22,18 | -23,44 | -23,80 | -23,51 | -23,07 | -22,59
10 -20,35 | -23,61 | -24,21 | -24,51 | -23,86 | -22,39 | -22,27
20 23,42 | -25,84 | -26,00 | -25,83 | -24,27 | -22,06 | -19,90
30 26,93 | -28,46 | -28,41 | -27,56 | -24,84 | -21,08 | -21,18
40 -30,42 | -31,62 | -31,29 | -29,36 | -26,11 | -20,55 | -20,35
50 33,29 | -34,44 | -33,49 | -31,34 | -27,62 | -20,55 | -20,45
60 18,87 | -36,50 | -35,08 | -33,21 | -28,33 | -20,09 | -20,23
80 39,49 | -39,54 | -37,23 | -37,29 | -26,65 | -17,54 | -16,36
100 41,92 | 41,65 | -38,80 | -37,40 | -23,65 - 5,391

5]
07 - fg;z,gf:
5 fd=2.5f0
2 z
S 20 ~ . _
g 25 X

L S 2
Figure 19. Drag reduction rates as a function of
frequency and amplitude.

considered cases, drag reduction rates are negative,
hence proving that a reduction in drag has been ob-
tained. These results are summarized in Table 4]

The results obtained in the table are represented
graphically in Fig.[I9] where it can be noticed that the
best reductions (R, = 42%) are obtained for the
lowest frequency (f;/fo = 0.1) combined with the
highest amplitudes (Ad/d = 100%). The minimum
drag reduction rates (R,,;;, = 5.4%) are obtained with
the highest frequencies combined with the highest
amplitudes. Thus, the most favourable drag reduc-
tions are obtained for the smallest frequencies.

4.2.2 Root Mean Square (RMS) of drag coefficient

Figure [20] shows the evolution of the RMS as a
function of the amplitude and frequency of deforma-
tion of the cylinder. It shows that the intensity of the
turbulence increases proportionally to the frequency
and amplitude. As mentioned earlier, this increase is
synonymous with an increase in the turbulent kinetic
energy in the flow and the energy transported by the
vortex structures emitted by the cylinder.

As previously stated, this increase is synonym-
ous with an increase in the turbulent kinetic energy
of the flow and the energy transported by the vor-
tex structures emitted by the cylinder. On the other
hand, a reduction in turbulent kinetic energy leads
to a more stable flow around bluff bodies, which re-
duces the variability of the drag coefficient, as indic-
ated by a lower RMS.

5. CONCLUSION

This study explores the effectiveness of
cylindrical-elliptical deformation of a circular
cylinder’s cross-section for active flow control,
conducted in a subsonic wind tunnel at a Reynolds
number of Re = 8800. The experimental results
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Figure 20. Root-mean-square of fluctuations in
drag coefficient.

indicate that deformation significantly influences
vortex dynamics, with a maximum drag coefficient
reduction of 44% observed at a 15% deformation
amplitude and a frequency ratio of f;/fy = 1.07. At
a 10% amplitude, the drag reduction is modest at
6%, while at 20% amplitude, a maximum reduction
of 21% is achieved at f;/ fo = 0.97.

Numerical simulations using the RANS ap-
proach with the Spalart-Allmaras model confirm
these findings, showing a drag reduction of up to
42% at a 100% deformation amplitude and a low
frequency of f;/fo = 0.1. The analysis reveals
that lower frequencies and higher amplitudes lead
to enhanced flow stability and reduced recirculation
zones.

Additionally, the study highlights that the root
mean square (RMS) of velocity fluctuations de-
creases with increased deformation amplitude, indic-
ating reduced wake thickness and delayed flow separ-
ation. The modulation of vortex shedding frequency
by deformation frequencies demonstrates synchron-
ization effects, particularly at f;/fy ratios near 1,
which are crucial for optimizing drag reduction.
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ABSTRACT

The aim of this study is to examine how the de-
position efficiency of inhaled aerosol medications is
affected by the varying geometrical characteristics
of the extra-thoracic region. To this end, numerical
simulations were performed on a realistic geometry,
and on a range of simplified and modified versions.
The results were compared and evaluated based on
several factors, including deposition efficiency, mean
velocity, turbulence intensity, overall pressure drop,
and velocity profile at the exit plane. The numerical
method was validated through 3D printing and meas-
urement of the pressure drop of the realistic geometry
and the geometry that performed best among the sim-
plified geometries at the simulated flow rate. These
results will facilitate the evaluation of the usability
of simplified geometries for flow and particle depos-
ition simulations, thereby enhancing patient-specific
simulations where the extra-thoracic region cannot
be accurately reconstructed.

Keywords: CFD, CFPD, inhaled medicine, oral
airways, particle deposition

NOMENCLATURE

UMean [m/s] time averaged velocity mag-

nitude

k [m?/s*]  turbulence kinetic energy

1. INTRODUCTION

Inhaled drug particles are frequently used to treat
respiratory diseases such as asthma and chronic ob-
structive pulmonary disease (COPD). In recent years,
inhaled insulin and painkillers have also been de-
veloped. However, it is important to note that the
main drawback of these devices is the precise dosing.
It is evident that the quantity and distribution of the
deposited drug particles are crucial for the effective-
ness of the therapy. Even when a specific quantity of
medication is released into the airways, as in the case
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of pressurized metered dose inhalers (pMDIs) or dry
powder inhalers (DPIs), the deposition of particles is
influenced by various factors. These include the in-
halation flow rate, the patient’s airway geometry, the
timing of the actuation, and other variables. Over
the years, numerous deposition models have been
developed, including the semi-empirical model pro-
posed by the International Commission on Radiolo-
gical Protection (ICRP), known as the ICRP model
[L]], the 1D trumpet model, and the stochastic model,
where the term ’stochastic’ refers to the method of
generating paths [2]. However, it is important to note
that only computational fluid and particle dynamics
(CFPD) simulations can consider the exact patient-
specific geometry.

One potential methodology for creating patient-
specific three-dimensional geometries and numerical
domains involves using computed tomography (CT)
or magnetic resonance imaging (MRI) alongside seg-
mentation software capable of determining airway
boundaries based on pixel values. Segmentation can
be performed effectively on the trachea and the first
few bifurcations. However, challenges arise during
the reconstruction of the lower airways with reduced
diameters and of the mouth-throat region. In the
case of the lower airways, the resolution is typic-
ally insufficient for reconstruction. In the case of
the mouth-throat region, the source of the difficulties
lies in the complexity of the geometry [3] and the
fact that patients generally keep their mouths closed
during medical imaging. This leaves little to no gap
for reconstruction. Consequently, reconstruction of
the oral cavity and inlet boundary becomes uncer-
tain. The inability to reconstruct the oral cavity sig-
nificantly restricts research into particle deposition in
patient-specific airways, since this region influences
the flow properties and particle size distribution bey-
ond the trachea. Without proper geometric modelling
of the extra-thoracic region, results regarding depos-
ition in the lower airways cannot be relied upon.
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The effect of the geometry of the extra-thoracic
region on the flow field and particle deposition
has been extensively studied. Heenan et al. [4]
demonstrated that local velocity magnitude and flow
curvature greatly impact particle deposition. Sig-
nificant differences occur even in the case of the
same patient with different mouth openings. Grgic
et al. [5] also showed that the high local velocit-
ies and rapid changes in the flow direction are key
parameters for local deposition patterns. In their
study, Xi et al. [6] investigated the particle depos-
ition and flow field in a realistic oral cavity-throat
geometry and its simplified versions. They simpli-
fied the overall geometry by replacing the original
cross-sections with circular or elliptical ones, and
their findings showed that these modifications signi-
ficantly affected the local deposition patterns. The
study concluded that the realistic geometry provided
the most accurate deposition predictions at different
flow rates. It also identified the glottis and the up-
per trachea as the geometric features that princip-
ally affect deposition, where the so-called laryngeal
jet forms. Since the overall geometry was simpli-
fied, these features were only included in the realistic
model.

Nicolau and Zaki [[7]] performed direct numerical
simulations (DNS) on four realistic extra-thoracic
geometries. They found that the flow field and depos-
ition are affected not only by patient-specific geomet-
ric differences, but also by the position of the tongue
in the case of the same subject.

Xi et al. [8] investigated the effect of total air-
way volume, oral cavity volume, airway curvature,
and glottal area on the transport and deposition of in-
haled aerosols in the mouth-throat region. They used
and modified the realistic, constant-diameter and el-
liptical models described in [6] along with the USP
IP model described in [9]. They concluded that the
glottal area and total airway volume have a greater
impact on deposition than curvature and oral cavity
volume.

In their study, Feng et al. [10] compared seven
different upper airway geometries and identified that
the laryngeal jet and the recirculating zone signific-
antly impact particle transport and deposition. Addi-
tional studies also revealed that particle deposition in
the laryngeal region was enhanced by the formation
of the laryngeal jet. [L1,[12,[13]. Ma et al. [14] also
compared modified, realistic oral cavity—throat mod-
els and found that the uvula and epiglottis have the
greatest effect on particle deposition, however, the
models should also incorporate the soft palate.

It can be concluded that the geometry of the
throat plays a key role in the flow characteristics en-
tering the trachea, as well as in particle deposition
patterns. Since the throat can be reconstructed from
medical images, the aim of this study is to invest-
igate the potential application of a simplified oral
cavity in patient-specific particle deposition studies.
The main expectation of the simplified geometry is
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Figure 1. The complete original geometry.

that it should be easily adapted to the reconstructed
airways, provide realistic flow characteristics at the
tracheal inlet and correctly model the particle filtra-
tion properties of the extra-thoracic region. To this
end, the flow field and deposition patterns in a real-
istic extra-thoracic geometry were compared with the
results of three simplified oral cavity cases.

2. NUMERICAL METHODS
2.1. Geometry and the numerical mesh

The geometry of the oral cavity, throat, and
trachea is the same as in the SimInhale benchmark
case [[15]. The trachea was lengthened by 140 mm to
minimise the impact of the outlet boundary condition
on the flow upstream. The full original geometry (og)
can be seen in Figure |} Simplified geometries have
been created for our investigation to study the impact
of on the simplification of the oral cavity. The inlet
of the og starts with a 20 mm diameter pipe section,
which forms the basis for all the modified geomet-
ries. The center line of the og was calculated using
the VMTK Python package, then the original oral
cavity was removed with a plane cut just above the
epiglottis. The center line and exact location of the
cut are indicated in Figure 2]

The first simplified geometry (sg/) was created
by extending the inlet, followed by a 90° loft along
the center line to the cutoff. In contrast, for the
second simplified geometry (sg2), involved sweep-
ing the inlet cross-section along the center line and
lofting it to the cutoff. The third simplified geometry
(sg3) featured a swept inlet section and a swept cutoff
lofted together. For sg3, the sweeps were performed
along the lower outline in the YZ section of the ori-
ginal oral cavity rather than along the center line.
Side and top views of the simplified geometries can
be seen in Figure[3|and[d] As can be seen in Fig[3|and
[ the spaces surrounding the teeth have been com-
pletely eliminated, significantly reducing the com-
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Figure 2. Cross-sectional view of the oral cavity
and throat, showing the centerline (white), the loc-
ation of the plane section cut (black) and the pres-
sure sampling points (red marks).

og sgl

N

Figure 3. Simplified geometric shapes viewed
from the side.

| i Sg] i
392 I Sgs i

Figure 4. Simplified geometric shapes viewed
from the top.

3

plexity of the domain.

The numerical mesh for the created models was
generated using the built-in snappyHexMesh utility
in OpenFOAM. Five boundary layer cells were ad-
ded to the walls, with the height of the first cell set
to 60 um and an expansion ratio of 1.2. Spasov et
al. [16] demonstrated that this configuration is ad-
equate for accurately resolving the boundary layer in
this geometry.

2.2. Flow field

Numerical simulations were conducted using the
OpenFOAM software package. A 60 L/min flow rate
and a zero-pressure gradient were set at the inlet for
each case, while the outlet boundary conditions were
set to zero static pressure and zero velocity gradient.
Given that the flow is turbulent at this flow rate, the
k-w SST model was selected for the turbulence mod-
elling. This model performs well in the near wall
region but might underestimate the turbulent kinetic
energy levels [17]. A commonly applied [16]
turbulence intensity of 5% was introduced at the in-
let and the omegaWallFunction was applied to the
walls to properly model the boundary layer. This
wall function calculates the local y+ value and ad-
justs its parameters accordingly. This is highly bene-
ficial, as both low- and high-velocity zones occur in
the geometry.

The used numerical schemes have been adop-
ted from the work of Spasov et al. [16]. The au-
thors demonstrated that the complexity of the geo-
metry prevents achieving a proper steady-state solu-
tion, therefore, averaging the flow field from the un-
steady solution is the best approach. To achieve this,
unsteady simulations lasting 0.5 seconds were con-
ducted using the PIMPLE algorithm, and the flow
fields were averaged over all the time steps to obtain
mean values.

A grid independence study was conducted on the
og using three different mesh resolutions. The pres-
sure was monitored in three locations shown in Fig[2}
Table [T presents the results of the grid independence
study. The results demonstrate good agreement, with
the highest relative deviation between the medium
and fine meshes being 3.46% at the third sampling
point. Therefore, the medium mesh was accepted for
the numerical studies.

Table 1. Mesh independence study results

Million | pl,Pa | p2,Pa | p3,Pa
cells
coarse | 3.533 52.51 48.01 27.58
medium | 4.686 52.82 48.41 28.03
fine 6.293 53.77 49 29.03

2.3. Particle dynamics

After solving the flow field, the passive trans-
port and deposition of kinematic particles were in-
vestigated. The equation of motion for the particles
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was solved using the icoUncoupledKinematicPar-
celFoam solver on the averaged velocity and pressure
field. The particles were introduced at the inlet patch
with a uniform size distribution. The particle dens-
ity was set to 1.23 kg/m3, with the smallest diameter
set to 1 pum and the largest to 15 um. The particles
had an initial velocity of 40 m/s in the x-direction,
with a release duration of 0.1 seconds. These values
correspond to the particle size range and velocity re-
leased from a pMDI device [19]. A total of 180,000
particles were injected into the domain. Stick inter-
action was set for the walls, meaning a particle was
considered deposited as soon as it hit the wall. The
stochasticDispersionRAS model was used to account
for turbulence. Each particle was tracked individu-
ally and the maximum particle Courant number was
set to 5e-3.

3. MESUREMENTS

In order to validate the simulations and determ-
ine the effect of simplification on the resistance of the
mouth-throat region, the average pressure was meas-
ured at the tracheal inlet. Square time-flow curves
were generated using a Piston Medical PWG-33 pul-
monary waveform generator, and the pressure differ-
ence was measured with a Sensirion SDP31 differ-
ential pressure sensor. The og and sg2 oral cavity
and throat regions were 3D-printed using DLP tech-
nology. A short channel with eight pressure sampling
ports was added at the exit of the throat to measure
the average pressure in the cross-section. The meas-
urement setup is shown below in Fig[3]

Figure 5. Measurement setup

4. RESULTS
4.1. Velocity field and pressure drop

Simplifying the oral cavity is advantageous from
both a reconstruction perspective and because it re-
quires fewer numerical cells, thereby reducing sim-
ulation times. The difference in run time was no-
ticeable in particle simulations, where the simplified
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Figure 6. Velocity distribution on the YZ plane
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Figure 7. Veloc1ty dlstrlbutlon at the inlet of the
trachea.
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geometry simulations were, on average, 25% faster.

As emphasized in the introduction, jet formation
in the larynx significantly impacts the flow pattern
in the trachea and consequently affects flow in the
downstream airways. Therefore, a key feature of the
simplified geometry should be its ability to produce
the same flow pattern at the tracheal inlet.

Figure [6] shows the mean velocity on the YZ
plane. The centreline of the original geometry does
not fully lie in the YZ plane, which is why the full
cross-section has not been included. As can be seen,
there is no significant difference in velocity mag-
nitude between the original and simplified cases. The
main differences can be observed in the cases of
sg2 and sg3, a higher velocity can be seen above
the tongue’s arc, and the flow separates immediately
thereafter. In the case of sg/, the separation occurs
just before the epiglottis, which reduces its impact
on the flow.

Figure [7] and Figure [§] show the mean velocity
and turbulence kinetic energy (TKE) distributions at
the inlet of the trachea in the latest timestep. The
precise location of the sections shown in Fig. [f]is in-
dicated by a black line. The main difference between
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the inlet of the trachea.
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the og and the simplified versions can be seen in the
shape of the recirculating zones. Other than that,
there is no significant difference in the observed ve-
locity distributions. For correct particle deposition
results, a proper turbulence kinetic energy distribu-
tion is essential [[16]. As can be observed in Fig.
[] it is striking that close to the walls on the bot-
tom side, all three simplified geometries generate a
much higher local TKE. This is certainly a consider-
able factor when using simplified geometries.

To gain a more comprehensive understanding
of the velocity distribution, the velocity components
have been plotted along the X0-X1 and YO-Y1 lines,
as shown in Fig[7] Plots of the velocity components
can be seen in Figure [I0] and [TT} As demonstrated
by the velocity magnitude plots, it is not surprising
that the z component of the velocity agrees with the
original and simplified geometries. Along the XO0-
X1 line, none of the simplified cases are close to the
original geometry with regard to the x component
of the velocity. The sg2, however, aligns well with
the y component. Along the YO-Y1 line, it is also
noteworthy that the x component of all the simplified
cases is erroneous in the vicinity of the wall at YO.
Based on the velocity profiles, sg2 was selected as
the most appropriate simplification of the three mod-
els investigated.

In the case of the og, the simulated and meas-
ured pressure differences at 60 L/min between the
inlet and the tracheal inlet were 32.06 Pa and 34.97
+3.86 Pa, respectively. For the sg2 these values were
28.72 Pa and 30.44 +£3.92 Pa. Considering the un-
steadiness of the flow and the uneven pressure distri-
bution in the exit plane, the measured and simulated
results are in good agreement. Figure [0]demonstrates
the simulated and measured pressure differences for
the two models.

4.2. Deposition of particles

The fundamental expectation when employing a
simplified oral cavity is that the filtration of particles
should be equivalent to that of the original geometry.
To investigate this property of simplified geometries,
the number of particles deposited in the oral cavity
and throat was summed. Histograms of the size dis-
tribution of the deposited particles were plotted based
on the absolute and normalized particle counts. Nor-
malization was based on particle counts for the og.
These are shown in Figure [I2]and [I3]

Using simplified geometries has been shown to
significantly reduce particle deposition across all dia-
meters. This finding is somewhat counter-intuitive
given the lack of observed differences in the flow
field. Relative filtration varies greatly from diameter
to diameter, peaking around 5 to 7 um. Below this,
there are large fluctuations, but this is due to the re-
latively low number of deposited particles. Above 8
um it remains nearly constant.

Whether simplified geometries can be used will
ultimately be determined by whether the same tend-
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ency can be observed for other realistic oral cavity
geometries. To enhance the overall performance of
the simplification, a more robust and detailed ana-
lysis is required. However, it should be noted that
such an analysis falls outside the scope of this study.

5. CONCLUSION

In this study, the authors investigated the usabil-
ity of simplified oral cavity geometries. To this end,
numerical unsteady simulations were carried out at
a constant flow rate. The study concluded that the
geometry of the oral cavity has little to no influence
on the velocity field downstream of the throat at the
inlet of the trachea. Furthermore, simplification re-
duced the resistance of the investigated region, which
was validated by measurements. These findings are
particularly beneficial for flow simulations in the air-
ways, given the significance of the tracheal flow pro-
file for flow distribution and particle deposition in the
lower airways.

However, particle deposition simulations re-
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vealed limitations of the simplification, as the num-
ber of deposited particles was underestimated in the
simplified geometries compared to the original geo-
metry.

Further research is necessary to improve the per-
formance of simplified oral cavities. This will in-
volve conducting parameter studies at multiple flow
rates and investigating the flow field in greater de-
tail. These investigations will form the basis of future
work.
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ABSTRACT

This publication describes the design of a semi-
open 2-channel wastewater impeller, that is optim-
ized for its efficiency with the help of response sur-
face optimization. For the optimal design, a proto-
type is manufactured out of stainless steel that is able
to hold different blade leading edge geometries. For
the basic modification, the leading edges from the
resulting optimal design from the response surface
optimization are examined on the test rig with regard
to maximum clear water efficiency and functionality.
The functionality is tested with the help of two differ-
ent test procedures: an optical test to investigate the
interaction between duster and impeller with the help
of a highspeed camera and an endoscope as well as
the long-time functional performance test. Different
modifications with cut-back leading edges and differ-
ent hub designs are designed and are also examined
in terms of their maximum clear water efficiency and
functionality in order to be able to assess the devi-
ation in maximum efficiencies by gaining function-
ality. The results show that the efficiency-optimized
impeller has a high susceptibility to clogging. The
modifications of the leading edges show significant
improvements on the functionality by slight reduced
efficiencies.

Keywords: clogging, functional performance,
optical measurements, optimization, test rig,
wastewater pump

NOMENCLATURE

Dirr [-] degree of long-time functional
performance

H [m] head

P [kW] mechanical power

(0] [m3/h] flow rate

my [¢] mass of duster

n [1/min] rotational speed

ng [1/min] specific speed

u [%] position of leading edge

1

B [°] blade angle
n [-] pump efficiency
@ [°] wrap angle

Subscripts and Superscripts

cw clear water

H hub

L25 low contamination

L50 medium contamination
MODO0O modification O

MOD1 modification 1

MOD2 modification 2

OoP operating point

S shroud

h hydraulic

m mechanic

0-60 averaged over 60 minutes
1 position of leading edge
2 position of trailing edge
1. INTRODUCTION

The demands on wastewater pumps are increas-
ing due to the large number of solids in wastewater.
Both high energy efficiency and high availability of
wastewater pumps are required [[I]. The availabil-
ity of wastewater pumps is particularly challenged
by tear-resistant fibrous materials in wastewater, as
these are typical for pump failures [2].

In [3] it was already shown that the efficiency of
the entire aggregate has no correlation to the suscept-
ibility to clogging. Furthermore, it was shown that
neither the impeller type nor the performance class
have an influence on the functionality. Moreover,
it has already been shown in [4, 5], that geometric
modifications of a wastewater impeller can signific-
antly increase the functionality of wastewater pumps.
However, in these previous works, the aim was
purely to increase functionality without reference to
maintaining maximum efficiency. Within the scope
of this publication, the functionality is investigated
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accordingly, starting from an efficiency-maximized
impeller and optimized by geometric steps to im-
prove the clogging behaviour, whereby the focus is
on maintaining maximum efficiency.

2. DESIGN OF OPTIMIZED IMPELLER

The impeller for the investigation is designed as
a semi-open 2-channel impeller. For this purpose, a
basic impeller is designed, which is then optimized
by means of response surface optimization (RSO) to
obtain a maximum clear water efficiency. For this
basic impeller design, the flow rate Q is selected to
400 m?/h at a head H of 24 m for the design point.
With a design speed n of 1487 min~!, the specific
speed n, results in 45.7 min™"'.

In order to be able to estimate the attainable tar-
get for the efficiency-optimized impeller, the expec-
ted maximum efficiency is first considered. Based on
[6]], a single stage, single-suction volute casing pump
achieves a maximum efficiency for a flow rate Q of
360 m?/h at a specific speed n, of 45 min~! a clear
water efficiency npym, of approx. 89 %. As this is
a wastewater impeller with only two blades, the effi-
ciency factor according to [7]] for 2-channel wastewa-
ter impellers is used. This factor varies between 0.8 -
0.98. Therefore, the clear water efficiency np,, res-
ults in an expected efficiency range between 71 and
87 %. However, it should be emphasized that this es-
timate covers both semi-open and closed 2-channel
impellers. Since semi-open impellers have lower ef-
ficiencies than closed impellers due to the lack of a
shroud and the resulting gap between the tips of the
impeller blades and housing, efficiencies up to 80 %
are assumed on the test rig.

In addition, boundary conditions are defined for
the design impeller that remain unchanged during the
RSO. The outlet diameter and the outlet width of the
impeller are defined and adapted to the existing vo-
lute. This volute is used because previous tests have
already shown that its design is not susceptible to
clogging. The volute casing has a suction side dia-
meter of 200 mm with a discharge side size of 150
mm. In addition, the impeller is required to have
three-dimensional blades that can be varied for both
the inner and outer streamlines as part of the optimiz-
ation process. As the bearing housing for the volute
casing is already present, the dimensions of the im-
peller screw are also predetermined. The blade thick-
ness is 10 mm and is also kept constant across all op-
timization variants. The blade leading edges for the
optimization have an elliptical profile in each sample
point.

2.1. Impeller Optimization

For the setup of the RSO, the basic impeller is
selected. The volute casing used for the simulation
is redesigned based on the existing volute casing and
contains the same cross-sectional profile.

The simulations of the basic design and the
RSO are carried out as stationary simulations us-

2

ing RANS-equations in a coupled solver with the
CFX software. The high resolution scheme is used
for numerical discretization and turbulence numer-
ics, using second order central differencing. The
SST model is used for turbulence modeling in order
to achieve good resolution and convergence both in
near-wall areas and free streams [8]. The impeller
and the volute casing are meshed with unstructured
meshes. The blades as well as the hub of the impeller
and the volute casing wall are meshed with prism
layers. A dimensionsless wall distance between 30
and 50 is used for the impeller and volute casing,
whereby logarithmic wall laws are used. The im-
peller is calculated as a closed impeller, which means
that the gap between the tips of the blades and the
frontliner used later in the experiment is not calcu-
lated. Furthermore, the impeller back shroud cavity
is not considered in the simulation as well. In ad-
dition, the domain is given an inlet pipe in front of
the suction side of the impeller and an extension on
the volute casing. Both pipes are treated as friction-
less and are unstructured meshes as well. Station-
ary coupling models between the rotating impeller
and the inlet pupe as well as the volute are used in
which the flow variables are transferred axially av-
eraged between the domains. For the convergence
criterion, the residuals are set to 10~ by using root
mean square (RMS).

For the simulation with the basic impeller and
the geometrically similar volute casing, a mesh inde-
pendence analysis is first carried out, which contains
a coarse, a medium and a fine mesh for the impeller.
The results for the efficiency are shown in Figure [I]
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Figure 1. Mesh independence analysis

As can be seen in Figure[T] the deviation between
the medium and fine mesh is 0.13 % in efficiency,
which is why the medium mesh is used for the RSO.
The sample method for the RSO is latin hypercube
sampling (LHS). This is due to the fact, that LHS
ensures that each parameter is represented in a full
manner [9)]. For the LHS method, 200 samples are
used for the design of experiment (DOE).

A total of ten parameters of the impeller are
changed as part of the optimization. Five paramet-
ers are selected equally for both the outer (shroud)

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



and inner (hub) streamline. These include the blade
angle of the leading edge S, and the blade angle of
the trailing edge B3, the relative starting position of
the leading edge u, which influences the diameter
of the leading edge accordingly, and, starting from a
common baseline, the wrap angle of the leading edge
¢, and the wrap angle of the trailing edge ¢,. The
parameters vary from the basic design in the direc-
tion of both higher and lower values. Figure 2] shows
the varied parameters, illustrated using the example
of the designed basic impeller for the RSO.

P, Py

Figure 2. Parameters for DOE

The head H and the efficiency 1p,,, of the sim-
ulated impeller are used as output parameters. The
focus here is on maximizing the efficiency, the head
plays a subordinate role.

Figure[3|shows the results of the DOE. The sens-
itivity of the individual varied parameters in relation
to the basic impeller with regard to the influence on
the efficiency is shown.
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Figure 3. Local sensitivity analsysis for 7p,,,

Figure 3| shows in particular that increased wrap
angles at the outlet ¢,y and ¢,s have a significant
positive influence on the efficiency of the impeller. In
contrast, increased wrap angles at the inlet ¢;, espe-

3

cially on the outer streamline ¢;5, have a negative ef-
fect on the efficiency of the basic impeller. The blade
angles at the inlet 8 g, 81,5 and outlet 8, y, 825 have
a subordinate influence. In addition, the position of
the leading edge on the outer streamline ug is decis-
ive for the efficiency of the impeller, while the pos-
ition of the leading edge on the inner streamline uy
has a minor effect on efficiency. Especially for the
outer streamline increased starting positions, which
correspond to increased diameters, have a significant
reduction in efficiency. This indicates as well, that
longer blades, that are starting directly at the suction
side of the impeller, are increasing the efficiency for
this application.

Based on the individual sample points, it can be
seen that particularly high wrap angles lead to high
efficiencies. As different blade geometries are to be
examined in the further course of the investigations,
a target value for a wrap angle at the trailing edge is
specified for the optimization in addition to a target
value for the maximum efficiency. This wrap angle
target value is also selected to be the same for both
the inner and outer streamline of the blades, as a two-
dimensional trailing edge is desired. The latter is
because the use of different blade inlet geometries
would otherwise result in unwanted narrow passages
between one leading edge and the other blade. The
requirements for the optimization are therefore max-
imizing the efficiency as well as achieving a wrap
angle at the trailing edge ¢, of 210° for both stream-
lines.

For the optimization, the non-dominant sort-
ing genetic alorithm II (NSGA-II) is used as an
optimization-algorithm. The selected candidate for
optimization meets the boundary conditions of an al-
most two-dimensional trailing edge with a maximum
wrap angle for the end of the blade of approx. 210°.
Overall, the impeller has a wrap angle of 189° per
blade. In addition, there is a maximum efficiency of
84.2% for the NSGA-II, which results in a simulated
efficiency of 83.6% in the geometrically similar vo-
lute for the optimization. Due to the range for the
estimated efficiency for the semi-open 2-channel im-
peller, the candidate for the prototype is chosen as
the basic modification (MOD 0) for the prototype.

2.2. Prototype Manufacturing

In order to test both the optimized blade geo-
metry and cut-back variants of this blade, a stainless
steel prototype is manufactured. This is designed
according to the optimized blade contour given by
the RSO. In order to be able to test different lead-
ing edges in one prototype, the leading edge of the
optimized contour for the stainless steel impeller is
cut off by 40 % of the outlet diameter and provided
with holes on the hub and shroud to which the differ-
ent leading edges can be screwed as modifications,
which are manufactured via 3D-printing. The ma-
terials used for the leading edges are polycarbonate
(PC) for the optimized blade leading edges (MOD
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0) and polylactide (PLA) for the other modifications
(MOD 1-2). PC offers increased strength, which is
necessary due to the long contour of the optimized
blade leading edges, especially regarding the outer
streamline. PLA allows fast and cost efficient print-
ing.

To ensure that the impeller has the same gap
width of 0.3 mm between the blades and frontliner
despite different modifications, an adapter plate is
also used, which is screwed onto the back of the
stainless steel impeller. This adapter plate holds the
shaft-hub connection and represents the same install-
ation situation on the shaft. The frontliner has one
groove in all tests, which is used to convey the dust-
ers.

2.3. Impeller Variation

A total of three modifications are used for the
impeller in this publication. On the one hand, the
blade leading edges resulting from the RSO are used
as modification 0 (MOD 0), which form the baseline
for the efficiency and functionality measurements.
On the other hand, cut-back blade leading edges are
implemented, which have the aim of increasing the
functionality by slipping off the dusters on the lead-
ing edge, while the efficiency is to be maintained. In
the first step, the outer streamline of the leading edge
is cut-back to 40 % length in relation to the outlet
diameter of the impeller, while the inner streamline is
unchanged to achieve a resulting curvature between
both streamlines. The blade thickness and the ellipt-
ical profile remain unchanged. This first modifica-
tion is continuously described as MOD 1. In addi-
tion, starting from MOD 1, the blade leading edges
are thickened to 40 mm on the inner streamline in the
direction of the impeller screw, which should enable
improved slippage. This thickening tapers towards
the outer streamline to the thickness of the original
blade. In addition, the hub area is reworked to create
a plateau between the blades. This plateau is created
because previous tests have not only shown severe
clogging at the leading edges but also clogging at the
screw and hub geometry. This second modification is
continuously referred to as MOD 2. Figure ] shows
the individual modifications installed in the stainless
steel prototype.

3. TEST SETUP

A clogging test rig at the Chair of Fluid Sys-
tem Dynamics at the Technische Universitéit Berlin is
used for the tests. Three different tests are carried out
on this test rig for the various impeller modifications.
The first test is a clear water test to record all charac-
teristic values and determine the best efficiency point
(BEP). For this purpose, a torque measuring shaft is
used on the test rig for the pump in order to record the
mechanical power at the pump coupling P,, by meas-
uring the speed with an accuracy of + 0.05 % and the
torque with an accuracy of +0.03 %. Furthermore,
a flow meter is used in the pressure pipe of the test
rig to measure the flow rate Q with an accuracy of

4

Figure 4. Tested modifications: A) optimized con-
tour MOD 0, B) 40 % cut-back leading edge MOD
1, C) thickened inner streamline MOD 2

+ 0.2 % and calculate the velocities inside the suction
and pressure pipe. A differential pressure sensor with
an accuracy of + 0.5 % is used to obtain the differen-
tial pressure and calculate the head H. With these,
the hydraulic power P}, is calculated and the pump
efficiency npymp is calculated with equation|I| [LO]:
Py
nPump = P_/ (1)

m

The second test is the long-time functional perform-
ance test, which is also listed in the DWA-A 120-2
[L1] standard. Artificial wastewater is premixed in
various contamination classes using tear-resistant
dusters. These contamination classes are the low
contamination L25, which corresponds to 25 dusters
per cubicmeter of water, the medium contamination
class L50 with 50 dusters per cubicmeter of water
and the high contamination class L100, which
represents 100 dusters per cubicmeter of water.
Due to the discharge side size of 150 mm for the
given volute casing, the tests are carried out with 3
m?® of water. To carry out the long-time functional
performance test, the dry weight of the dusters is
determined according to the contamination class.
The dusters are inserted into the wastewater tank
(WWT). After the dusters have been added, the
artificial wastewater is pumped from the WWT back
into the WWT for 60 minutes. During the test, the
flow rate Q, the head H, the mechanical power P,
and the pump efficiency 7p,., are recorded every
second. Figure[5]shows the scheme of the long-time
functional performance test.
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Figure 5. Scheme of the long-time functional per-
formance test [12]

At the end of the 60-minute test period, the pump
is switched off, drained and opened. Possible block-
ages are documented, dried and also weighed. Us-
ing the dry weight my,, added, the weight of the
remaining blockages within the pump my pp, and
the ratio of the average efficiency during the 60-
minute test duration 7,.40-¢0 and the correspond-
ing clear water efficiency at the respective operating
point cw,op, the degree of long-time functional per-
formance Dy 7f is determined according to equation

2

D 1 Mwotai = MW, Pump
LTF — 3
2 my, total

1 Ntest,0—60

2 newor @
A pump is considered to have a low susceptibility to
clogging if the D;rp is greater than or equal to 0.7.
This value is also the target criterion for the modi-
fications of the prototype impeller in the context of
this publication to obtain an impeller with high func-
tionality. The accuracy of the long-time functional
performance test is specified according to [13] with
an interquartile range of 9 %.

The third test method is an optical measurement, as
presented in [[14]]. For this purpose, a ring made of
polymethyl methacylate (PMMA) is connected to the
suction side of the pump, which has 8 LED units.
Each LED unit has 5595 luminous flux. A polyvinyl
chlroide (PVC) ring is also connected in front of the
PMMA light ring, which can accommodate a 45° en-
doscope. In addition, a high-speed camera is connec-
ted to the endoscope, which visualizes the interaction
between the duster and the impeller at 1000 frames
per second. For the tests, 10 dusters per cubic meter
of water are used.

These three test procedures are used to evaluate both
the efficiency and the functionality of the various
modifications.

5

4. EXAMINATION RESULTS
4.1. Results - Efficiency

Figure [6] shows the results of both the simu-
lated point of the selected optimization candidate
with geometrically similar volute and the clear wa-
ter measurements of MOD 0- MOD 2 on the test rig.
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Figure 6. Clear water results for MOD 0-2

When comparing the CFD results for the optim-
ized geometry with a geometrically similar volute to
the clear water measurement with the given volute, it
is striking that the simulated head of 27.8 m is almost
achieved by the clear water measurement for MOD 0.
Nevertheless, it can be seen that the simulated effi-
ciency of 83.6 % is not achieved. For the clear water
measurement of MOD 0, the BEP has increased in
the direction of higher volume flows compared to the
design volume flow with a flow rate Q of 480 m?/h,
a head H of 25.7 m and a clear water efficiency of
Npump 80.1 %. Accordingly, the simulated maximum
efficiency is relatively 4.4 % above the measured res-
ult. This can be related to the assumptions made for
the simulation, meaning the use of a stationary sim-
ulation without a gap between frontliner and blade
tips as well as the lack of the back shroud cavity.
In relation to the expected range for maximum ef-
ficiency presented in Chapter 2, the results of MOD
0 are within the expected scope.

The clear water results for MOD 1 and MOD 2
each show a reduction in the head H above the flow
rate Q due to the shortened blades. In addition, it
can be seen that the throttling curves of MOD 1 and
MOD 2 are nearly similiar, meaning that the thick-
ening of the inner streamline of the blades and the
covering of the impeller screw have a subordinate in-
fluence on the hydraulic performance of the impeller
in contrast to the blade length. It is also noticeable
that cutting back the blade leading edge shifts the
BEP of the individual modifications in the direction
of higher flow rates. The maximum efficiencies of
MOD 1 and MOD 2 are always below the efficiency
of MOD 0 due to the modifications of the blade and
result in 94.8 % for MOD 1 and 94.9 % for MOD
2 compared to MOD 0. Due to the shift towards
higher volume flows, the heads of the two modific-
ations with a shorter blade leading edge are corres-
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pondingly lower in the BEP compared to MOD 0,
while the mechanical power is higher. Table[T|shows
the values of the BEP in relation to MOD 0.

Table 1. BEP results for MOD 0-2

MOD 0 1 2
nnmono | 1.000 0.948 0.949
0/Owono | 1.000 1.083 1.104
H/Hyopo | 1.000 0.922 0911
P/Pyobo | 1.000 1.050 1.059

4.2. Results - Functionality

For all modifications, the long-time functional
performance tests with low contamination L25 in the
BEP and optical examinations in the BEP are carried
out and compared.

MOD 0: The long-time functional performance
test with low contamination for MOD 0 is aborted
after approx. 280 seconds of measurement due to a
blade breakage of one of the two PC blades. Despite
the very short measuring time, a total of 283 g of 283
g of dusters are collected inside the impeller. This
results in a Dyrprosmopo of 0.24 with an average
normalized pump efficiency during the test of 47.3
%. Even after the short measurement period, this re-
duced efficiency results from an increase in mechan-
ical power to 111.8 % compared to their clear water
value, while the flow rate drops to 78.9 % and the
head to 66.1 % compared to the clear water values.
The clogging pattern within the impeller after the test
and the findings of the optical tests in particular ex-
plain why the hydraulically optimized contour is not
suitable for media containing fibers. The individual
dusters are layered over the leading edges so that
subsequent dusters accumulate on them. The blade
leading edge, which does not have a sloping edge
between the inner and outer streamline, prevents the
dusters from slipping off. Figure[7] A) shows an im-
age from the optical test. It can be seen that both
blades are covered by dusters. This blockage grows
together over the hub area and covers the impeller
screw. Figure [71B) shows the clogging pattern after
the long-time functional performance test has been
stopped.

MOD 1: The optical tests with 10 dusters per
cubic meter show an improved slipping behaviour
of the dusters at the leading edges of the blades, as
shown in Figure 8]

Figure[§] A) shows a duster that lies on one of the
two leading edges. Due to the cut-back of the outer
streamline of the blade and the resulting curvature
between the outer and inner streamlines, the duster
slides along the blade in the direction of the front-
liner. Figure [§] B) shows the same experiment after
approx. half a revolution. The applied duster has
moved in the direction of the outer streamline and
ultimately slips towards the suction side of the blade,
which shows an improvement compared to MOD 0.
However, the optical examinations also show a
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Figure 7. Results for MOD 0. A) accumulation on
hub and leading edge during optical investigation,
B) blockage inside impeller for 1L.25

Figure 8. Optical results for MOD 1. A) duster
attached on leading edge, B) slipping off duster
into channel after half a revolution

clogging-prone scenario of MOD 1. Dusters that hit
the center of the impeller and thus directly on the hub
and on the inner streamline of the blade are not re-
moved and form the beginning of an accumulation.
Further arriving dusters are deposited on this initial
blockage and grow together over the blades. This
initial blockage is shown in Figure [0} in which dust-
ers are attached over the impeller screw and the in-
ner streamline of the blade leading edge and are not
discharged until the end of the optical measurement.
The low blade thickness on the inner streamline in
particular means that there is no slipping behaviour
in the optical tests, if the dusters already cover the
SCrew.

Figure 9. Optical results for MOD 1: clogging on
hub, leading edge and impeller screw
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This behaviour is also reflected in the long-time
functional performance test with low contamination
class at BEP. In this test, a total of 221 g of 284 g of
dusters are absorbed by the impeller, which corres-
ponds to an improvement compared to the clogging
behaviour of MOD 0. Over 60 minutes of measure-
ment, MOD 1 achieves a relative average pump ef-
ficiency of 78.9 % compared to clear water opera-
tion, which is mainly due to increased mechanical
power. This amounts to 115.0 % compared to clear
water value, while the volume flow of 97.0 % and
the head of 93.5 % are close to the clear water opera-
tion. Overall, the Dyrr 125 m0p1 1s 0.50, which is due
to the improved hydraulic performance and the lower
absorbed weight during the test. Figure[I0]shows the
clogged impeller after the end of the long-time func-
tional performance test.

e~ o8

Figure 10. Results for MOD 1: B) accumulation
of dusters after completion of test L25, B) accu-
mulation attached to impeller screw

In Figure [T0] A) the blockage of 221 g can be
seen. Part B) of the figure shows that after lifting
the accumulation of dusters, the blockage has grown
together over the impeller screw, as could already be
observed in the optical examination.

Overall, this results in a gain in functionality of
0.26 for MOD 1, even if this is accompanied by a
relative drop in clear water efficiency of 5.2 %, com-
pared to MOD 0.

MOD 2: The optical investigations for MOD 2
show improved slipping behaviour compared to the
previous modifications. Figure [T1] A) shows two
dusters hitting the hub directly. In B), each of these
dusters slips into a blade channel after one revolu-
tion. The thickened inner streamline of the leading
edge helps the dusters to slide either into the blade
channel or in the direction of the outer streamline of
the leading edge. The plateau, which covers the im-
peller screw prevents the dusters from sticking on the
hub, eventhough a relatively long dwell time of the
dusters can be seen during the optical examinations.
Due to the flat contour of the plateau, some dusters
need several revolutions to be conveyed from the hub
towards the channel.

The long-time functional performance test with
low contamination L25 in BEP shows a signific-
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Figure 11. Optical results for MOD 2. A) two in-
coming dusters on the plateau, B) dusters slipping
off into blade channels after one revolution

antly better result compared to the previous modific-
ations. After 60 minutes of measurement, no dust-
ers have accumulated inside the pump. With an av-
erage relative efficiency of 95.5 %, this results in a
Drrriasmop2 of 0.98 and is therefore above the re-
quired 0.7. The mechanical power is unchanged dur-
ing the test compared to the clear water value, the
hydraulic data shows a minimal decrease due to the
pumping of the textiles. This results in an average
flow rate of 98.6 % and a head of 96.8 % compared
to the clear water values.

In addition, due to a result for the Dyrr 125 m0p2
greater than 0.7, the long-time functional perform-
ance test for MOD 2 is also carried out with medium
contamination. In this case, a blockage of 395 g of
a total of 572 g of added mass builds up. With an
average efficiency over the test duration of 60.7 %,
this results in a Dyrrr50 m0p2 of 0.46. The flow rate
drops to 85.5 % and the head to 75.9 % of the clear
water value, while the mechanical performance in-
creases to 107.0 %. Images of the blockages after the
end of the test for medium contamination can be seen

in Figure[12]

Figure 12. Results for MOD 2: A) clogging inside
impeller after completion of test L50, B) removed
blockage L50

This behaviour can also be found in the optical
tests. Individually arriving dusters slide to the outer
streamline, where they are removed by the groove in
the frontliner. Due to the fact that only one groove
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is used, the dwell time of the dusters on the blades
is also too long here. If many dusters hit a blade, an
accumulation builds up on the entire leading edge, as
can be seen on one blade in the left side of Figure[I3]
Sliding is no longer possible with this accumulation,
so the blockage grows together in the direction of the
hub.

Figure 13. Optical results for MOD 2: clogging
scenario on one leading edge

Overall, MOD 2 shows a greatly improved clog-
ging behaviour compared to the previous modific-
ations with a result above the required 0.7 for low
contamination while achieving a similiar clear water
efficiency compared to MOD 1. In order to further
improve the clogging behaviour especially for higher
contamination classes, the hub geometry should be
further revised to minimize the dwell time of the
dusters. In addition, a frontliner with a higher num-
ber of grooves should be tested.

5. CONCLUSION

The results of the simulation have shown that
the RSO can achieve high efficiencies for wastewater
impellers, which are well within the expected effi-
ciency ranges for the corresponding specific speed.
However, this flow-optimized contour is highly
susceptible to clogging, particularly due to the thin
blade leading edges that are strongly exposed to
the flow. By cutting back these leading edges, im-
provements in functionality can already be achieved,
but these are accompanied by a moderate drop in
efficiency. The thickening of the already cut-back
leading edges shows considerable advantages in
the slipping behaviour of the dusters, especially in
the optical investigations, which also results in an
increase in functionality.
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ABSTRACT

Non-spherical particle-laden flows in pipes and
channels are of importance in numerous industrial,
environmental, and biological processes, making
their study essential for understanding and
optimising particle transport, deposition, and
interaction dynamics. In this work the spatial and
orientational dynamics of rigid ellipsoidal particles
in turbulent channel flow are explored. A high-
fidelity spectral element method-based direct
numerical simulation is employed to solve for the
fluid phase which is coupled to a Lagrangian particle
tracker for modelling the dispersed particles. Particle
translational motion is governed by inertia,
hydrodynamic lift, and drag, while their rotational
dynamics is described by the Euler equations of
rotation, accounting for external hydrodynamic
torques. Quaternions are utilised to track particle
orientations over time. Full four-way coupling
between the particles and the fluid is implemented,
capturing both the influence of the fluid on the
particles and the feedback effect of the particles on
the continuous phase. The latter is modelled using a
local element-based force feedback field in the
Navier-Stokes equations. Particle-particle collisions
are also resolved. The fluid and particle phases are
validated across multiple particle aspect ratios,
Reynolds and Stokes numbers with emphasis on
reproducing spatial and orientational dynamics
consistent with the literature. Fully coupled
simulations are then conducted to evaluate collision
statistics across all regions of the channel with results
being compared to those of spherical particles to
elucidate the underpinning micro-scale dynamics
present in such flows as well as providing avenues
for further research.

Keywords: Collision dynamics, non-spherical
particles, turbulent channel flow, Lagrangian
particle tracker, four-way coupling

NOMENCLATURE

A [-] rotation matrix

Ap [m?]  projected area normal to drag
AL [m?]  projected area normal to lift
Cp [-] drag coefficient

C, [-1 lift coefficient

Fp [m/s?] drag force

F, [m/s?] lift force

Fpg [m/s?] pressure gradient force on particle
Fyuy [m/s?] virtual mass force
G [s71] velocity gradient matrix

fre [m/s?] pressure gradient force on fluid
faw [m/s?] particle force feedback source term

q [-] quaternion vector

ug [m/s] slip-velocity

z [-] direction of principal particle axis
Q [s™'] angular velocity

a [-] angle of incidence

é [m] half channel height

A [-1 aspect ratio

p* [-] density ratio

by [-1 volume fraction

Subscripts and Superscripts

p, F particle, fluid

L,D lift, drag

PG, VM pressure gradient, virtual mass
B,z bulk, shear

* non-dimensional units (bulk scales)
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1. INTRODUCTION

Particle-laden flows are ubiquitous in nature and
industry, such as in the formation of riverbeds [1]
and the transportation of nuclear waste [2]. In such
flows the collision of small, heavy, non-spherical
particles occurs frequently, for example in
papermaking [3] and in clouds [4]. Understanding
both the particle-scale and bulk-scale dynamics in
such flows is of importance to be able to effectively
predict long-scale phenomena such as deposition,
turbulence modulation and blockages. This
knowledge allows for the optimisation of processes
and ensures the effectiveness and safety of new
systems.

In recent years advances in computational
performance, direct numerical simulation and
Lagrangian particle tracking methodologies have
aided the prediction of particle-laden flows at scales
relevant to those seen in industry. These models have
reproduced many of the bulk-scale dynamics noted
in the literature such as turbophoresis and
preferential concentration [5]. The development and
optimisation of computational fluid dynamics (CFD)
has led to these methods surpassing the resolution of
experimental methodologies in the study of particle
scale interactions. This means that for reliable results
first-principles techniques with proven high
accuracy, for example direct numerical simulation
(DNS) which can resolve relevant length, and time
scales down to the Kolmogorov scale [6], currently
provide the only means of assessing certain
phenomena.

Significant contributions have been made in the
study of spherical particle-laden turbulent flows at
low-volume fractions (¢, < 107¢) where only the
effect of the fluid on the particles is considered in so
called one-way coupled simulations. These studies
elucidate the mechanisms underpinning particle
migration such as preferential concentration and
turbophoresis. Preferential concentration is seen
most strongly at low Stokes numbers where particle
clustering in low-velocity streaks and the near-wall
region is noted [7]. Turbophoresis describes the
tendency of particles to move towards areas with
lower-than-average turbulence kinetic energy and
has been shown to scale with the particle Stokes
number [8]. The interaction between particles and
turbulent structures in the near-wall region has been
studied in detail with a wide range of behaviours
being noted based upon the material and inertial
properties of the system [9]. The dynamics, both
translational and rotational, of non-spherical
ellipsoidal particles has also been studied using one-
way coupled Lagrangian particle tracking (LPT)
simulations. Most of the studies on this topic
examine prolate ellipsoids with aspect ratios 1 > 1,
often referred to in the literature as fibres. It was
found that the aspect ratio has little effect on particle
clustering, preferential concentration or segregation
[10]. An analysis of near-wall dynamics showed that
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orientational and translational behaviours influence
accumulation at the wall with longer fibres being
deposited at higher rates. Moreover, it was noted that
fibres tend to align with the mean streamwise flow
direction near the wall with this alignment being
increasingly unstable for higher particle inertia.
Complex behaviour is observed in the spanwise and
wall-normal directions due to fibre inertia and
elongation, with no preferential orientation or
significant segregation observed in the channel
centre where the turbulent conditions are close to
isotropic.

As volume fraction increases (107° <¢p <
1073) it becomes necessary to account for the impact
of the particles back onto the fluid in so-called two-
way coupling. This is typically done using the
method of particle force feedback on the turbulent
fluid phase [11]. Various studies in wall-bounded
turbulence found that large particles enhance
turbulence while small particles dampen it, and
interestingly it has been shown that this effect is
muted at low density ratios even when the particle
Stokes number is equivalent in each case. In the case
of large particle Stokes numbers, the particles have
more inertia and are thus less responsive to rapid
changes in the local flow, resulting in preferential
accumulation in low turbulence regions. This leads
to local turbulence attenuation or suppression
hindering the energy transfer across turbulence
scales [6].

As the volume fraction increases further to
around ¢, > 1073, the translational and rotational
motion of the particle begins to be affected by inter-
particle collisions which at this point occur very
frequently. It is therefore necessary for simulations
to be able to detect and resolve such collisions which
is computationally expensive, especially in the case
of non-spherical particles. Collision-driven turbulent
particle-laden flows have been studied extensively,
and in one study low Stokes number particle were
found to accumulate in regions of irrotational
dissipation due to vortex ejection. The authors also
noted a relationship between the relative collision
velocity and Reynolds number, especially in the case
of low Stokes number particles [12]. Work
performed simulating a particle-laden vertical
channel using a four-way coupled LPT showed that
micro particles can modify the fluid turbulence
statistics even at very low volume fractions of the
order ¢, ~ 107> because of the quantity of
collisions [13]. Four-way coupling has been applied
alongside particle non-sphericity within an LPT but
there is little literature quantifying the effect of
particle shape on collision dynamics. One study
investigated the settling of ellipsoidal particles
within isotropic turbulence, finding that ellipsoids
collide considerably more often than spherical
particles of the same volume and in these collisions
the relative velocity was higher [14]. Another study
focusing on the collision and coupling effects of high
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inertia particles was conducted in [5], revealing that
high speed particle collisions lead to larger
momentum transfer and directional redistribution,
which increases the magnitude and changes the
direction of the slip velocity. This study noted the
importance of four-way coupling when simulating
midrange Stokes numbers.

Various collision detection methods have been
developed including nearest-neighbour lists and
stochastic models. In this study we use a
deterministic partition-based method [15] for
collision detection. Post collision calculations are
conducted using a hard-sphere model. More
sophisticated collision detection algorithms for non-
spherical particles have been proposed where the
particle volume is approximated by a collection of
overlapping fictitious spheres of varying radii [16].
This representation allows for similar contact
procedures as those mentioned above for the case of
spheres.

The present study aims to advance the
understanding of collision dynamics in wall-
bounded particle-laden turbulent channel flow, with
a focus on the impacts of particle non-sphericity and
high inertia. We seek to provide deeper insights into
these complex interactions and to generate collision
conditions typical of those seen in channels of
industrial interest.

2. METHODOLOGY

2.1. Fluid Phase Modelling

To generate accurate predictions of the flow
field we utilise the spectral element method-based
DNS code Nek5000 [17] to fully resolve all relevant
length and time scales. The solver employs an order
seven spectral method on each element. We simulate
a turbulent channel flow at shear Reynolds number
Re, = u,.6 /vy = 300, where u.is the shear velocity,
6 is the half channel height and vy is the fluid
kinematic viscosity. The reasons for using Nek5000
are twofold, firstly the open-source nature of the
solver makes it suitable for modification and
extension, secondly the code comes with efficient
parallelisation and an extensive history of validation
making it an efficient and safe choice. The governing
equations for the continuous phase dynamics are the
incompressible Navier-Stokes equations, which are
given in dimensionless form as follows:

V-ur =0, (@))

Duj
Dt~

O]

1
= =Vp* = VAui + frg + fow,
€p

where  uj(x*,t*) is the fluid velocity vector at
position x* and time t*, p*(x*, t*) is the fluid pressure,
Reg = ugd /vp is the bulk Reynolds number, f7. is
the constant pressure gradient forcing term and f£%,,

is an arbitrary cell-dependent forcing term
accounting for two-way momentum exchange
between particles and fluid. Parameters marked with
an asterisk () signify a non-dimensional variable
obtained from the bulk properties (8,ug, pr) Where
pr is the density of the fluid. These governing
equations are solved on a discretised, structured grid
which consists of 27 x18x23 seventh-order
spectral elements, equivalent to 3.9 M nodes. Mesh
refinement is used in the wall-normal direction,
while the distribution of elements is uniform in the
streamwise and spanwise directions. For our
simulation (x,y,z) correspond to the streamwise,
wall-normal and spanwise directions respectively.
The simulation domain and corresponding mesh are
illustrated in Figure 1.

Figure 1. Computational mesh demonstrating
element spacings and increased near-wall nodal
density

The solver uses a constant time step of At™ =
0.0025. Periodic conditions are imposed in the
streamwise and spanwise directions to ensure that the
flow remains cyclic. The top and bottom walls at
y* =41 respectively are subject to no-slip and
impermeability conditions. The flow is driven by a
constant pressure gradient, chosen to obtain a
specific Reynolds number, applied in the streamwise
direction, the magnitude of which is given as
follows:

*

dp
dx*

- (Ref)z, 3)

ReB

2.2. Lagrangian Particle Tracking

For the tracking of particle trajectories and
orientations through the flow, a Lagrangian particle
tracking code has been developed to run in parallel
with Nek5000. Each particle is represented as a
point with its location, velocity, quaternions and
angular velocity being updated each time-step by
solving a set of dimensionless equations. The
equations for the linear motion are derived through
considering the balance between the particle’s
inertia and the fluid. We consider the effects of the
following forces: lift, drag, virtual mass and the
pressure gradient. The Basset history force is
neglected due to its limited impact relative to its
computational cost, also neglected are the effects of
gravity and buoyancy to allow us to more easily
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isolate the effect of the turbulence on the particles.
For the rotational motion we use quaternions to
track the orientation of the particles and update the
angular velocity using Euler’s equations of rotation.
For these, we consider the torque due to the
resistance on a rotating ellipsoid and the cross-
coupling between angular velocities along different
axes, which arises because the principal moments of
inertia are not all the same.

In this work we consider non-spherical ellipsoid
particles given by the equation:

X' 2 y, 2 7 2
CRGRCE
a b c

where a,b and ¢ represent the lengths of the three
semi-principal axes in the x',y" and z' directions
respectively. We enforce that a = b in all cases and
define the aspect ratio A = ¢/a. The solid phase can
then be characterised by specifying the following

bulk parameters: the particle density p,, the aspect
ratio and the volume fraction ¢,, defined as follows,

_4 2 NP
$p =gmatey s (5)

where N, is the number of particles and V; is the
volume of the fluid geometry. The particle dynamics
are modelled using three reference frames: the
particle frame x’' = [x’,y’,z'] with its origin at the
particle’s centroid and its principal axis z’, the global
(fixed) frame x = [x, y, z] and the co-moving frame
x" = [x",y",z"]which shares its origin with the
particle centroid and has axes parallel to the fixed
frame. Transformation between the co-moving frame
and the particle frame can be performed as follows:

x' = Ax”r (6)

Where 4 is the time-dependent rotational matrix with

elements expressed in terms of four quaternions q =
(90, 91, 92, q3] T satisfying  the constraintg? + 2 +
a3 +q5=1

The time evolution of the quaternions is used to
update the orientation of the particles and is
computed as:

G0 —¢1 —92 —q3][ 0
dq _ 1|91 G0 —93 Q2 Qyr 8)
a" 2|92 Gz Go  —q1|| Qy|

3 —q2 @1 o 11LQ,

where Q,/, O, and Q,. are the components of the
particle angular velocity expressed in the particle
frame. The particle equations of motion and rotation
are given below:

dx;
p *
T = U 9)

ouy 1
at*pzM_m[FD+FL+FVM+FpG], (10)

where u;, denotes the dimensionless fluid velocity,
Myy = (1+ 1/2p") is the dimensionless virtual mass
factor where p* = p,,/pr is the dimensionless density
ratio. Here, Fy, is the drag force acting on the particle
and is given as follows [18]:

_ ApCpluslug

Fp 2p'vy (12)

where vy = (4/3)ma*?c* is the dimensionless volume
of the particle, u; = uj — u;, is the slip velocity, and
Ap and A, are the partial projected areas normal to
the direction of the drag and lift forces respectively
[18]:

Ap = n'az\/cosz(a) + (%)2 sin?(a) , (12)

AL = nastinz(a) + (%)2 cos?(a), (13)

where « is the angle of incidence defined as the angle
between the slip velocity u; and the direction of the
principal particle axis z'. The dimensionless drag
coefficient C,, for the non-spherical particles is given
by [19]:

Cp 24

AT [1+0.118(Re, K ;)

0.4305 (14)
+ :
1+ 3305/(Re,K;K,)

0.6567]

where Re, = uid,,/vpis the particle Reynolds
number computed using the equal volume sphere
diameter d,, = 2a1'/3, K, = %(dn/dev +20:°5) and
K, = 1018148(-log ®)°*"** gra the Stokes and Newton
shape factors that model the particle sphericity and
orientation, respectively, d, =./44p/m and &, =
s/S, where @ is the particle sphericity, defined as the
ratio of the surface area of a sphere having the same
volume as the particle, s, to the actual surface area of
the non-spherical particle, S. The lift coefficient ¢, is
determined by the following [18]:

|G

T |sin(a) cos?(a)]. (15)

The lift force F;, is therefore given by [18]:

_ 1 * @ u)y * *
F, = Zp*Vz;‘ALCL el [z x u}] x u. (16)

The local pressure gradient force Fp; is [5]:

1 Duy

Fre =0 7
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The virtual mass force F,,, is given by [5]:

1 Dup

Fyy = .
VM = 3 De

(18)

The final equations of motion for the rotation of the
prolate (2> 1) ellipsoid particles are given by
Euler’s equations of rotation presented below in a
simplified dimensionless form [10] :

dl 20[(1 = ADdy, + (1 + 22 (" — Q1)

e Reg(Bo + Ayo)(1 + A*)p*a*?
2 * *
+ (1 - m) 0y,
aa; 20[(A* = Dy + A2 + D(w" e, — ;0]
dt* Reg(ay + 12y,)(1 + 22)p*a*?
2 * *
1) aa
dQ;I _ Zo(w;lxl - Q;l)
dt* ~ Regz(2ay)pra?’

(19)

Here the elements of the deformation rate tensor
(d,y andd,s,) and the spin tensor (w,ry,w,,
andw,,) are defined as follows:

d _1 aui,+6uj1
vt = 2\ey e )

_1 6ui/ au]"
W2y =9\ " b )

The velocity gradients in the particle frame G;/;» can
be obtained by transforming the velocity gradients
from the fixed frameg;; = du;/0x;:

(20)

Goy =AG; A (21)

The non-dimensional coefficients a, = f8,, and y, for
a prolate ellipsoid (1 > 1) are defined as [20]:

I NN e
Er AT 2 "G veE=1)

_ 2 A—VIZ—1 (22)
yo_lz—l (12—1)3/211 A+1/12_1 :

The governing equations Egs. (8) to (10) are
integrated in time using a fourth-order Runge-Kutta
(RK4) algorithm, while Eq. (19) is integrated using a
mixed explicit/implicit  differencing  scheme
presented in [20] due to the stiffness of the equations.
In both cases the time-step is chosen to be the same
as for the continuous phase solver.

For higher volume fractions, as considered in
this work, it is essential to account for the particles’
impact back onto the fluid and this is done by adding
an additional source term in the Navier-Stokes
equations. The acceleration applied to cell i is given
by [11]:

5

Npi
R l au?’j
2w Vi* :

J
where V;is the volume of the computational cell, and

j is an index that iterates over the number of particles
contained within a cell, N, ;.

All inter-particle and wall collisions assume that
the particles are spherical with radius equal to the
largest semi-major axis. A deterministic binary
collision search algorithm is also used, based on [21].
At each time-step, particles are distributed into cells
of a coarse mesh. The collision algorithm detects
collisions by comparing relative displacements and
velocities within each cell. A secondary search
identifies missed collisions. Collisions are resolved
using kinetic energy and momentum conservation,
with particles deflected to account for penetration.
Collisions are assumed fully elastic.

(23)

3. RESULTS AND DISCUSSION

Here we focus on the collision dynamics of
needle-like particles and compare our findings to
those of nearly spherical particles. The fixed particle
phase parameters have been chosen to match those
of the study [5] and are shown in Table 1. Two
particle shapes are considered, and the case specific
parameters are outlined in Table 2. Here St* =

(p*d;f)/18vp is the dimensionless shear Stokes
number where d,,, = 4aA'/3.

Table 1. Fixed simulation parameters

Fixed Parameter Value
Number of Particles N, 300,000
Particle Volume V' 6.55 x 1074
Volume Fraction ¢, 1.4 x 107*
Shear Stokes Number St* 50
Density Ratio p* 400
Shear Reynolds Number Re, 300
Bulk Reynolds Number Reg 4,900

Table 2. Case specific particle phase parameters

Case a* c* A
Near-Spheres | 0.002492 | 0.002517 | 1.01
Needles 0.001462 | 0.007310 | 5

The particles were injected into the domain with
random initial position and orientation. The initial
velocity was inherited from the fluid and the initial
angular velocity was set to zero. Our analysis breaks
the flows into four distinct regions where the flow
conditions are known to differ, namely the viscous
sublayer (VS) (0973 < |y*| < 1), the buffer
layer (BL) (0.834 < |y *x| < 0.973), the log-law
region (LL) (0.8 < |y *| < 0.834) and the bulk
flow (BF) (0 < |y*]| < 0.8). We quantify the
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alignment of particles by considering the cosine of
the angles (6, 8,, 6,) made between the axes of co-
moving frame x" and the principal particle axis z'.
These are known as the direction cosines denoted
cos(6;). Values cos(8;) = 1 indicate the fibre is
aligned strongly with axis i, while cos(8;) = 0
indicate the fibre is unaligned with axis i. The
following PDFs are calculated using a Gaussian
kernel density estimation.

6

---- BF
-
--— BL ;
---- Vs ’

|cos(8)]

Figure 2: Absolute direction cosine PDFs by wall
normal location for needle-like particles, (top)
streamwise alignment, (middle) wall normal
alignment and (bottom) spanwise alignment

The alignment of the needle-like particles is
quantified in Figure 2. We see strong alignment with
the streamwise direction close to the wall with the
alignment weakening towards the centre of the
channel. The spanwise and wall-normal directions
behave similarly with strong anti-alignment with the
respective axes close to the walls which again
weakens toward the channel centre. These findings
are consistent with previous studies investigating
needle-like particles [10], thus providing validation
of the orientational dynamics of the model.

6

10

— A=1
— A=5

0.0
-10 -08 -05 -0.2 0.0 02 05 08 10

Figure 3: Collision PDFs by wall normal location

I — BF(A=1)

Figure 4: Collided particle absolute relative
velocity PDFs separated by flow region
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Figure 5: Collided particle relative collision angle
(radians) PDFs separated by flow region

We observe that both the near-spheres and
needles collide more often closer to the walls, likely
due to turbophoresis within the channel leading to
preferential concentration in the near wall region (see
Figure 3). The needles collide with a higher
probability in the very near wall region but the
distribution falls more quickly as we move from the
wall. Interestingly we also note an increased
probability of collision around the channel centre
with the needles. Looking at the absolute relative
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velocity |u,| of collided particle pairs it is clear that
the needles and near-spheres differ significantly, as
shown in Figure 4. While the mean relative velocity
is similar in all regions the PDF for the needles
shows much less variation, particularly in the bulk
flow region. This could be due to the ability of
elongated shapes to align more easily with the local
flow and collide more predicably. The same
relationship is seen for the relative collision angle
(the angle between the velocity vectors of two
colliding particles), as shown in Figure 5. Here we
again see less variance in PDFs for the needle-like
particles indicating that more often these particles
collide with velocities nearly parallel, uy = 0, and
this is likely due to the increased tendency of needle-
like particles to algin with the local flow.

ar
35 — wr =)
-- BF (A=5)

. —— LL(A=1) i
3.0 LL (A=5) / 1
BL (A=1) / 4

95| - BL(=5)
— VS (A=)
== VS (A=3)

0.0 0.2 0.4 0.6 0.8 1.0 1.2
w*

i

Figure 6: Collided particle streamwise velocity
magnitude PDFs separated by flow region
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50
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Figure 7: Collided particle wall-normal velocity
magnitude PDFs separated by flow region

The mean components of velocity for the nearly
spherical particles are in good agreement with the
existing literature [5], with similar PDFs observed in
all flow regions. The mean streamwise velocity is
similar in magnitude between the spherical and
needle-like particles, but we do note slightly higher
speeds for the needle-like particles in the bulk flow
and log-law regions, as shown in Figure 6.
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Figure 8: Collided particle spanwise velocity
magnitude PDFs separated by flow region

The mean velocity in the wall-normal direction is
again similar between the spheres and needles at
uy, ~ 0. Here we again observe that the needles have
less variance in their speed (Figure 7.), particularly
in the very near wall region where the alignment with
the streamwise direction is strong. Here the
proximity to the near wall boundary layer combined
with the particles’ tendency to align with the flow,
lead to the angle of incidence and thus the lift and
drag forces on the needle particles to be quite small.
This results in minimal wall-normal velocity
fluctuations and the lower variance observed in the
PDFs. The mean velocity in the spanwise direction is
slightly higher at around uj; =~ 0.02, and this is
consistent across both spheres and needles in all the
regions considered in Figure 8. Again, we see less
variation in the PDFs for needles compared to
spheres, but this effect is muted compared to the
wall-normal direction with, both particle types
performing similarly overall.

4. CONCLUSIONS

Numerical simulations of flows of needle-like
and nearly spherical particles under similar
conditions have been compared. Our findings
indicated that needle-like particles exhibited strong
alignment with the streamwise direction near the
walls, resulting in higher collision probabilities very
close to the walls and around the channel centre. A
reduced variance in the relative collision velocity and
angles for the needles relative to the spheres was also
observed, particularly in the bulk flow region. While
the mean velocity components for near-spheres
aligned with the existing literature (for perfect
spheres), needle-like particles showed slightly higher
mean streamwise velocities and less variation in
wall-normal and spanwise speeds, especially near the
walls due to their strong alignment with the flow.
These results underscore the significant impact of
particle shape on particle collision behaviour and
suggest that further research should be undertaken.
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ABSTRACT

The operation of pumps in wastewater condi-
tions is objected to complex failure modes due to
the heterogeneous nature of wastewater as a medium.
The main operational challenge is the clogging of the
pump due to nonwoven wipes accumulating in the
impeller. To investigate the operation of wastewater
pumps and emulate clogging phenomena, a standard-
ized testing procedure, in which dusters are mixed
with clear water to emulate the characteristics of the
suspended nonwoven wipes in real wastewater is em-
ployed. In this paper, the joint analysis of mech-
anical and hydraulic measurements provides deeper
insights into the characteristic phenomena that con-
stitute clogging events in wastewater pumps. The
mechanical data analyzed entails the torque and rota-
tional speed, synchronized with the hydraulic meas-
urement of the pump head and flow. With baseline
clear water measurements and constrained wastewa-
ter operation tests, salient signatures in mechanical
and hydraulic data are attributable to the influence
of the wastewater medium and clogging events. The
volatile and persistent clogging states of a pump in-
duce transient instationarities in the mechanical load,
especially reflected in the high-frequency oscillation
of torque in the form of harmonic distortion. This is
demonstrated via 19 standardized tests performed on
10 pumps with semi-open two-channel impellers.

Keywords:  Clogging Characterization, Fre-
quency Domain Analysis, Instationary Mechan-
ical Load, Wastewater Pumps

NOMENCLATURE

BPF [HZ] Blade Passing Frequency
DFT [-] Discrete Fourier Transform
H [m] Head

M [Nm] Torque

(0] [m3/h] Flow

RF [HZ] Rotational Frequency

VFD [-] Variable Frequency Drive

m, [¢] Weight
n [%] Efficiency

Subscripts and Superscripts
cw Clear Water

1. INTRODUCTION

Pumps utilized in wastewater management are
crucial components for the transportation and pro-
cessing of wastewater, which often contains a com-
plex mixture of suspended solids, organic matter,
and chemical substances. These pumps are specific-
ally designed to handle such diverse and potentially
abrasive materials, ensuring continuous fluid move-
ment. [1]] A significant operational challenge, how-
ever, is the phenomenon of clogging, predominantly
caused by nonwoven wipes. These materials, com-
monly found in domestic wastewater, have a tend-
ency to accumulate within the pump’s impeller, res-
ulting in obstructions that can impair pump perform-
ance and, in extreme cases, lead to complete system
failure [2].

The consequences of clogging are reductions
in flow rate or pump head, increased energy con-
sumption, and amplified mechanical stress and wear.
Further, the growing frequency of extreme weather
events, in combination with the ongoing trend of urb-
anization, places additional stress on wastewater in-
frastructure, increasing the urgency of maintaining
the operational integrity of pumps. As such, it is im-
perative that the design of wastewater pumps incor-
porates features that enhance resistance to clogging,
thereby ensuring long-term efficiency.

While previous research has identified non-
woven wipes as a primary contributor to clogging,
much of the existing literature has been limited to
theoretical models or simulations. Empirical invest-
igations into the interaction between wastewater im-
pellers and fibrous materials remain scarce. This gap
underscores the need for more experimental studies
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that provide concrete insights into the mechanisms
of clogging and its deduced influence on a pump’s
operating conditions.

Hence this study provides new and valuable
insights into the impact of clogging and general
wastewater operating conditions on the mechanical
power driving the wastewater pump. To deduce these
influences, the chair of Fluid System Dynamics at
the Technische Universitit Berlin employs a desig-
nated test rig to emulate wastewater conditions in a
controlled environment. This test rig enables the in-
vestigation of a pump’s susceptibility to clogging and
provides valuable insights into the detailed mechan-
isms constituting diverse clogging phenomena.

In this work, the designated test rig is lever-
aged to gain insights into the influence of wastewa-
ter operating conditions and clogging events on the
mechanical powertrain, namely the torque and rota-
tional speed. In total, 19 tests are carried out on 10
different pumps equipped with a range of different
semi-open two-channel impeller designs, objected to
varying degrees of emulated contamination. In these
tests, the hydraulic performance in terms of flow and
pump head are tracked as well as the mechanical
load in terms of rotational speed and torque. Besides
the analysis in the value domain, the torque is addi-
tionally analyzed in the frequency domain to observe
the oscillatory behavior and how this is impacted by
clogging of the pump’s impeller.

2. RELATED WORK

The research area of investigating and character-
izing clogging in wastewater pumps and its influence
on common process measurements is scarce. Espe-
cially so when focusing on experimental works with
realistic testing scenarios.

The work of Kallweit [3] presents a baseline
for the change of parameters under clogging condi-
tions. Here, the author presents experiments with
fixed, constant, artificial clogging on an axial im-
peller’s blades and analyzes the implications. In par-
ticular, the authors analyze pressure pulsations in the
frequency domain which are shown to substantially
deviate for clogging conditions of the tested impeller.

However, a focus on the changes in mechanical
load in wastewater pumps with respect to clogging
events has not yet been presented. Many studies do
employ rotational speed and torque measurements or
calculations, but exclusively with the aim to determ-
ine mechanical power leveraged for pump efficiency
investigations [4} |S]. These investigations do not,
however, focus on the implications of clogging but
instead on the optimization design aspects for the re-
duction of power consumption. As the majority of re-
lated work on wastewater pumps, these studies also
mainly present a simulation of the setup, with only
reduced experiment capacities for verification pur-
poses.

The work of Barrio et al.[6] does consider fre-
quency domain analysis of the torque of a pump in

2

terms of the blade passing frequency amplitude of
torque. However, these reports are only based on
simulation results. Further, the impeller is designed
for clear water operation.

Consequentially, to the best of the author’s
knowledge, this is the first work to investigate
mechanical load and particularly torque, in realistic
wastewater conditions to this depth and show the
large oscillations in the torque harmonics induced by
clogging events. This work falls in line with previous
efforts in characterizing signal patterns for clogging
in wastewater pumps carried out at the Technische
Universitit Berlin [7, (8,19, [10].

3. MATERIALS AND METHODS

3.1. Test Rig Setup

The chair of Fluid System Dynamics at the Tech-
nische Universitit Berlin operates a designated test
rig for standardized testing of wastewater pumps.

Test Rig and Procedure. Figure [I] shows the
test rig used to carry out the standardized wastewater
tests. The test rig is composed of two 3.5m> tanks
that are connected through looped pipes, integrating
the pump under test. The various valves enable the
configuration of different circuits to move the water.
For the standardized testing, water is pumped in a
circle from and to the wastewater tank. The test me-
dium is artificial wastewater consisting of clear wa-
ter mixed with dusters. These dusters have a size
of 22x33 cm with a fabric weight of 60 g/m?>. They
have been found to most closely reproduce the clog-
ging phenomena observed in wastewater pumps in
the field induced by nonwoven wipes [2} [11]]. The
standardized test is called the long-time functional
performance test, where the artificial wastewater is
pumped in a loop for the duration of an hour. The op-
eration of the motor, and thus the pump, is facilitated
with a variable frequency drive (VFD). The VFD is
set to maintain a constant speed of rotation.

--» flow path

FWT fresh water
tank

WWT wastewater
tank

g pinch valve
Z knife gate
valve

@ pump

Figure 1. Schematic of the test rig and the flow
paths.
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After a test, the pump is opened to retrieve the
dusters clogged in the impeller of the pump. With
this, the weight ratio of all dusters introduced in the
test and the ones remaining clogged in the pump at
the end of the test is determined. This weight ratio
assumes a value of 1 when all introduced dusters are
clogged inside the pump at the end of the test. Op-
positely, a weight ratio of 0 implies that all dusters
have been continuously pumped without being accu-
mulated in the pump at the end of the test. This test
can be repeated for three different so-called contam-
ination classes. These modify the number of dusters
introduced in the test in steps of 25, 50, or 100 dust-
ers per cubic meter of water.

For each long-time functional performance test
of a pump, the so-called degree of long-time function-
ality (Drrr) is calculated according to the following
equation [7]:

DLTF _ 2. i " l . My, total — My, pump i (1)
2 Ncw 2 My total

where 77 is the average efficiency of the test, 7cw
is the efficiency of the pump in clear water operation
and m,,_ are the weights of the total introduced dust-
ers in the test and the weight of dusters remaining in
the pump at the end of the test.

In addition to the long-time functional perform-
ance tests, a clear water reference measurement of
30 s is recorded for each operating point of the pump
under test. The obtained clear water values serve as
a reference for the changes in the hydraulic, mech-
anical, and electric characteristics which are induced
in the long-time functional performance tests due to
wastewater operating conditions and potential clog-
ging.

Sensor Setup. In order to analyze the operation
of the pump under wastewater conditions, several
measurements are carried out to determine import-
ant performance metrics. The differential pressure is
measured between the inlet and outlet of the pump,
according to DIN EN ISO 9906 [[12]. The flow is de-
termined with an inductive flow meter. These meas-
urements enable the calculation of the pump head.
All measurements are recorded with a sampling fre-
quency of 1 Hz.

For the purposes of this study, the test rig is
equipped with an additional torque transducer. The
torque transducer is the measurement flange T40B
by HBK . This enables not only the measurement
of the torque but the rotational speed as well. The
torque is measured with a high accuracy of a max-
imum 0.03 %. As the previously defined metrics, the
rotational speed is recorded with a frequency of 1 Hz.
Since the torque is analyzed in the frequency domain
as well, the sampling frequency is set to 1000 Hz.

3.2. Pumps under Test

In total, a number of 10 pumps are tested for
the purposes of this investigation. For these 10
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pumps, 19 tests are performed with varying contam-
ination classes. Generally, with any pump, the testing
starts at the lowest contamination class and increases
gradually across the denoted classes. A pump is only
tested with the next higher contamination class if the
respective Dy rp value is above 0.4, as otherwise the
pump will only exhibit even more severe clogging
with no added insights. For the purpose of this study,
the Dyrr is merely a means to formalize the exper-
imentation and will not be discussed and analyzed
further.

The pumps under test are all equipped with semi-
open two-channel impellers. The impellers vary in
their leading edge configuration in terms of thickness
and streamlines. The pumps P1 to P3 exhibit increas-
ing degrees of cutback on the leading edge, i.e. de-
creasing how far the leading edge reaches into the
inlet of the casing. The impellers of pumps P4 to P6
are modifications of P4 with increased leading edge
thickness. Finally, pumps P7 to P10 are equipped
with impellers observing connected leading edges of
varied thickness. All impellers exhibit a diameter of
310 mm. The volute casing is the same for all tests,
as is the motor, VFD, and sensor setup. The in- and
outlet of the casing are DN200 and DN150, respect-
ively.

In all tests of the different impellers, the rota-
tional speed of the motor is set to 1450 min~! via the
VED.

3.3. Frequency Domain Transfer

Fourier transform. The frequency domain
transfer is set up in a similar fashion as in the work
of Brokhausen et al. [10]. The process will be briefly
described here as well.

The frequency domain transfer is executed via a
discrete Fourier transform (DFT) since the data it is
applied to is characterized as real-valued and digit-
ized. The result of this transform is a complex amp-
litude spectrum over the frequencies. These complex
amplitudes are converted to real, absolute values and
are converted back to their original value domain for
ease of interpretation. This is implemented as fol-
lows (adapted from [[13} p. 61]):

2

where Ay, are the amplitudes in the original
value domain, A, are the complex amplitudes, and
N is the number of data points the DFT was applied
to.

Windowed DFT. The frequency transform is ap-
plied in a windowed fashion. The window is shif-
ted by a certain number of samples across the data,
where a DFT is carried out per window. This enables
the resolution of the amplitudes over time. The num-
ber of samples, the window is shifted by therefore
defines the resolution in time. The frequency resolu-
tion is defined by the size of the window. The smal-
lest frequency that can be resolved is determined by
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the division of the sampling frequency by the win-
dow size.

The extracted windows of data need to be further
conditioned. When extracting a subsection of data,
the constituent waveforms are cut at a point that is
unequal to their period. This leads to the detection of
amplitudes for frequencies, which in reality do not
exist in the data. This phenomenon is called spec-
tral leakage. It is countered by applying a window
function to each window. In this study, the Hamming
window is used. The Hamming window represents a
bell curve with reduced kurtosis and is formulated as
follows [14]:

w(n) = 0.54 — 0.46 - Cos( 2mn )
N-1 3)

withO0<n<N-1

where N represents the number of samples in a
window. The window function essentially dampens
the edges of the windows to reduce their influence
in terms of spectral leakage. With the application
of this function, however, the resulting amplitudes of
the DFT are of course altered. In order to counter this
and be able to still interpret the amplitude spectrum
in the original value domain, an amplitude correction
factor needs to be applied. The correction factor is
calculated by Equation ] [15} p. 212]:

cr=—N @)

N-1 ’
2 wn)
n=0

where, again, N is the size of the window. The
resulting amplitudes are all multiplied by this correc-
tion factor.

Implementation details. The frequency domain
transfer via the windowed discrete Fourier transform
is executed with a window size of 1000 samples.
As mentioned, the sampling frequency of the torque
measurement is 1000 Hz, making the window one
second long. Moreover, this results in a frequency
resolution of 1 Hz. This is a sufficient resolution in
frequency as the frequencies of interest are not as
close to one another as to necessitate a sub-Hertz
resolution. This is demonstrated in the subsequent
chapter.

With this setup, the maximum frequency that can
be identified is 500 Hz, which is far enough for the
harmonics being observed in the measurements, as
demonstrated later on in the results. Lastly, the num-
ber of samples the window is shifted by is set to 500,
i.e. 0.5 s. This ensures a sufficient resolution in time.

3.4. Definition of Harmonics

The reason for the frequency domain analysis
is to be able to identify and trace harmonics in the
torque signal. The expected and observed harmon-
ics originate due to the inherent periodic nature of
the mechanic rotation. Therefore, the main base fre-
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quency is the rotational frequency (RF). One spe-
cific additional frequency of interest is the so-called
blade passing frequency (BPF), i.e. the frequency
with which the blades of the pump’s impeller rotate.
Naturally, this depends on the number of blades and
manifests as the product of the latter and the rota-
tional frequency. As all pumps in this study employ
two-channel impellers, i.e. possessing two distinct
blades, their blade passing frequency is twice the ro-
tational frequency.

The notion of harmonics manifests as integer
multiples of these base frequencies. Table [T] shows
the frequencies of interest evaluated in this study.
The table shows both, the exact frequency as well
as the binned frequency at which the respective har-
monic will be identified due to the frequency resolu-
tion of 1 Hz.

The table shows another important peculiarity.
In this case, the second harmonic of the rotational
frequency is synonymous with the blade passing fre-
quency, as both manifest at twice the rotational fre-
quency. Therefore, only the odd harmonics of the
rotational frequency are regarded.

Additionally, as the third harmonic of the rota-
tional frequency showcases, the exact frequency of
occurrence can be located in the center of two in-
teger frequencies. In this case, due to instationarit-
ies in the operation, the frequency bin the harmonic
manifests in can change between the two values. In
order to account for cases like this and general vari-
ance in the exact occurrence of the harmonic amp-
litude peaks, these are identified as the most promin-
ent peak within a range of +5 Hz around the theoret-
ically defined center frequency.

In the remainder of the paper, these harmonics
may be referred to with a shortened descriptor in the
format of (X-)RF and (X-)BPF to represent the X
harmonic.

3.5. Analysis Strategy

Aggregate analysis in the time domain. As a
first step, the focal metrics of this study are analyzed
separately and time-independent. For this, the distri-
bution of the assumed values of the rotational speed
and torque are presented and analyzed per long-time
functional performance test. The values are reported
in a normalized fashion by being divided by the re-
spective clear water value at the set operating point.
Therefore, the spread of the deviation of torque and

Table 1. Non-exhaustive list of frequencies of in-
terest

Exact Binned
Description Value Value
Rotational Frequency 24.16 Hz 24 Hz
Third Harmonic of RF 72.5Hz 73Hz
Fifth Harmonic of RF 120.83Hz 121 Hz
Blade Passing Frequency 483 Hz 48 Hz
Second Harmonic of BPF 96.6 Hz 97 Hz

Copyright© Department of Fluid Mechanics, Budapest University of Technology and Economics and the Authors



speed due to wastewater operating conditions can be
deduced.

Aggregate analysis in the frequency domain.
The second part of the aggregate analysis is focused
on the averaged harmonic amplitudes for all tests.
All amplitudes for the frequencies of interest from
Table[T)are averaged over time for each test, resulting
in a metric per harmonic per test. These amplitudes
are normalized by the amplitude of the respective
clear water operation as well, therefore represent-
ing the relative increase or decrease in amplitude.
This analysis gives a first insight into the impact of
wastewater operation and clogging on the harmonic
amplitudes in the torque.

Integrated time and frequency domain ana-
lysis. In order to analyze the hydraulic and mechan-
ical time-related metrics jointly with the frequency
domain metrics, the latter are resolved in time as well
via the reported windowing approach. Therefore, the
head, flow, and torque, as well as the amplitudes of
the harmonics of the torque can be reported in a syn-
chronized fashion on a shared time base. This is done
for demonstrative tests which are chosen based on
the aggregate analyses to represent the prevalent find-
ings.

4. RESULTS

4.1. Aggregate Analysis in Time Domain

Rotational speed. For the aggregate analysis of
the distribution of values of the rotational speed, the
normalized, relative values are shown as individual
box plots per test in Figure [2a] These values can be
interpreted as a percentage increase or decrease in ro-
tational speed compared to the set clear water speed.
The x-axis shows the labels for the respective pump
as well as the contamination class employed in the
test.

As can be seen by the very small range of the y-
axis, the rotational speed does not vary a lot during
the long-time functional performance test with arti-
ficial wastewater. The largest deviation from the set
rotational speed of any test is below +0.3%. The
median rotational speed of all tests even falls within
+0.1 % of the set speed.

Torque. The distribution of assumed torque val-
ues during the test is represented in the same way as
the rotational speed, as boxplots of normalized val-
ues in Figure [2b] This figure additionally shows the
weight ratio of each test as a bar, mapped to the right-
sided y-axis. The weight ratio signifies the amount of
dusters that accumulated in the pump at the end of the
respective test.

In contrast to the rotational speed, the torque
shows a lot more variation, with maximum values ex-
ceeding 40 % increase of the needed torque for clear
water operation. Further, many more outliers can be
observed, as seen by the amount of markers beyond
the whiskers of the boxplots. This represents the oc-
currence of sudden spikes and peaks in the torque in-
duced by the dusters’ interference with the impeller.
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Figure 2. Boxplots for all tests showing the distri-
bution of the rotational speed (a) and torque (b),
normalized by their respective clear water opera-
tion values. Plot (b) additionally shows the weight
ratio as bars mapped to the second, right-sided y-
axis.

The overlayed weight ratio shows the relation
between the severity of clogging of the pump and the
attributed increase in the necessary torque. The tests
where more severe clogging occurs, i.e. observing
a higher weight ratio, also show a higher median of
the torque and tend to generally exhibit more vari-
ance with more prominent peak values. Moreover,
this tendency is also reversely true: tests, where few
dusters are accumulated in the pump, tend to show a
median closer to zero and less variance.

Discussion. The analysis of the rotational speed
shows how well the VFD regulates and controls the
delivered speed. Despite the demonstrated increases
in torque, the set rotational speed can be very accur-
ately maintained by the control.

The deviations in the operating conditions
present due to the clogging of the pump mechanic-
ally only reflect in the supplied torque. This is sup-
ported by the observed tendency that the median and
variance are increased when there are more dusters
clogged in the pump. There are some exemptions,
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like the test with contamination class 25 for pump
P7. Here, 77 % of the dusters remain clogged in the
pump, but the median torque is only increased by
about 3.5 % compared to clear water operation.

Another obvious exemption to these observa-
tions is the test of pump P6 with contamination class
25. Here, no clogging occurred at the end of the test.
The median torque in this test also exhibits the low-
est value out of all tests, which falls in line with the
overall tendency. However, the variance of torque
from this test is among the largest of all tests. This
can be attributed to transient clogging states occur-
ring over the duration of the test. Since the weight
ratio only describes the state at the end of the test,
any short-lived and transient clogging events are not
reflected in this metric. Therefore, analyses need to
be carried out over time as well.

4.2. Aggregate Analysis in Frequency Do-
main

For the aggregate analysis in the frequency do-
main, Figure [3] shows the relative change of the av-
erage amplitudes for the frequencies of interest for
each test. The change is reported relative to the amp-
litudes of the harmonics in clear water operation.

For the rotational frequency, there are no dis-
cernible tendencies to be observed. Only for the tests
of pumps P1, P2, and P3, there is a notable increase
in amplitude to be seen of up to 300 % in the case
of pump P1. For the remainder of the tests, the amp-
litudes for the RF do not increase or decrease drastic-
ally and show no apparent pattern. The amplitudes of
the third harmonic of the rotational frequency show
a more unified response in that for all tests but one,
there is an increase in the amplitude. For tests P1-25,
P5-50, and P6-50, there is a particularly strong gain
in amplitude. These observations are similar for the
fifth harmonic of the RF.

An entirely different effect can be seen for the
blade passing frequency, where the amplitude actu-
ally decreases for all but one test. The exemption
being the test P1-25, which increasingly manifests
as an outlier to the overall tendencies. Lastly, the
second harmonic of the BPF increases for all per-
formed tests. The highest increase for any harmonic
is observed for test P4-50 with an increase of 317 %.

Discussion In the aggregate analysis in the fre-
quency domain, some harmonics of the rotational
and blade passing frequencies show tendencies to
change in common ways when operating in wastewa-
ter conditions. This is further supported when revis-
iting the weight ratios of the individual tests reported
in Fig.[2b] In the tests for pumps P1 through P7, with
the exemption of test P6-25, the severity of clogging
in terms of the weight ratio is a lot more prominent
than for the remainder of the tests. This is reflected
in the averaged relative change of the harmonic amp-
litudes. Here, the increase in the 2-BPF is especially
prominent. The harmonic amplitudes of 3-RF also
mainly show a larger increase than in the tests with
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Figure 3. Relative increase of amplitudes at har-
monic frequencies for all tests.

less severe clogging. This holds true as well for the
observed decrease in magnitude of the BPF.

4.3. Integrated Time and Frequency Do-
main Analysis

The synchronized analysis of time and frequency
domain components of the torque and the hydraulic
performance metrics is facilitated by Figure ] The
figure shows the data for three exemplary tests,
namely the test of pump P1 at the lowest contam-
ination class 25 as well as tests of pumps P4 and P6
for the medium and lowest contamination classes, re-
spectively.

Each of the subplots is assembled the same way:
the respective top plot shows the five harmonics of
interest. Here, the amplitudes are normalized by
their clear water operation values to get the relat-
ive changes in amplitude induced by the wastewater
conditions. The bottom plots show the head, flow,
and torque data, normalized by their respective clear
water operation values as well and transformed to a
percentage. All values can directly be interpreted as
percentage-wise increases or decreases.

In Figure @a] it can be seen that especially
the amplitude of the rotational frequency increases
drastically during the first 1000 s of the test, with re-
lative increases of up to nearly 700 %. Additionally,
all other harmonics observe increased amplitudes as
well, with increases between 100 and 300 %. The
overall level of the torque increases by 20 percent at
the start of the test and drops to about a 15 % increase
at the 2000 s mark. In contrast, the flow and head
drop to a continuously lower level over the whole
duration of the test, with respective losses of 10 %
in flow and 20 % in head.

The test in Figure fb] exhibits very different
trends. Here, the second harmonic of the BPF is
the most prominent harmonic with increases of up to
580 %. The rotational frequency shows no elevated
amplitude levels while its third and fifth harmonic
increase around 200 % on average, the latter peak-
ing at as much as 520 % increase at the beginning of
the test. In contrast, the amplitude of the BPF shows
continuously lower levels than in clear water oper-
ation with a drop of 60 to 70 %. Concurrently, the
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Figure 4. Harmonic and hydraulic metrics over
time for three different tests. The respective top
plot shows the relative difference in harmonic
amplitudes. The bottom plots show the relative
difference in head, flow, and torque. The joint le-
gend is located in (c).

hydraulic performance metrics decrease from the be-
ginning of the test, with the flow dropping to a con-
tinuously lower level of around 80 % of its clear wa-

7

ter reference. The head drops most prominently at
the beginning as well, but then keeps slowly declin-
ing to a final value of 65 % of its clear water value.
The magnitude of the torque again develops contrar-
ily with increases of 40 % at the start and a continu-
ous slow decline from this peak over the duration.
The torque is still increased by about 10 % at the end
of the test.

Lastly, the third test, reported in Figure
shows rather inconspicuous harmonic levels most of
the time. The same holds true for the hydraulic met-
rics and the overall torque level. However, there are
two distinct events, at the beginning of the test and
between 2250 and 2350 s, where the torque values
increase drastically for a short duration. These events
are reflected in the harmonics as well, where for both
events the amplitude of the BPF drops below its clear
water levels and the other harmonics show increased
amplitudes.

Discussion The first two presented tests P1-25
and P4-50 both represent tests where clogging of the
pump’s impeller occurs from the start of the test. The
final clogging accounts for 99 and 82 % respectively
for the two tests. The state of clogging of the impeller
is depicted in Figure[3]

The test P1-25 is the previously identified outlier
from the overall observable harmonics trends in the
data. This is also true when regarding the harmonics
in a time-resolved manner, as all harmonics show a
considerable increase due to severe clogging.

Test P4-50 features even more severe clogging,
with, despite the smaller weight ratio, an overall
higher weight of dusters remaining clogged in the
impeller. This is especially reflected in the hydraulic
performance as the head and flow decrease extens-
ively. In the frequency domain, the harmonics show
representative patterns as discovered to be prevalent
in the aggregate analysis. The BPF is continuously
smaller than in clear water operation while its second
harmonic is highly increased. The increased torque
at the beginning of the test is especially reflected in
the third and fifth harmonic of the RF.

In the last test, P6-25, there was no clogged ma-
terial inside the pump at the end of the test. Over
most of the test duration, the pump is only very
minorly clogged as observed during the test via a
borescope. This minor clogging is reflected in the
harmonics of the torque, especially through the in-
creased levels of the third and fifth harmonic of the
RF. The salient event after 2250 seconds, where the
torque and its harmonics suddenly spike and then
revert to their original levels again after about 100
seconds represents an event where more material is
spontaneously accumulating in the impeller. Sub-
sequently, all clogged material evacuates from the
impeller and it stays clog-free until the end of the test.
This presents the imprint of self-cleansing mechan-
isms as often observed in wastewater pumps [8]] onto
the required torque and its harmonics.
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(a) P1-25.

(b) P4-50.

Figure 5. Accumulated clogging after the respect-
ive test.

5. CONCLUSION

The work presents insights from 19 standardized
functional performance tests in realistic wastewa-
ter operating conditions for a total of 10 different
wastewater pumps with semi-open two-channel im-
pellers. The focus of the investigation lies on the
mechanical load and clogging-induced instationarit-
ies in it. These are demonstrated in the value as well
as frequency domain of the torque signal. In partic-
ular, clogging of the impeller was shown to lead to
increased required torque levels as well as large in-
creases in torque oscillation. The latter manifests as
amplitude increases of harmonic frequencies of the
rotational and blade passing frequencies with transi-
ent, relative increases of more than 600 %.

In future work, the aim is to project these torque
deviations onto electrical power and current meas-
urements within the variable frequency drive. This
will mostly be achievable for the value domain, the
application of frequency domain analyses, however,
will presumably show different characteristics.
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ABSTRACT

In this paper, the influence of several housing
recess geometries on the fiber entry into the back
shroud cavity of a single volute wastewater pump
with a semi-open two-channel impeller is investig-
ated. The test rig used is a wastewater pumping sta-
tion model that provides optical access into areas in
wastewater pumps that are at risk of clogging. Three
operating points are examined for each configuration,
one at part load, one at best efficiency point and one
at overload. The introduced configurations feature
varying radial gap widths between back shroud and
outer diameter of the recess as well as different de-
grees of back shroud coverage. The axial gap width
between recessed rear housing wall and flat disk back
shroud corresponds to 5 mm. Tested configurations
are evaluated on the basis of dry fiber mass perman-
ently accumulated in the back shroud cavity after
pumping artificial wastewater for 60 min. The eval-
uation of the experimental data shows that housing
recesses with partial or complete back shroud cover-
age significantly reduce or completely eliminate fiber
entry while increasing efficiency.

Keywords: back shroud cavity, clogging, fibers,
housing recess, wastewater pump

NOMENCLATURE

H [m] head

Ny [min~'] specific speed (US customary)
P [W] power

0 [m3s71]  flow rate

R [mm] radius

Re [-] Reynolds number

S [-] gap ratio

T [min] time

c [-] degree of coverage

d [mm] depth

g [ms™2] gravitational acceleration
n, [min~"] specific speed (metric)

S [rmm] gap width

1

t [mm] thickness
n [-] efficiency
o [kgm™]  mass density

Subscripts and Superscripts

BS back shroud
HR housing recess
a aggregate

ax axial

c critical

el electrical

hydr hydraulic

r radial
1.INTRODUCTION

Being part of critical infrastructure, wastewa-
ter pumps are expected to operate clogging-free,
safely and efficiently [1, 2. However, continuous
entry of fibers from nonwoven wipes is one of ma-
jor obstacles for the reliable operation of wastewater
systems all over the world [3]]. Although the yearly
nonwoven wipe production throughout Europe has
declined slightly since its all-time high of almost 3.25
million tons in 2021, in 2023 it was still 2.8 times the
amount produced in 2000 [3,4]. The fibers contained
in the wastewater frequently accumulate in wastewa-
ter pumps at the blade inlet, on the cutwater and in
the front and back shroud cavity [2, 15, 6]. In addi-
tion to the risk of clogging, fibers entering the back
shroud cavity can pose a risk to the mechanical seal
[7]. The functionality, i.e. the ability of a pump
to transport fiber-laden wastewater without clogging
[8], is therefore of utmost importance, as it may
furthermore reduce the aforementioned requirements
operational safety and efficiency [3, O]. The only
thing worse than an inefficiently operated wastewater
pump is one that cannot be operated when needed.
Cities such as London, New York and Sydney each
bear annual resulting costs of tens of millions USD

(30
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In order to meet the requirements discussed,
there are numerous design guidelines available that
vary depending on wastewater composition [[10, [11].
In wastewater pumps, vortex as well as one-, two-
and three-channel impellers are commonly in use [2].
When pumping large solids, clogging can be easily
avoided by choosing wastewater impellers that fea-
ture a sufficiently large ball passage [S]. When it
comes to pumping fiber-laden wastewater, however,
the susceptibility to clogging is independent of the
ball passage, as experimentally determined by Pohler
and Thamsen [[12] for a wide variety of wastewater
pump impellers. Wastewater pumps are usually de-
signed as single-stage pumps with a volute or annular
casing [2, |5]]. This is due to the fact that the bladed
guide vanes found in multistage pumps are prone to
clogging [ [10]. Furthermore, balance holes in the
back shroud are avoided in wastewater pumps as well
for the same reason, so that axial thrust reduction is
typically achieved by back vanes [3].

However, only vague design guidelines are avail-
able to keep the back shroud cavity free of fibers
or other solids. Housing recesses as well as back
vanes are stated as solutions [5, 7, [13}[14]. In prelim-
inary tests on the wastewater pump investigated in
this paper, the fiber entry into the back shroud cav-
ity was found to significantly decrease as the axial
gap width s,, between flat disk-shaped back shroud
and rear housing wall decreases [[15]. Further invest-
igations on this wastewater pump focused on the in-
fluence of specific design parameters for backward
curved back vanes and back channels on fiber entry
into the back shroud cavity [16]. It showed, that
backward curved back vanes can eliminate fiber entry
into the back shroud completely even at low back
vane height and with minor efficiency drawbacks. In
contrast, only the one back channel configuration in-
vestigated at minimum axial gap width between the
unmodified part of the back shroud and rear housing
wall, as well as maximum channel depth, was found
to be capable of slightly decreasing fiber entry at a
disproportionate reduction in efficiency.

2. BACK SHROUD CAVITY FLOW

Hardly anything in a centrifugal pump has as
powerful an influence on other essential components
and operating behavior due to its design character-
istics as the cavities between impeller and housing.
The flow prevailing there not only largely defines
axial thrust [5) [10]. It is furthermore well known,
that the shroud cavity design may significantly af-
fect radial thrust as well [5]. Besides axial thrust, the
pressure within the back shroud cavity is also to be
considered when choosing the shaft seal. With regard
to pump efficiency, shroud cavity design impacts
leakage losses and, in particular, disk friction losses
[LO, [17]. The latter is nothing less than the funda-
mental motivation for the experiments on disks rotat-
ing in cylindrical housings, as conducted by Schultz-
Grunow [[18]], Ippen [19] or Daily and Nece [20} [21],

2

from which the basic understanding of back shroud
cavity flow is derived [5} [10].

2.1. Theory

Based on analytical and experimental investig-
ations on enclosed rotating disk flow conducted by
Daily and Nece [20l 21], it has become common
practice to distinguish between the following four
flow regimes, depending on the properties of disk and
rear housing wall boundary layers:

I. merged, laminar

II. separated, laminar
III. merged, turbulent
IV. separated, turbulent

Reynolds number Re and axial gap width s,
define the corresponding flow regime prevailing.
However, surface roughness can increase boundary
layer thickness and decrease the critical Reynolds
number Re.. [20, 21]]

Within the disk boundary layer, the circumferen-
tial velocity is increased compared to the rest of the
fluid. Directly on the rotating disk surface, the fluid
moves with the local circumferential velocity of the
disk itself, due to the no slip boundary condition. Ac-
cordingly, the no slip boundary condition causes the
circumferential speed to be zero directly on the sta-
tionary rear housing surface. Compared to the rest
of the fluid, the circumferential velocity is decreased
within the rear housing boundary layer. Due to the
increased circumferential speed within the rotating
disk boundary layer, the fluid is therein centrifuged
outward. Continuity enforces a radially inward dir-
ected flow within the housing wall boundary layer,
which leads to the characteristic radial-axial circula-
tion between disk and rear housing wall. Together
with the explained circumferential velocity distribu-
tion, this yields the three-dimensional flow around
enclosed rotating disks. For sufficiently large axial
gap widths s,y, the boundary layers are separated
from each other and a co-rotating rigid-body vortex
develops between them. [15 110, (18| 20]]

Normally, flow regime IV is present in water
pumps [5} [10]. For the constellation of separated
turbulent boundary layers, the radial velocities are
always low compared to the circumferential velocit-
ies [5]. With regard to avoiding fiber entry into the
back shroud cavity of a pump, this together with the
above-mentioned flow pattern appears very conveni-
ent. It is tempting to assume that, due to the con-
tinuous and isolated radial-axial circulation, fibers
contained in the main flow could not enter the back
shroud cavity. And even if fibers were to be near
parts within the back shroud cavity that are to be kept
free of them, it could be expected that they are once
more circulated away. However, in reality wastewa-
ter pumps have to be taken out of operation due to
clogged back shroud cavities or destroyed mechan-
ical seals.
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2.2. Practice

In practice, the flow in the back shroud cavity
differs considerably from the flow described for en-
closed rotating disks. In both, annular and volute
housings, the velocity and pressure distribution is ro-
tationally asymmetrical at all operating points, caus-
ing the flow inside the back shroud cavity to be asym-
metrical as well. Secondary flows through the back
shroud cavity then occur as a result. [2} 1522} 23]

Furthermore, experiments and numerical simu-
lations have shown that by actively dominating the
flow through a suitable shroud geometry [22| [23] or
by passively protecting the respective shroud cavity
[24], asymmetric flow within front or back shroud
cavity can, to a certain degree, be homogenized.

For instance, Bubelach [23]] applied front vanes
to the front shroud of a wastewater pump with a
closed one-channel impeller. Compared to the flat
disk-shaped front shroud configuration, the flow in-
side the front shroud cavity was less dependent of
the circumferential pressure distribution in the annu-
lar housing.

Will et al. [22] numerically and experimentally
investigated the flow inside the front as well as the
back shroud cavity of a commercial standard pump
with a single volute and a closed seven-channel im-
peller. Flow regime III was observed to prevail in the
back shroud cavity due to low axial gap width sy.
Viscous effects therefore had, to a certain degree, a
homogenizing influence on the back shroud cavity
flow.

Numerical and experimental investigations car-
ried out by Knop et al. [24] showed that, in addition
to the pressure distribution in the housing, the pres-
sure distribution in the impeller eye can also affect
the flow in the front shroud cavity. The pressure field
in the impeller eye was homogenized by adapting the
impeller geometry, which prevented further clogging
of the one-channel wastewater impeller.

2.3. Housing Recesses

The extent to which the back shroud cavity is in-
fluenced by outer boundary conditions can be con-
trolled by the design of the back shroud cavity, i.e.
the design of the housing and the back shroud [J5].
When the back shroud cavity is relatively open at the
outer impeller diameter, the back shroud cavity flow
is strongly coupled to the flow in the housing and
the main flow behind the impeller outlet [5, 22]]. In
contrast, when recessing the rear housing wall in a
way that the radial gap width s, is small, whereas
the degree of back shroud coverage cps is high, the
back shroud cavity flow can be decoupled from outer
boundary conditions to a large extent [S]. The de-
gree of back shroud coverage cpgg is determined as
follows, using the parameters shown in Fig. [T}

dHR — Sax

s = ——— (D
s

3

dHR

Sr

h

N N

RBS Sax

Figure 1. Back shroud cavity parameters

With regard to the fiber entry, it is therefore expec-
ted that the discussed local, centripetally directed
secondary flows in particular lead to an increase in
fiber entry and thus to a decrease in functionality in
open and accordingly strongly coupled back shroud
cavities. It is vice versa assumed that with increas-
ing degree of back shroud coverage cps and decreas-
ing radial gap width s,, the back shroud cavity flow
is increasingly decoupled from the external bound-
ary conditions stated above, thus decreasing fiber
entry. It is of special interest for the investigation
presented to obtain information on both the effective-
ness as well as the corresponding magnitude of the
parameters back shroud coverage cps and radial gap
width s,. Increased radial thrust is to be expected for
increasingly decoupled back shroud cavity designs,
as pressure balancing secondary flows through the
back shroud cavity are weakened [3]].

3. EXPERIMENTAL INVESTIGATION
3.1. Investigated Pump

The dry-installed wastewater pump investigated
has a semi-open two-channel impeller with a spe-
cific speed n, and N, at best efficiency point (Q100)
of 58 min~! and 3000 min~!, respectively. Its outer
diameter is 277 mm. The impeller is modified in
a way that different back shroud geometries can
be mounted. Therefore, the original back shroud
geometry was turned off and subsequently featured
threaded holes. The investigated pump has a vo-
lute housing and is driven by a 4-pole asynchron-
ous motor. The rear housing wall is made of ac-
rylic glass and hence fully transparent. It is further-
more equipped with threaded holes on different radii,
so that the flat disk-shaped rear housing wall can be
modified.

3.2. Test Rig

Figure [2] shows the open loop test rig oper-
ated for the experiments conducted. The water tank
(WT) replicates a wastewater pumping station suc-
tion chamber. It has a capacity of 6 m> as well as fully
transparent acrylic glass walls. During each test, arti-
ficial wastewater moves from the water tank through
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PP pressure measuring section (pressure side) V' (de-) acration valve
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Figure 2. Test rig [15]

a DN 250 elbow pipe into the DN 150 suction line,
where the static pressure upstream the pump is ob-
tained (PS). From there, the artificial wastewater is
transported through the test pump (P) and the DN150
discharge line, where the static pressure downstream
the pump is measured (PP). From there, the artifi-
cial wastewater pa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>