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ABSTRACT

We present a two-dimensional direct numer-

ical simulation of breaking waves in shallow wa-

ter generated by a wave plate. The open-source

Basilisk solver is used to solve the incompressible,

variable-density, two-phase Navier-Stokes equations

with surface tension. The air-water interface is ad-

vected using a momentum-conservative Volume-of-

Fluid (MCVOF) scheme. The surface tension is

treated with a balanced-force technique. An Adapt-

ive Mesh Refinement (AMR) scheme is employed

for computational efficiency, concentrating compu-

tational resources on significant solution regions. By

reconstructing the piston-type wave plate numeric-

ally, we realize a high-fidelity simulation of ex-

perimental waves under the wide-ranging motions

of the wave plate. The relationship between vary-

ing maximum wave plate speeds and the associated

maximum wave heights before breaking is investig-

ated. The onset of wave breaking is determined as

a function of the ratio of wave height to water depth

to distinguish between non-breaking waves, spilling

breakers, and plunging breakers. A typical plunging

breaking wave with a large ratio of wave height to

water depth is initialized to identify the wave break-

ing and air entrainment processes. We obtain a good

collapse of the simulated free-surface evolution and

velocity fields with respect to the experiment. The

shape and size of the air entrapped at impact by the

plunging jet match closely the experimental obser-

vations during wave breaking. The time-evolving

energy budget and the bubble characteristics under

breaking waves are further discussed based on the

numerical results.

Keywords: air entrainment, direct numerical

simulation, two-phase flow, wave breaking

NOMENCLATURE

E [J] energy

H [m] maximum wave height before

breaking
S [m] wavemaker stroke length

ϵ [J/s] viscous dissipation rate

σ [N/m] surface tension coefficient

A [m2] area of ingested bubbles

c [−] volume fraction

d [m] still water depth

f [s−1] wavemaker frequency

L [m] numerical domain size

l [−] maximum level of refinement

N(t) [−] number of bubbles

p [Pa] pressure field

tim [s] the time of jet impact

Vmax [m/s] maximum wave plate velocity

D [−] deformation tensor

fσ [N/m3] surface tension force per unit

volume
u [m/s] fluid velocity

µ [Pa s] dynamic viscosity

ρ [kg/m3] fluid density

Subscripts and Superscripts

k, p,m, d kinetic, potential, mechanical, and dissip-

ative energy
x, z streamwise, vertical direction

1, 2 phase 1, water; phase 2, air

1. INTRODUCTION

Wave breaking has sparked a lot of research in-

terests due to its importance in upper ocean dynamics

and air-sea interactions. The experimental investiga-

tions of breaking waves by Duncan [1] and Melville

[2] have initiated the exploration of the physics gov-

erning their instability, breaking onset, and strength.
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Progress has been made in several areas, including

prediction of geometric properties, breaking onset,

energy dissipation, and air entrainment mechanisms

in breaking waves. The turbulence directly associ-

ated with breaking is dominant in mixing processes

beneath the free surface, making it crucial for heat,

mass, and momentum transfer [3]. However, splash-

ing, turbulence, and air entrainment make theoret-

ical modeling challenging once the wave breaks. In

addition, field measurements using various detection

methods have difficulty in quantifying wave break-

ing due to the strongly nonlinear intermittent break-

ing process and environmental influences [4]. Con-

trolled laboratory experiments and numerical model-

ling enable the isolation and analysis of the effects

of wave breaking on a variety of fundamental air-sea

interfacial properties, measuring the scaling relation-

ships between surface wave fields and the kinemat-

ics and dynamics of breaking waves [5, 6]. Meas-

urements of breaking waves generated by wave plate

can provide general entrainment processes visualized

by high speed imaging and the temporal evolution

of turbulence quantified using particle image veloci-

metry (PIV), but there are also many technical chal-

lenges in measuring the temporo-spatial evolution

and resolving both the large and small structures sim-

ultaneously during wave breaking. Therefore, dir-

ect numerical simulation (DNS) has becomes a feas-

ible method for solving complex breaking processes

across a wide range of scales, allowing researchers

to gain a better understanding of the physical role of

entrained air bubbles in basic processes such as wave

energy dissipation. The numerical methodology fol-

lowed in this investigation involves the simulation of

incompressible flow of two immiscible fluids. The

Navier-Stokes equations are solved numerically on

sufficiently fine grids to retain the effects of viscosity

and surface tension, allowing the physical properties

of breaking waves to be accurately captured.

2. NUMERICAL SCHEME

2.1. Basilisk Solver

We solve the gas-liquid two-phase incompress-

ible Navier-Stokes equations with variable density

and surface tension using the Basilisk library. The

Basilisk package is an open-source program for the

solution of a wide variety of partial differential equa-

tion systems on regular adaptive Cartesian meshes.

The incompressible, variable density Navier-Stokes

equations with surface tension can be written as:

ρ(∂tu + (u · ∇)u) = −∇p + ∇ · (2µD) + fσ (1)

∂tρ + ∇ · (ρu) = 0 (2)

∇ · u = 0 (3)

With u = (u, v,w) the fluid velocity, ρ ≡ ρ(x, t)

the fluid density, p the pressure, µ ≡ µ(x, t) the dy-

namic viscosity, D the deformation tensor defined as

Di j ≡ (∂iu j+∂ jui)/2, and fσ the surface tension force

per unit volume.

The liquid-gas interface is tracked by the

momentum-conserving volume-of-fluid (MCVOF)

advection scheme [7] combined with quad/octree

adaptive mesh refinement (AMR) method, while

the corresponding volume fraction field is solved

by a piecewise-linear geometrical scheme [8] to-

gether with a balanced-force continuous-surface-

force model for the surface tension. The generic time

loop is used for the implementation of numerical

scheme and the timestep is limited by the CFL condi-

tion. The momentum equation is projected using the

Bell-Colella-Glaz advection scheme [9], and the vis-

cous terms are solved implicitly. Gravity is taken into

account using the “reduced gravity approach” [10].

2.2. Momentum-Conserving VOF Method

The VOF method was originally developed by

Hirt & Nichols (1981) [11] and modified by Kothe

et al. (1991) [12], and further coupled with mo-

mentum conservation by Fuster & Popinet (2018)

[7], with the advantage of allowing variable spatial

resolution and sharp representation along the inter-

face, while limiting the appearance of spurious nu-

merical parasitic currents caused by momentum leak-

age between the dense and light phases [13]. A func-

tion c(x, t), defined as the volume fraction of a partic-

ular fluid in each cell of the computational mesh, as-

suming a value from 0 to 1 for each phase, is used to

reconstruct the interface of the two-phase flow. The

density and viscosity can thus be calculated using

arithmetic means as follows:

ρ(c) = cρ1 + (1 − c)ρ2 (4)

µ(c) = cµ1 + (1 − c)µ2 (5)

with ρ1, ρ2, and µ1, µ2 the density and viscosity

of the first and second fluids, respectively.

The advection equation for the density can be

substituted with an equivalent advection equation for

the volume fraction:

∂tc + ∇ · (cu) = 0 (6)

The piecewise linear interface construction

(PLIC) approach is applied. The interface normal

is computed by the Mixed-Youngs-Centered (MYC)

method [14] and the position of the interface in the

cell is determined using the method of Scardovelli &

Zaleski (2000) [15].

Momentum conserving scheme in the advective

momentum fluxes near the interface has proven to be

essential to reduce the numerical momentum transfer

through the interface, especially for large density dif-

ference between the two phases. The total fluxes on
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each face are obtained by adding the diffusive flux

due to the viscous term, which are computed by a

semi-implicit Crank-Nicholson scheme. The Bell-

Collela-Glaz (BCG) second-order upwind scheme is

used to reconstruct the liquid and gas momentum per

unit volume to be advected in the cell.

2.3. Balanced-Force Surface Tension

Surface tension can be important in capturing

the main cavity at impact and wave hydrodynamics

during the post-breaking process. Surface tension

is treated with the method of Brackbill et al. (1992)

[16] and the balanced-force technique [17] as further

developed by Popinet (2009, 2018) [18, 19]. To solve

the inconsistency at low interface resolution, a gener-

alized version of the height-function (HF) curvature

estimation is used, resulting in accurate and efficient

surface-tension-driven flow solutions.

3. PROBLEM DESCRIPTION AND
MODEL VALIDATION

3.1. Problem Description

A series of breaking wave experiments have been

conducted at Johns Hopkins University in a 6m long,

0.3m wide, and 0.6m high wave flume with the aim to

study the dispersion of oil spills by breaking waves

[20, 21]. The breaking waves are initialized by driv-

ing a piston-type wavemaker over a uniform water

depth d = 0.25m. A single wave breaking event is

generated by a single push of the wavemaker, with a

trajectory x(t) and associated wave plate velocity v(t)

determined by the following functions:

x(t) =
S

2
(1 − cos(2π f t)), 0 ≤ t ≤

1

2 f
(7)

v(t) = S π f sin(2π f t), 0 ≤ t ≤
1

2 f
(8)

where S is the wavemaker stroke length, f is the

frequency, and t is the time.

On the basis of the laboratory experiments, two-

dimensional simulations of breaking waves have

been performed using the Basilisk solver. A plunging

breaking wave with S = 0.5334m and f = 0.75Hz

is chosen for detailed study, with a maximum wave

plate velocity of Vmax = S π f = 1.26m/s. A paramet-

ric study is carried out to relate the wave character-

istics to the initial conditions by varying the stroke

S and frequency f . We define x as the streamwise

direction, and z as the vertical direction, positive up-

ward and measured from the still water level. (see

Figure 1).

A constant depth of water for the interface

η(x, z)(t=0) = d, with d the still water depth, is used as

the initial condition in a square box of size L = 6m.

The wave propagates from left to right in the x direc-

tion. Based on direct numerical simulations of water-

air mixture resulting from the entrainment of bubbles

d = 0.25m

Wavemaker

0.6 m

6 m

x

z

Figure 1. Sketch of laboratory breaking wave ex-

periment and numerical domain.

due to breaking, we intend to investigate the mechan-

isms of breaking waves in terms of free-surface pro-

files, time-evolving energy budget and bubble char-

acteristics.

3.2. Parameter Space

The density and viscosity ratios of the two

phases are those of air and water in the experiments,

which are 1.29/1018.3 and 17.9e − 6/1.01e − 3, re-

spectively. The Reynolds number in the breaking

waves generated by the wave plate can be defined by

Re = ρVmaxS/µ, with ρ the density of water, Vmax

the maximum wave plate velocity, and S the stroke

length [22]. The surface tension can be expressed by

the Weber number We = ρV2
maxS/σ, with σ the con-

stant surface tension coefficient between water and

air. The numerical resolution is given by ∆ = L/2l,

where l is the maximum level of refinement in the

AMR scheme. The maximum level of refinement

depends on the smallest particle size that needs to

be resolved in the breaking waves. A maximum

level of refinement of 15 is applied in this study,

which corresponds to an equivalent conventional grid

of 1 billion ((215)2) and a minimum mesh size of

122µm. The grid is adaptively refined/coarsened as

the wave propagates, resulting in a total number of

grids ranging from 1 million to 10 million. The

surface tension scheme is time-explicit, so the max-

imum timestep is the oscillation period of the smal-

lest capillary wave. For the maximum level of refine-

ment l = 15, the corresponding maximum timestep

should not be larger than 6.4e − 5. To ensure nu-

merical stability, we require the CFL number to be

varied in accordance with the various stages of wave

breaking evolution, generally decreasing from 0.5 to

0.3. The refinement criterion is based on the wavelet-

estimated discretization error in terms of velocity,

vorticity or VOF fields [23]. The refinement criteria

on the VOF tracers and the velocity field compon-

ents are used for adaptive refinement to capture the

water-air interface and moving wave plate. The re-

finement algorithm is invoked at every timestep to

determine whether to refine based on the criteria of

wavelet estimated error uerr = 1e−3 for velocity field

and ferr = 1e − 6 for volume fraction field.

For a plunging breaking wave with S = 0.5334m

and f = 0.75Hz, due to the limitation of computa-

tional resources, combined with the decreasing ef-

fects of Reynolds number on the evolution of wave

breaking, we choose Re = 1 × 105. This value of

Reynolds number corresponds to a maximum wave
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plate velocity of 0.51m/s and a water depth of 0.08m,

which is 5-6 order of magnitude smaller than the ac-

tual value. We expect that Reynolds-number effects

should not fundamentally alter the basic nature of the

scaling we have derived [24]. The effect of surface

tension on the formation of the main cavity is ana-

lyzed using the physical value of the surface tension

coefficient between water and air σ = 0.0728kg/s2,

which leads to We = 12000.

3.3. Breaking Waves Validation

3.3.1. Breaking waves profiles

Three high-speed cameras with a frame rate of

500 frames per second are used in the experiments

to visualize the development of wave breaking and

the subsequent breakup processes. The horizontal

centers of the fields of view, 103×103, 75×75, and

75×75cm2, are located at x = 1.66, 2.43, and 3.07m

for cameras 1, 2, and 3, respectively. The vertical

center of all cameras are adjusted to the initial free

surface. We compare numerical results of interface

evolution over time for a plunging breaker generated

by a motion of wave plate with S = 0.5334m and

f = 0.75 to the experimental snapshots taken with

the high-speed cameras. Comparisons of the free sur-

face profile between the simulation results and the

snapshots taken during the experiments are shown in

Figure 2.

Camera 1, located upstream of the wave direc-

tion, close to the side of the wave plate, is primar-

ily responsible for recording the development of the

plunging jet, the jet impact and air entrainment, and

the generation of the first splash-up. As shown in

Fig. 2(a) and Fig. 2(b), comparisons of the free sur-

face evolution at t = 0.6s and 0.7s show a great

agreement between the present simulations and the

experimental results from Camera 1. With the steep-

ening of the wave slope and the curling of the wave

crest, A plunging jet can be observed at t = 0.6s, with

a tendency to project downward to the water surface.

At t = 0.7s the plunging jet impacts onto the rising

wave front, forming the main cavity by entrapping a

tube of air. During this process, the evolution of the

free surface, including the development of the wave

crest, the curvature of the overturning wave crest, the

precise size of the main cavity, and the height and

position of the first splash-up, can be accurately pre-

dicted by our numerical simulation.

The subsequent development of the initial wave

crest and the first splash-up are recorded by Camera

2. From t = 0.9s to 1.0s, because of the propagation

of the perturbations and capillaries at the main free

surface prior to the impact of the first splash-up, the

free surface beneath the ligaments and droplets of the

first splash-up has already been disturbed (c). Fol-

lowing that, the first splash-up dives and connects to

the free surface (d). The initial wave crest weakens,

the main cavity expands and ruptures, generating a

large number of small bubbles that then float to the

vicinity of the free surface due to buoyancy. During
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Figure 2. Comparison of free surface profile

between laboratory images and numerical results

this process, more abundant water droplets and lig-

aments are observed in the experiment compared to

our numerical results, as indicated by the black re-

gion in the experimental snapshots. The explanation

for this is that our grid scale is fine enough to cap-

ture the formation of water droplets, air bubbles, and

ligaments, but these phenomena can not be fully ac-

quired using the present 2D numerical simulation.

Some differences are observed in the simulated

free surface evolution compared to the snapshots

taken by Camera 3. In comparison to the experi-

mental observations, we find similar phenomena in

the occurrence and rising of the second splash-up,

as well as the decaying wave crest (e), but the exact

development of the second splash-up and the rising

wave front are not reproduced by our numerical sim-

ulation. It appears to be a phase shift in the distribu-

tion of the bubble cloud region (f), but similar bubble

cloud size and penetration depth under the water can

be obtained. These discrepancies can be explained

by the fact that a slight perturbation at the wave front

eventually leads to the development of drastically

different breaking processes, and this chaotic beha-

vior of breaking waves has been investigated across

several runs with the same laboratory setup, demon-

strating a non-repeatable breaking process particu-

larly in the post-breaking region [25].

To sum up briefly, a good agreement is obtained

in terms of wave shape and maximum wave height

before breaking, and the simulated size of the main

cavity entrapped by the plunging jet is almost the

same compared to the experiment. Some differences

can be seen in the location after wave breaking. The

generation of water droplets, air bubbles, and liga-

ments is inaccurate, the profiles of the wave front

and the distribution of bubble cloud region can not

be well reproduced. This can be explained by the

lack of bubbles and droplets generation due to the

absence of 3D effects, and the chaotic behavior of
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Figure 3. Comparison of surface elevations over

time at x = 1.2m (a), 1.8m (b), and 2.4m (c)

breaking waves in the post-breaking region.

3.3.2. Surface elevation over time

Figure 3. shows the simulated free-surface pro-

files over time recorded at three positions (x = 1.2m,

1.8m, and 2.4m) corresponding to the pre-breaking,

breaking, and post-breaking regions, respectively,

with a comparison to the experimental high-speed

imaging results.

The free-surface profile at the first position (x =

1.2m) remains smoothly curved, which corresponds

to the pre-breaking stage with a smooth free-surface,

without the formation of vertical interface and the

generation of bubbles and droplets (a). The numer-

ical simulation accurately reproduces the evolution

of the free surface, including the development of the

rising and falling wave profile, with only a slight un-

derestimation (0.02m, 6.7% error) at the peak of the

wave profile at t = 0.5s.

The second position is located at x = 1.8m,

within the wave breaking region, near the main cav-

ity entrapped by the plunging jet. We notice that in

the experiment, the free-surface appears an immedi-

ate rise after jet impact at around t = 0.7s, indicating

the penetration of the plunging jet into the wave front

and the formation of the main cavity. Fig. 3(b) shows

that our numerical simulation can closely capture the

phenomena during wave breaking. The only discrep-

ancy can be attributed to the lack of the production of

small splashes when the plunging jet penetrates into

the wave front due to the absence of 3D effects.

The wave propagates to the third position and

develops into turbulence, forming a large amount

of droplets and bubbles. There are apparent fluctu-

ations of the free-surface between t = 0.9s and 1.4s,

showing the strongly turbulent phenomena during

this period. Fig. 3(c) shows an overall underestima-

tion in the elevation of the free surface from t = 0.9s

to 1.4s by our numerical simulation. This is most

likely due to the fact that the free surface elevation

is measured differently in the experiment than in the

numerical simulation. The value of the free surface

elevation in the experiment is the maximum eleva-

tion between the wave profile, the splashing bubbles

and droplets, as the free surface elevation is recorded

from the black region in the experimental snapshots.

However, in the numerical simulation, the free sur-

face elevation is primarily determined by the wave

profile rather than the splashing droplets scattered

above the water surface.

In general, the temporal evolution of the free-

surface profile can be precisely reproduced by our

simulation compared to the experimental measure-

ments at each location. Despite the limitations of

2D simulation in producing droplets and ligaments

in the spanwise direction, the ability of our model

to capture wave hydrodynamics, including accurate

reproduction of wave height, wave speed, and wave

breaking processes, can be demonstrated through the

above comparisons.

4. DISCUSSIONS

4.1. Relationship between Wave Height

and Maximum Wave Plate Speed

We develop relationships to connect the max-

imum wave height before breaking H with the max-

imum wave plate speed used for generating our

waves, which is Vmax = Aπ f in this study. We

restrict consideration to air-water systems close to

standard temperature and pressure, so a constant sur-

face tension coefficient is used here. The relation-

ship between H and Vmax has been investigated by

conducting various cases with different Vmax. The in-

fluence of Reynolds number on the resulting wave

height has also been examined by using distinct val-

ues of Re = 105 and Re = 6 × 105.

Figure 4. illustrates the relationship between

H and Vmax normalized by water depth d and shal-

low water wave speed, (gd)1/2, respectively. Exper-

imental measurements performed by Li (2017) [20]

are also plotted in this figure. It can be seen that the

data collapses onto a single line. As Vmax increases,

the regular wave begins to break, and the break-

ing type changes from spilling to plunging. Com-

pared to the experimental data, our numerical results

underestimate the wave height, and the differences

between them increase with Vmax. The assumption

that the flow becomes independent of the Reynolds

number for sufficiently large values of Re can be val-

idated from here. The transitions between regular

and breaking waves, spilling and plunging breakers

take place at around H/d = 0.65 and H/d = 0.80,

respectively. This is very close to the measurement

done by Li (2017), which showed a critical value of

H/d = 0.8 for spilling and plunging breakers.

A linear correlation between the maximum wave

height before breaking H and the maximum wave

plate speed Vmax has been revealed, showing that the

wave height becomes higher as the maximum wave

speed increases. The approximate transitions are rep-

resented by two critical values. The resulting wave

heights between two regimes with distinct Re val-

ues are quite consistent, indicating that the evolution
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Figure 4. Relationship between maximum wave

height before breaking H and maximum wave

plate speed Vmax

of the wave profiles over time is independent on the

Reynolds number.

4.2. Energy Budget

We present an energy budget after the jet impact

and analyze the energy decay and viscous dissipa-

tion due to breaking. The time histories of the kin-

etic Ek, potential Ep and total mechanical energy Em

are shown in Figure 5. The total mechanical energy

of the wave is calculated as the sum of the kinetic

and potential components Em = Ek + Ep. The Data

are non-dimensionalized using initial values related

to the jet impact time tim.

0.8

0.9

1

1.1

0 0.2 0.4 0.6 0.8 1

E
 /

 E
0

t - tim (s)

Em
Ek
Ep

Figure 5. Time histories of the kinetic Ek, poten-

tial Ep and total mechanical energy Em

Starting from the initial impact of the plunging

jet, there are two visible energy transfers between

kinetic and potential energies, leading to two appar-

ent splash-up productions. As wave breaking de-

velops, the wave crest diminishes, the plunging jet

strikes the free surface and penetrates into the water,

Ek rapidly increases and Ep begins to decline, until

the first and second splash-ups occur at t − tim = 0.1s

and t − tim = 0.45s, respectively. When the splash-

up starts to rise, Ek, which has reached its max-

imum, begins to decline and transfers to potential en-

ergy. The total energy decays gradually with a con-

tinuously increasing decay rate during this breaking

phase. In the later stage of breaking waves, notably

after t − tim = 0.65s, the wave becomes more tur-

bulent, and the total mechanical energy exhibits a

greater decay due to the substantial air-water mix-

tures and vortical structures.
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Figure 6. Time histories of the viscous dissipation

rate ϵ (a) and corresponding dissipation Ed (b)

Figure 6. depicts the time histories of the vis-

cous dissipation rate ϵ and the corresponding dissip-

ation Ed. Since we compute breaking waves in a 2D

simulation, we consider the width in the spanwise

direction as a unit. The dissipation rates in both wa-

ter and air are markedly intermittent and their fluc-

tuations are strongly synchronized in time. We note

that the occurrence of maximum dissipation rate fluc-

tuations is closely related to the exchange time of en-

ergy transfer, i.e. the moments when Ek and Ep reach

their extreme values. As breaking process develops,

the dissipation rate in water increases greatly, while

the dissipation rate in air remains stable (a). Splash-

up productions generally occur at a period when the

viscous dissipation gradient in water grows dramatic-

ally, the viscous dissipation in water continues to in-

crease and no significant decrease in the dissipation

rate is observed until t−tim = 1s. Most of the dissipa-

tion is caused by air in the early stage after breaking,

and then water-induced dissipation dominates the en-

ergy dissipation due to the increasing dissipation rate

in water (b).

4.3. Air Entrainment

Wave breaking injects a large amount of air into

the water by the entrainment of bubbles, which is dis-

tinguished by a wide distribution of bubble sizes. The

2D numerical studies in the wave breaking literature

may not able to investigate the accurate bubble size

distributions, but the evolution of their formation and

breakup processes can generally be captured on a fine

grid scale through the DNS in this study. Figure 7.

shows the time histories of the number of bubbles
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N(t) and the total area of bubbles ingested into the

water normalized by the main cavity size A/A0.
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Figure 7. Time histories of the number of bubbles

N(t) (a) and the total area of bubbles normalized

by the main cavity size A/A0 (b)

The first bubble can be identified at the moment

when the plunging jet impact on the wave front tim,

which is also referred to as the main cavity initially

ingested in the breaking process. Subsequently, the

first splash-up develops and penetrates into the water,

with the main cavity being squeezed and distorted,

generating a large number of small bubbles. During

this period, the total number of bubbles N(t) begins to

increase, but the total ingested area of bubbles has no

significant increase. Then the total ingested bubbles

spikes to a higher size at around t − tim = 0.37s, this

abrupt increase is associated with the behavior of the

first splash-up impacting on and connecting to the

free surface. A similar phenomenon occurs for the

second splash-up at t − tim = 0.67s. It shows that the

bubble size enclosed by the first and second splash-

up is more than ten times larger than that of the main

cavity. We also observe a transient collapse in the

total ingested area of bubbles due to the intermittent

rupture and reconnection of the ligaments on the top

face of the splash-ups (b). As shown in Fig. 7(a),

there is a roughly constant production rate at 0.1s that

lasts until 0.6s, and then the number of bubbles in-

creases rapidly, which is related to the breakup of the

main cavity due to turbulence around the cavity. It’s

worth noting that the temporal development of the

number of bubbles shows a high similarity to the vis-

cous dissipation rate during the breaking process, im-

plying a possible link between the number of bubbles

and the energy dissipation rate.

5. SUMMARY

We have presented 2D direct numerical simu-

lations of breaking waves in shallow water gener-

ated by the wave plate using Basilisk to solve the

two-phase Navier-Stokes equations with surface ten-

sion. High-fidelity modeling of experimental waves

has been achieved by reconstructing the piston-type

wave plate numerically to provide precise inform-

ation on the hydrodynamics and energetics of the

breakers as well as statistics on bubble productions.

For the relationship between the changing maximum

wave plate speed and the associated maximum wave

height before breaking, we have investigated the on-

set of wave breaking in terms of the ratio of wave

height to water depth, and determined critical val-

ues for the transitions between non-breaking wave,

spilling breaker, and plunging breaker. For a typ-

ical plunging breaking wave with a large ratio of

wave height to water depth, We obtain a good col-

lapse of the free-surface profiles and entrapped air

characteristics with respect to the experiment, show-

ing the ability to resolve wave hydrodynamics and

breaking processes over a large scale separation. We

present a time-evolving energy budget to analyze the

energy transfer and decay due to breaking, showing

an intermittent and growing viscous dissipation rate

induced by air-water mixture and vortical structures

in the post-breaking stage. The corresponding rela-

tionship between bubble statistics and breaking pro-

cesses has also been investigated, revealing a strong

correlation between the number of bubbles and the

energy dissipation rate.
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