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ABSTRACT

In many industrial applications, such as packed

beds and combustion engines, gas flows through

complex geometries play an important role. The

measurement of these is therefore of considerable

importance, e.g. for process monitoring and optim-

ization. Spatially and temporally highly resolved

measurements of these flows are, however, often dif-

ficult since no direct optical access to the interior is

possible, rendering techniques such as PIV inapplic-

able. Transparent geometry, e.g. from glass, restores

optical access but it leads to severe optical distor-

tions in captured images, again preventing the use of

standard techniques. We present an efficient and ro-

bust numerical algorithm to reconstruct gas flow ve-

locity vector fields in the interior of complex, trans-

parent geometry from PIV measurements. A com-

plete simulation of PIV experiments, which allows,

e.g., to optimize an experimental setup without build-

ing hardware, is also introduced. We validate our

PIV reconstruction technique with simulated exper-

iments as well as real-world PIV measurements in a

complex bulk reactor.

Keywords: PIV, ray tracing, flow velocity meas-

urement in transparent packed bed

1. INTRODUCTION

Particle image velocimetry (PIV) is a well es-

tablished technique to obtain spatially and tempor-

ally highly resolved velocity field measurements of

gaseous flows [1]. Since PIV is based on imaging

the flow, it requires the investigation region to be op-

tically accessible. This, however, is not easily sat-

isfied in many applications where there is complex

flow geometry. One example are bulk reactors where

immersed particles play a fundamental role for the

overall dynamics but these also block the line of sight

to many flow regions of interest.

In this article, we present an efficient and ro-

bust numerical technique for PIV-based flow velocity

measurements in complex environments. We assume

that geometries that would block the line of sight are

of transparent material, e.g. glass. This ascertains

optical access but also causes strong optical distor-

tions in captured PIV images, rendering standard PIV

calculation techniques inapplicable. In our work, we

resolve this by numerically computing the undistor-

ted PIV image that would have been obtained for the

flow with its tracer particles in a geometry that has

no optical effect.

We obtain the undistorted image with a two step

technique. First, we reconstruct the light field, which

describes the light energy density as a function of po-

sition and direction, on the PIV investigation plane.

This is accomplished using an inverse light trans-

port simulation of a computer model of the exper-

imental setup that uses the distorted PIV image as

light source. With the light field available, a forward

optical simulation in an empty environment yields

the undistorted PIV image, which can be used with

standard PIV vector field calculation techniques. Our

approach is nontrivial since the problem is a priori

ill-posed and we discuss how it can, nonetheless, ro-

bustly yield corrected images and high fidelity vector

fields.

We demonstrate the efficacy of our technique us-

ing, firstly, simulated PIV experiments, in which case

the ground truth vector field is precisely known, and,

secondly, real PIV experiments in a complex bulk re-

actor. We also investigate how regions where no vec-

tor field reconstruction is possible can be minimized

with multi-camera PIV setups.

The remainder of the article is structured as fol-

lows. After discussing related work in Sec. 1, we

present in Sec. 2 our numerical technique to enable

PIV in optically complex environments. In Sec. 3 we

verify our technique with simulated PIV experiments

and in Sec. 4 we present results for real ones in a bulk

reactor. The paper concludes in Sec. 5 where we also

discuss future work.
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Related Work The measurement of flow fields

in complex geometries is challenging since optical

methods, such as PIV or PTV (particle tracking ve-

locimetry), are not directly applicable. Using trans-

parent geometry, e.g. of glass, restores optical ac-

cess. However, it also induces strong optical distor-

tions, for example due to strongly curved or angled

transparent surfaces, which render standard tech-

niques for flow field calculation inapplicable.

In liquids, refractive index matching (RIM),

where the refractive index of the flow liquid is

matched to that of the immersed, transparent geo-

metry, can be employed to counterbalance the dis-

tortion. This was used in conjunction with optical

methods to compute flow vector fields in packed beds

for example in [2, 3, 4, 5]. In gaseous flows, how-

ever, RIM is inapplicable due to the large difference

between refractive indices.

Invasive techniques, such as endoscopic PIV,

provide an alternative approach for flow measure-

ments when optical access from the outside is not

possible. This was used, for example, to analyze ve-

locity fields of water flows in the porous space of

packed beds [6, 7]. The insertion of probes into a

flow can, however, have a significant effect on its be-

havior.

For simple optical setups, e.g. when the experi-

mental apparatus is viewed through a slightly curved

window, optical distortions can be corrected for by

careful calibration [8, 9]. Kováts et al. [10] demon-

strated that this is still applicable in more challenging

configurations with a single layer of hollow spheres.

These authors used multi-step calibration with the in-

terstices and the spheres being considered separately.

For large optical distortions, more sophisticated

methods than careful calibration are required. Kang

et al. [11] developed a correction for the flow field in-

side a droplet using ray tracing. Some terms in their

algorithm were found to be erroneous by Minor et

al. [12] who corrected these. Later, Zha et al. [13]

used ray tracing for distortion correction of flow

measurements in a transparent diesel motor cylinder.

For complex particle beds, the use of ray tracing

to correct for optical distortions was first demon-

strated by Martins et al. [14, 15]. We will spell out

the implicit assumptions in this work, extend it to

scale better to more complex setups, and allow for

the recovery of larger areas of the flow fields.

2. PIV IN OPTICALLY COMPLEX

ENVIRONMENTS

We consider PIV setups with complex geometry

that is transparent at least in the line of sight of the

measurement camera. Optical access to the flow

is then still available but the transparent geometry

causes strong distortions in captured PIV images

that lead to incorrectly computed vector fields when

standard techniques for PIV vector field calculation

are used; see the experimental results in Fig. 6. Our

approach to obtain the true vector fields is to recon-

struct the light field ℓ(x, ω) on the PIV investigation

plane and then simulate the image formation process

as if no distorting geometry would be present, see

Fig. 1 for an overview. This yields a corrected PIV

image that can be used with standard approaches for

PIV vector field calculations.

Although the light field ℓ(x, ω) can in principle

be obtained by tracing the measured light intensity

I(u) from the PIV images back through the experi-

mental setup, the computation is ill-posed since the

measurement on the camera reduces the 5D func-

tion ℓ(x, ω) that depends on position x and direction

ω to the 2D intensity I(u), averaging the contribu-

tions coming from different directions and projecting

it onto the two-dimensional image plane.1 The re-

construction is furthermore compounded by the need

for a minute alignment between experiment and sim-

ulation as well as magnification effects that can cause

the projection of large regions of the PIV investiga-

tion plane onto a small number of pixels.

In the following, we will detail our numerical

technique that, despite the difficulties, allows for the

computation of corrected PIV images and, through

this, the accurate calculation of vector fields with PIV

in optically complex environments. We will first con-

sider the light field reconstruction and then the align-

ment between experiment and simulation.

2.1. Light field reconstruction

To obtain a corrected PIV image that allows for

the use of standard PIV software, we require know-

ledge of the light field ℓ(x, ω) on the investigation

plane P at the time when the image is taken. The

available information for the reconstruction is, how-

ever, only the distorted PIV measurement, i.e. the

two-dimensional intensity function I(u) : I → R on

the image plane I. A reconstruction is, therefore,

only possible when additional assumptions about the

light field are made.

We will assume, firstly, that the distorted PIV

image was captured with a pinhole camera model

so that the contributions to I(u) for fixed u ∈ I

come from a single direction only and, secondly,

that the light field ℓ(x, ω)|P on the PIV investigation

plane is isotropic and has no angular dependence, i.e.

ℓ(p) = ℓ(x, ω)|P with p ∈ P.

The pinhole camera, with focal length and lens

distortion as parameters, is fitted to best match the

real camera in the experiment, see Sec. 2.2 for de-

tails. This provides a good approximation, as is cor-

roborated by Fig. 2 that shows a pixel-accurate agree-

ment between the geometries in a photograph and

a computer-generated image with the fitted pinhole

camera.

An isotropic light field ignores the strong aniso-

tropy in the Mie scattering of the tracer particles.

1By the symmetry of the light field, which corresponds to the

constancy of ℓ(x, ω) along light rays, the function is, in fact, only

four-dimensional; the reconstruction problem remains, however,

ill-posed.
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Figure 1. Conceptual depiction of our reconstruction algorithm with spheres as transparent flow geometry.

In the forward pass, the captured PIV image is used as a light source and with a ray tracing light trans-

port simulation through the experimental setup, an approximation ℓ̃(x) = ℓ̃(x, ω) of the light field on the

PIV investigation plane is reconstructed. The use of multiple PIV cameras is also possible and this can lead

to improved reconstructions of ℓ̃(x). After the reconstruction of ℓ̃(x), the undistorted PIV image is recon-

structed by forward ray tracing with ℓ̃(x) as light source and with the distorting geometry removed from

the experimental setup, which is easily realized numerically. Standard PIV software can then be used to

compute the flow vector field.

This effect is nevertheless considerably reduced

in a camera arrangement, where the scattered light

is collected over a range of angles, depending on

the distance (which is rather large in our case) and

aperture of the camera, as well as in a field of

particles where multi-scattering takes place [1]. Fur-

thermore, what is used for the velocity field de-

termination is, however, only the relative position of

tracer particles in an image pair, with the magnitude

Fourier-averaged over an interrogation window. In

this sense the assumption of an isotropic light field

can be understood as an analogue of the binarization

that is sometimes performed as image pre-processing

before PIV. In more complex camera setups, e.g.

those considered in Sec. 3.1, an anisotropic light field

might be beneficial or necessary. This will be the

subject of future work.

With the above assumptions, the mapping of the

2D function I(u) to the 2D function ℓ(p) is well

posed. In particular, an approximation ℓ̃(p) to ℓ(p)

can be obtained by tracing light rays backwards from

the camera with the distorted PIV image as source

until the rays intersect P, see Fig. 1, left. By the re-

versibility of light transport, pointwise values ℓ(p)

are obtained by reflecting and refracting the rays

through the scene and scattering these according to

the Fresnel equations [16]. We record all ℓ(p) which,

when interpolated, provide the approximation ℓ̃P.

The corrected PIV image Ic, which allows for the use

of standard PIV calculations for determining the flow

velocity field, is then obtained by simulating the im-

age formation process for an experimental setup with

ℓ̃(x) as light source and with all distorting geometry

removed, see Fig. 1, right.

It is possible to consider the above computation

as a mapping M : I → Ic from the distorted PIV im-

age I to the corrected one Ic, side-stepping an expli-

cit computation of ℓ̃. This was followed in [14, 15].

However, the approach scales quadratically in the

number of pixels, so that for state-of-the-art camera

resolutions with O
(

107
)

or more pixels, the mapping

M requires tens of gigabytes of storage. Further-

more, since on modern compute hardware the bot-

tleneck is usually memory transfer and not compu-

tations, performing the ray tracing for every image

that is to be reconstructed is in practice faster than

applying a precomputed mapping.

2.2. Alignment of Experimental Setup

and Simulation

A precise alignment between simulation and ex-

periment is critical for an accurate correction of dis-

torted images. We thereby currently presume that an

accurate 3D model of the experimental setup exists,

e.g. because it served as input to its manufacturing,

so that the alignment reduces to calibrating the cam-

era. Following the approach in computer vision [17],

we separate this calibration into an intrinsic part,

which determines the camera parameters that best

match a pinhole camera model and which corrects

for lens distortion, and an extrinsic one, which ac-

counts for the rigid alignment of the camera with re-

spect to the experimental setup. Among other things,

this separation has the advantage that different nu-

merical techniques can be used for the different parts,

which we exploit in our approach. Both calibrations

are performed in the experimental setup prior to the

flow measurement.

For the intrinsic calibration, we experimented

with the OpenCV library [18] as well as with the

commercial PIV software DaVis from LaVision. We

obtained the best results with a combination of both

when the focal length and the optical center are de-

termined with the DaVis calibration and the lens dis-
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Figure 2. Comparison between photograph of an experimental setup without a flow (left) and computer-

generated image of it (right). A good agreement with a pixel-accurate alignment of the geometry can be

observed.

tortion subsequently in OpenCV.

For extrinsic calibration, we use AruCo markers

that integrated into the experimental setup (cf. Fig. 2)

so that we have always a sufficient number of mark-

ers in the field of vision. The markers consist of a

barcode that allows for their unique identification and

they are placed at non-colinear, known positions in

the experimental setup, see Fig. 2. Using a geometric

description of the relative marker positions, standard

libraries, e.g. [18], can be used to obtain an estima-

tion of the camera position relative to these. For us,

this provides the position of the camera and its ori-

entation with respect to the experimental setup. The

camera’s position would also be available from the

setup itself, at least up to measurement uncertainties,

but not the orientation, which is critical for an accur-

ate reconstruction [14].

To verify the accuracy of the calibration we com-

pare for each experimental run a computer-generated

image of the corresponding experimental setup with

a photograph, both without flow to facilitate the com-

parison. An example is shown in Fig. 2. As can

be seen there, a good agreement is achieved and an

overlay of the images verifies that one has a pixel-

accurate alignment of the geometry. An even closer

match of the images could be obtained by also simu-

lating depth-of-field but since this does not facilitate

PIV reconstruction we do not perform the expens-

ive additional computations. Fig. 2 also shows that

for our concrete setup the computer model is suf-

ficiently accurate for the light transport simulation.

However, at least locally a strong sensitivity to errors

in the computer model exists for both the geometry

and parameters such as the refractive index. A quant-

itative analysis of the sensitivity will be pursued in

future work.

2.3. Implementation

Our implementation of the light transport sim-

ulation is based on the open source ray tracing soft-

ware pbrt [19], which provides a flexible and efficient

Monte Carlo light transport simulator designed for

research. Some modifications to the software were

necessary to adapt it for our purposes. The most im-

portant ones are a textured area light source, which

is used for the captured PIV image; an implementa-

tion of a pinhole camera with lens distortion, which

matches the model of OpenCV; a surface material

that represents the reconstructed light field in the

scene; and extending the light ray representation in

the software so that it has information about the ray’s

origin and destination. In our implementation, we

also do not explicitly record ℓ̃ but exploit that the for-

ward pass (cf. Fig. 1) is very simple and allows one

to directly compute the corrected image Ic. For an

experimental setup with 12 visible spheres, the com-

putation time of Ic from a given distorted PIV image

I at a resolution of 1000×1000 pixels is 6.5 s on a 12

core processor with 2.2 GHz.

The pbrt-based implementation of the light

transport simulation is complemented by python

code for the calibration as well as the necessary data

conversion between the different parts of the pro-

cessing pipeline.

3. SIMULATED PIV EXPERIMENTS

In this section, we consider the validation of

the computational pipeline introduced in Sec. 2 with

simulated PIV experiments to obtain insight on the

influence of different parameters, like geometric tol-

erances and camera orientation and position. While

the present work provides only first steps in this dir-

ection, it will in the future help with the design and

and planning of experiments. This allows us to com-

pare to a known ground truth and also to control and

separate different error sources. In Sec. 3.1 we detail

the principle methodology for this and in Sec. 3.2 the

concrete realization as well as the obtained results are

discussed. We also demonstrate that simulated PIV

experiments can help to minimize difficulties in the

experiments and reconstructions, which is consider-

ably more efficient when done numerically than with

real experiments.
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Figure 3. CDF simulated reference (left), calculated flow vector fields (center), and difference (right) for the

top layer (top) and eleventh layer (bottom) of the packing in the bulk reactor in Fig. 4. In each case, the

virtual PIV investigation plane was horizontally behind two layers of spheres of the 3 × 3 layout and thus

cut through the spheres of the subjacent layer, resulting in the circular regions where even in the reference

no vector field is defined. The error is the difference between the reference and the computed vector field.

3.1. Simulation of PIV experiments

The input for the simulated PIV experiments is

a 3D computer model of the experimental setup as

well as a simulation of the flow through it. Traject-

ories of PIV tracer particles along the flow are ob-

tained by integrating the fluid vector field numeric-

ally from random but well distributed initial condi-

tions for the time between the two PIV images (e.g.

10−4 s). The particles at their start and end positions

are stored in images that represent the laser sheet of

the PIV investigation plane at the two different times,

with particle sizes chosen to be optimal for PIV eval-

uation. The images corresponding to the PIV laser

sheet are subsequently used as light source for a light

transport simulation through the computer model of

the experimental setup (with the full geometry) to

determine the distorted PIV images that would have

been captured by a measurement camera.

After the distorted PIV images have been ob-

tained, the computations proceed as described in

Sec. 2 to reconstruct corrected images.

3.2. Validation

For validation, we used a preliminary computer

model of the bulk reactor in the experiments of

Sec. 4, shown in Fig. 4, with a flow simulation in

it performed with the Lattice-Boltzmann code AL-

BORZ [20]. For time integration of virtual PIV tracer

particles, the classical Runge-Kutta-4 scheme was

employed. We currently use a pinhole camera to cap-

ture simulated PIV images, although more complex

and realistic models are possible [21]. Vector fields

were calculated from corrected, simulated PIV im-

ages using the commercial PIV software DaVis from

LaVision. Since all geometric parameters are exactly

known, no alignment between (virtual) experiment

and simulation, as described in Sec. 2.2, was neces-

sary.

Calculated flow vector fields for two different

measurement positions in the bulk reactor (surface on

top and eleventh layer on bottom) are shown in Fig. 3,

center, and the reference flow field from the simula-

tion in Fig. 3, left. Minor artifacts, for example in the

interstices between the particles where fine vortical

structures are not fully resolved, can be observed by

comparing both columns. Overall, however, an ac-

curate reconstruction of the flow field is obtained.

In the right column of Fig. 3, the differences

between reference flow field and simulated PIV are

depicted. The white circular regions in Fig. 3 result

from very strong optical distortions at the rim of the

spheres in front of the measurement plane. Through

the distortion, the corresponding regions on the PIV

investigation plane are mapped onto a single or a

small number of pixels on the camera image, render-

ing reconstruction impossible. Therefore, the regions
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Figure 4. Experimental Setup consisting of a

bulk reactor (R), the bcc-packing (P), the air in-

let (I), the laser Quantel Q-smart Twins 850 (L),

the camera (C), the light sheet optics (O) and a

3D-traversing system (T).

are masked for PIV vector field calculations to avoid

that the distortions affect larger neighborhoods.

PIV vector field calculations from the simulated

experiments and with ray tracing corrected particle

images lead to an average uncertainty of 2.211 · 10−5

m/s. This demonstrates that very few errors are in-

troduced by the simulation and correction method.

The good results are partially a consequence of the

lack of imperfections and misalignments that are un-

avoidable in real-world experiments. However, in

our opinion, this demonstrates an advantage of the

simulation since the different components of a real

setup can be studied independently and the errors in-

troduced by these can be delineated (for the com-

ponents and effects that are present in the necessarily

simplified simulation). In particular, the integration

of, for example, an imperfect camera or alignment

errors into the simulation is easily possible.

3.3. Reduction of Non-Reconstructable

Regions

In this section, we use the PIV simulation to in-

vestigate how to minimize regions where vector field

reconstruction is impossible due to a very large op-

tical distortion, see the rings in Fig. 3 as well as

the discussion above. Simulated PIV experiments

provide here the advantage that alternatives can be

explored significantly more efficiently than with a

physical experimental setup.

To minimize non-reconstructable regions, we

consider the use of multiple cameras for the PIV

measurement. The setup is analogous to that in Fig. 4

but with five synchronized cameras, three of which

are in the same plane as the original one and two in

an elevated position, see Fig. 1. We compute virtual

PIV measurement through these cameras analogous

to Sec. 3.1 by performing a light transport simulation

for each of them, yielding five simulated PIV images.

For the reconstruction of the isotropic light field ℓ̃(p)

on the investigation plane, we can now utilize the

five PIV measurements and this provides the prin-

cipal advantage of the multi-camera setup. In partic-

ular, each of the five images is used as source for a

backward light transport pass as described in Sec. 2.1

and the contributions from the different cameras are

accumulated into ℓ̃(p), yielding a more accurate ap-

proximation to the original light field ℓ(p). This is

demonstrated in Fig. 5 for the first configuration in

Fig. 3, which corresponds to the surface layer of the

packing in the bulk reactor. The regions where no re-

construction was possible previously are completely

removed. Some additional artifacts appear in the cal-

culated vector fields that result from multiple reflec-

tions and induced poor optical quality in the correc-

ted PIV image. A weighted combination of the dif-

ferent cameras in a multi-camera setup, which will

likely allow one to remove the artifacts, will be in-

vestigated in future work.

4. PHYSICAL PIV EXPERIMENTS

Next to the simulated PIV experiments presen-

ted in the last section, we evaluated our reconstruc-

tion algorithm also with preliminary real experiments

with a physical realization of the bulk reactor also

used in the simulations.

4.1. Experimental Setup

The experimental setup is shown in Fig. 4. A

bulk reactor (R) holds a packing of body centered cu-

bic d = 40 mm polypropylene precision spheres and

N-BK7 ball lenses (P), which are used in the meas-

urement regions to generate optical access. In the

first layer 3 × 3 spheres are arranged. By moving

the reactor, which is placed on a 3D traversing unit

(T), the required measurement position and align-

ment can be generated with the help of a ray tra-

cing calibration target, which is placed on the rear

side of the reactor. The measurement plane is cre-

ated by a light sheet optic (O) and a Quantel Q-

smart Twins 850 laser (L). For detection of the meas-

urement signal, coming from illuminated liquid Di-

Ethyl-Hexyl-Sebacat (DEHS) tracer particles, an Im-

ager LX 8M Camera (C) from LaVision is used. The

tracer particles enter together with the pressurized air

controlled by a Bronkhorst Mass-Stream Controller

(D-6371) through the reactor inlet (I). Particle fields

are recorded with a frequency of f = 1.67 Hz. Before

the correction is computed as described in Sec. 2, a

calibration is applied to the images with the com-

mercial software DaVis from LaVision. The soft-

ware is also used for vector field calculation from the

distortion-corrected images.

4.2. Vector Field Calculation

In this experiment, surface measurements above

nine layers of spheres are carried out. The measure-

ment plane is in the centre between the second and

third sphere in the camera viewing direction. The
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Figure 5. CFD simulated reference flow field (left), and reconstructed vector fields (center and right) for

the surface of the packing in the bulk reactor of Fig. 4. In the center is the result for a PIV setup with one

camera, which yields circular regions that cannot be reconstructed due to very large optical distortions. In

the five camera setup on the right a reconstruction of these regions is possible, although some additional

artifacts appear.

flow field of the surrounding can be calculated easily

by direct application of standard PIV evaluation with

a cross-correlation method, with multi-pass calcula-

tion and a decreasing size of the interrogation win-

dow from 64 × 64 to 32 × 32 pixels with 50% over-

lap. This leads to the vector fields shown in Fig. 6,

top row, for particle Reynolds number ReP = 200

and ReP = 300 without (first and third column) and

with (second and fourth column) ray tracing based

correction. The particle Reynolds number is based

on the sphere diameter and a theoretical porosity of a

bcc-packing of φ = 0.32.

Even without correction (first and third column)

a vector field can be calculated in the distorted region

behind the center sphere, although it is corrupted by

effects like mirroring and magnification. Due to these

and the shadows of the underlying layer of spheres

blocking the light sheet, no measurement signal is

obtained in the lower region behind the spheres. To

obtain the real velocity field, the ray tracing based

correction is applied and the resulting images are af-

terwards evaluated by the same standard PIV calcu-

lation as presented above.

After the correction (second and fourth column)

the surrounding flow field matches very well the flow

behind the centre sphere, where optical distortions

were maximal. Directly above the center sphere a

region with higher velocities appears, leading to a

recirculation zone. Considering the higher velocit-

ies in the centre and lower velocities closer to the

rim regions of the sphere, the flow fields behind the

outer spheres match this condition very well. Un-

fortunately, the rim region of the spheres cannot be

reconstructed completely due to high optical distor-

tions, cf. Sec. 3, leading to the masked white half

ring.

The averaged relative uncertainties based on

the averaged uncertainty from the uncertainty fields

shown in the lower row of Fig. 7 divided by the av-

eraged velocity from the absolute velocity fields are

in the range of 2.3% to 3.6%. The presentation of

relative uncertainty fields is not practical because of

the recirculation zones in the centre of the field, lead-

ing to unreasonable high relative uncertainties by di-

vision of velocities close to 0 m/s. Comparing the

uncertainty fields of the distorted and the corrected

data shows no significant difference since only the

uncertainty of the PIV evaluation itself is considered

by this method. The error of the correction method

can only be determined properly by the use of known

synthetic reference data, like presented before.

5. CONCLUSION AND FUTURE WORK

In this work, we presented a computationally ef-

ficient numerical technique to perform PIV in com-

plex environments with transparent geometry. We

validated the technique with simulated PIV experi-

ments, where we obtained good agreement with the

known ground truth solutions, and with real exper-

iments in a complex bulk reactor, where high qual-

ity velocity fields were obtained. We also demon-

strated that simulated PIV experiments are of utility

in their own right by using it to investigate how mul-

tiple cameras can improve reconstructions.

Next to work on the real experiments with the

bulk reactor in Fig. 4, we want to extend our nu-

merical technique into multiple directions. We want

to use our simulated PIV experiments to better un-

derstand the different sources of errors that occur in

physical experiments and devise strategies to minim-

ize these. For this, we also want to use more complex

camera models [21]. The principle challenge there is

to develop a camera calibration that can robustly ac-

count for the additional parameters. Numerical op-

timization of the computer model to better match the

physical experimental setup could also help to im-

prove our technique. Another important direction for

future work is a sensitivity analysis of our approach,

in particular with respect to errors in the computer

model as well as the calibration.

We also want to extend our preliminary results

on multi-camera PIV. Importantly, the artifacts that
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ReP=200, distorted ReP=200, corrected ReP=300, distorted ReP=300, corrected

Figure 6. Averaged vertical velocity component Vy as color gradient and entire vector field as overlay for

particle Reynolds numbers 200 and 300 above nine layers of spheres calculated by distorted and corrected

images (top row) and PIV uncertainty fields below.

are currently visible need to be reduced or avoided.

This will likely be possible by appropriately weight-

ing the contributions from different cameras. Inter-

esting is thereby how many cameras are needed and

if a sophisticated reconstruction procedure can po-

tentially reduce the number of cameras to not unduly

increase the experimental work. The use of multiple

cameras also allows one to compute an approxima-

tion ℓ̃(x, ω) to the light field on the PIV investigation

plane with angular dependence and we want to in-

vestigate if this improves vector field reconstruction.

A related direction is the use of a plenoptic cam-

era instead of multiple separate ones. This could in-

crease reconstruction quality and also avoid the con-

siderable challenge that calibration of multiple indi-

vidual cameras poses in real experiments.

In the future, we also want to publicly release our

computational pipeline, including integrations into

standard CAD and modeling software.
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