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ABSTRACT 

This paper briefly summarizes the potential and 
the limitations of the Discrete Element Method 
(DEM) coupled with Computational Fluid 
Mechanics (CFD) to simulate chemically reacting, 
moving granular material passed by fluid flow. A 
special focus is set on thermally thick particles, 
which requires to resolve the intra-particle transport 
and reaction processes. The aspect of complex 
particle shape is addressed as shape may dominate 
the particle movement in densely packed granular 
assemblies even more than details of contact force 
laws. The fluid flow in the granular assembly is 
assumed to be a gas, i.e. solid-liquid systems are not 
considered. 

The potential of DEM/CFD will be highlighted 
presenting three illustrative examples: a large-scale 
lime shaft kiln with intermittent operation, an 
industrial-size grate firing system for the incineration 
of municipal waste, and a small-scale straw pellet 
stove. In the summary, an outlook is given on open 
questions and further research needs. 

Keywords: Chemical reactions, DEM-CFD, 
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NOMENCLATURE 

 � [m2]  area �� [m2]  exposed surface 
� [J]  total energy �� [N/m2]  Young’s modulus 
F [N]  force � [kg/m2s] diffusion flux of species 

� [Nm]  moment �� [-]  number of species 	
 [K/W]  thermal constriction resistance 	� [K/W]  stagnant gas zone resistance 
	� [kg/m3s] species production by reaction 
 [K]  temperature 

Sm [kg/m3s] mass source ���� [kg/m2s2] interaction force 

��,� [kg/m3s] species creation from particles �� [W/m3]  heat source from particles  �� [W/m3]  heat sources from reaction � [kg/kg]  mass fraction of species 
g [m/s2]  gravitational acceleration ℎ [J/kg]  enthalpy �� [N/m]  normal spring stiffness �� [N/m]  tangential spring stiffness � [W/mK] thermal conductivity �� [m]  average distance 
m [kg]  mass �  [-]  normal vector � [Pa]  pressure � [W]  heat transfer 
r [m]  radius �
  [m]  contact radius of contact zone � [-]  tangential vector � [m/s]  velocity 
γ [N/m]  damping coefficient �  [-]  emissivity ! [kg/m2] moment of inertia !"  [-]  harmonic mean Poisson’s ratio #$�� [-]  friction coefficient 
% [m]  overlap & [kg/m3] density ' [W/m2K4] Stefan-Boltzmann const. ( [N/m2]  stress tensor ) [rad/s]  angular velocity * [-]  porosity 
 
Subscripts and Superscripts 

 

diss dissipative 
eff effective 
el elastic  
f fluid 
g gas 
hm harmonic mean 
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n normal  
p related to the particles 
rad radiation 
surf surface 
t tangential 

1. INTRODUCTION 

Thermochemical treatment of particles is a core 
unit operation in process industry. If the particles are 
large, i.e. must be treated as being thermally thick, 
this gives rise to additional difficulties in the 
description. Examples of processes with thermally 
thick particles are the treatment of minerals in 
multiple hearth furnaces, the calcination of limestone 
or magnesite and the reduction of iron oxide by 
hydrogen in shaft kilns, the production of foamed 
clay in rotary kilns, the combustion of wood chips or 
municipal waste on grate firing systems but also the 
roasting of coffee beans in drum roasters. The 
difficulty in the description of those kind of systems 
arises from the facts that: 
 particles size is in the cm-range, i.e. particle-

internal gradients of temperature and 
composition must be accounted for, 

 with large particles the movement is dominated 
by shape, 

 particles may underlie a particle size distribution 
leading to segregation, 

 particles can change their shape and size, 
 phase change (solid-gas) may occur during 

conversion, 
 product quality (calcination degree, reactivity, 

porosity) depends of the time-temperature 
history of each individual particle in the reactor. 
 
Virtually always a gas flow is present in the 

granular assembly. The gas flow can be a gas 
released by the particles (volatiles from solid fuels, 
CO2 from calcination), a gaseous fuel which delivers 
heat for endothermic particle processes (e.g. 
calcination) or acts as a reducing media (CO and H2 
in blast furnaces/direct iron ore reduction) or simply 
air for cooling or combustion purposes.  

DEM coupled with CFD is able to describe the 
above mentioned physical and chemical effects. In 
DEM, the movement of each particle in a granular 
assembly is tracked and its interaction with other 
surrounding particles or walls. Cundall and Strack 
[1] were the first to introduce DEM for spherical 
particles in the late 1970s. Considering complex 
particle shape in DEM is still not standard and is part 
of ongoing research [2]. Many of the DEM codes like 
the commercial software Rocky, XDEM, an in-house 
code of the University of Luxembourg, or 
LIGGGHTS, a former open source code, can be 
coupled with CFD. For non-reacting gas-particle 
system, like fluidized beds, many examples exist for 
DEM/CFD simulation [3]–[7]. A good overview on 
non-reacting DEM/CFD including complex particle 

shape, particle breakage, attrition and force laws 
considering adhesion is given by Guo and Curtis [8]. 

In recent years, chemically reacting systems 
became of interest in DEM/CFD development. 
Complexity increases as processes like heat and mass 
transfer, homogeneous and heterogeneous reactions 
have to be described in addition. A comprehensive 
review on heat transfer modelling in DEM/CFD is 
given by Peng et al. [9] in 2020. An overview on the 
application of DEM/CFD in process engineering has 
been presented by Kieckhefen et al. [10] and to 
chemical process systems by Golshan et al. [11], 
both in 2020. The last two reviews, however, are 
mainly limited to small particles (mm-range, 
thermally thin), with the typical application being 
fluidized beds. An early overview on the DEM/CFD 
simulation of thermally thick particles is given by 
Scherer et al. in 2017 [12]. 

In our opinion, the real strength of DEM/CFD 
lies in the description of chemically reacting granular 
assemblies employing larger particles in the cm-
range as intra-particle process can easily be 
considered in DEM and coupled with the 
surrounding gas phase. Furthermore, as with size 
also the mass of the particles becomes large, particle 
movement is typically dominated by gravitation or 
mechanical agitation and the influence of fluid flow 
on the particle movement can be neglected. In 
addition, the large size of the particles limits particle 
numbers making the simulation of some industrial-
scale systems feasible without employing coarse 
graining concepts, which cluster a number of 
particles into parcels, a concept frequently used for 
fluidized bed simulations [13].  

A pioneer in the description of systems with 
chemically reacting, large particles by DEM/CFD is 
Peters [14], who presented early work already in the 
late 1990’s. Examples of his current work are the 
simulation of iron ore reduction in blast furnaces 
using spherical particles [15] or the combustion of 
wood pellets, approximating the pellet shape by 
clustered spheres [16]. He also published a review 
paper on DEM/CFD which contains further 
examples [17]. Recently, Gao et al. [18] presented a 
DEM/CFD study on the pyrolysis of cubic biomass 
particles using superquadrics for shape 
representation. Radl et al. [19] presented 
PARSCALE, an extension to LIGGGHTS, to 
account for intra-particle heat and mass transfer. 
They used the oxidation of porous spherical copper 
particles as an example. In Kuwagi et al. [20], an 
approach to describe the incineration of nuclear 
waste (spherical particles) in a fixed bed reactor can 
be found. A DEM/CFD study on shaft kilns for the 
production of spinel, using spherical particles, is 
presented at the current CMFF’22 conference by 
Spijker and Raupenstrauch [21]. Our own group did 
use DEM/CFD to simulate the calcination of 
limestone in shaft kilns [22][23] and the combustion 
of municipal waste on grate firing systems [24], 
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where the particles are represented by spheres. The 
drying of wood chips (cuboids) in a rotary kiln [25] 
and the combustion of wood pellets (cylinders and 
sphero-cylinders) in small-scale heating systems 
[26], [27] are examples for complex particle shape.  

Note that the current brief overview on the 
simulation of reacting and moving granular 
assemblies by DEM/CFD can only touch a few 
specific subjects of thermally thick particles and 
can’t replace the comprehensive reviews mentioned 
above  [8]–[11], [17] .  

2. METHODS 

2.1. Mechanics  

In DEM, Newton’s Eq. (1) and Euler’s equations 
Eq. (2) describe the translational and rotational 
movement of particles. The tangential and normal 
contact forces and moments acting on the particles 
must be known to solve these equations.  
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There a numerous force laws available. An 
overview is given by Kruggel-Emden et al. for 
normal [28] and tangential [29] forces. The simplest 
and still common approach for the normal force is a 
linear spring-dashpot model [30], where �  
represents the normal vector (Eq. (3)). The first term 
is the elastic repulsion which is proportional to the 
overlap % between the impacting partners. The 
second term, the dissipation, is proportional to the 
normal relative velocity �� . The required contact 
parameters are the stiffness of a linear spring �� and 
the damping coefficient =�.  

 5� = 5>?� + 5$�@@�     
= A−�� % − =�| ��|D ⋅ � 

(3) 

 
Eq. (4) gives a typical tangential force law with � being the tangential vector, �� being the tangential 

stiffness of a linear spring and %� the tangential 
spring elongation. The force is limited by Coulomb’s 
law. 

5� = − minA|�� %�|, H#$�� 5�HD ⋅ �  (4) 

The material parameters are typically derived 
from single particle measurements and/or are 
adapted to measurements of static and dynamic angle 
of repose [31]. For reacting particle systems, the 
particle surface can get hot and, hence, sticky due to 
softening or sintering effects, i.e. adequate models 
for adhesive forces are needed [32]. An example of 
such force laws is the model introduced by Wissing 
et al. [24] for municipal waste, where the adhesive 
force magnitude is based on remaining carbon 
content in the particle. 

The contact time of a collision has to be resolved 
with a sufficient number of numerical time steps 
(approx. 20) for a correct temporal description of the 
evolution of the contact forces. For particles with 
high elastic modulus, like lime stones or iron ore, this 
can lead to very short integration time steps and, 
hence, high computational costs. Therefore, 
sometimes particles are made artificially softer, i.e. 
spring stiffness �� is reduced. This, however, may 
influence the characteristics of bulk movement but 
also can alter the gas phase flow field in the packed 
bed as void spaces among particles change. So far, 
there is no real universal law how soft particles are 
allowed to be made and experiments are strongly 
recommended to check whether DEM with soft 
particles reproduces the experimental findings. A 
rule of thumb has been given by Cleary et al. [33] by 
recommending to limit the maximum overlap % IJ  
to 0.1 to 0.5 % of the particle radius.  

The laws of motion can be integrated by 
different numerical schemes [34]. For reacting 
DEM, it is recommended to integrate the product of 
mass (inertia) and velocity (angular velocity) as mass 
and inertia may change in parallel with chemical 
conversion.  

In our opinion, contact force models currently 
seem not to be the bottleneck for reacting DEM as 
they are able to reproduce the major effects, and this 
although the force laws are only an approximation of 
a collision as they do not account for the three 
dimensional deformation of the particles occurring in 
reality.  

2.2. Particle shape approximation 

The major methods to represent particle shape in 
DEM are depicted in Figure 1. Spheres allow for 
easy and fast contact detection, and, hence, are 
sometimes the only solution in case of high particle 
numbers. The reproduction of the bulk behavior of 
particles of complex shape by spheres needs an 
artificial adaption of contact parameters, i.e. the 
identified contact parameters are then problem 
specific and can’t be transferred to other 
applications.  

Clusters of spheres are the next step of 
complexity. This approach has the advantage that 
contact detection still relies on simple algorithms for 
the collisions of spheres. Cluster of spheres are a 
good solution as long as just bulk movement is of 
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interest. However, reacting DEM of large particles 
requires discretization of the particle interior to 
account for inner particle processes, which is 
difficult with clustered spheres. Other methods for 
particles of complex shape are 
superellipsoids [35][36] or superquadrics [37][38] 
which are less computationally demanding than 
polyhedrons but not as general in shape 
representation. Polyhedrons (polytopes) allow for 
the representation of very complex particle shape. 
Combined with surface triangulation, intra-particle 
discretization is straightforward. Standard 
polyhedrons are sharped-edged which very often 
does not really occur in nature. Therefore, so-called 
dilated polyhedrons with rounded edges have been 
suggested by Ji et al. [39] and Desphande et al. [40]. 
In the very end, it is a problem specific decision 
which computational effort can be afforded and 
which details in shape representation is required.  

 

Figure 1. Approximation of particle shape by 

different methods. 

Contact detection in DEM is subdivided into two 
steps. In a first step, the next neighbors of particles 
are determined. Fast methods of neighborhood 
search are hierarchical grids, as used in 
MercuryDPM [41][42], or octree based approaches 
[43]. The actual contact detection is the second step 
and can be very time consuming for complex particle 
shape. To save computing time, a newer class of 
contact detection methods pre-computes the relevant 
parameters of a particle-particle contact (for a given 
pair of shapes) in dependence of their individual 
rotation and distance and stores the parameters in a 
table. Examples are the Orientation Discretization 
[44] or our own suggestion called Directional 
Tabulation [40]. 

2.3. Intra-particle processes 

The description of intra-particle processes has to 
include the diffusive and convective transport of heat 
and mass as well as source or sink terms for chemical 
reactions. An overpressure might evolve in the 
particles due to the generation of a gas within a 
particle (e.g. volatile release during pyrolysis of 
wood) [22]. To solve the respective partial 
differential equations (for brevity not listed here), a 
discretization of the particle volume is needed. For 
surface triangulated objects, the discretization is 
straightforward based on a tetrahedron segmentation. 

Other discretization approaches, as cartesian grids or 
unstructured and non-orthogonal meshes are also 
possible [45].  

For materials which show material anisotropy 
(e.g. fibrous biomass), 3D particle discretization and 
the knowledge of directional material parameters are 
mandatory. An example how important the effect of 
anisotropy can be, is shown in Figure 2 [46]. 

The figure shows the simulation of convective 
drying of silica gel spheres which possess isotropic 
material properties (left) and beech wood spheres 
with anisotropic properties (middle and right). For 
silica gel, the particle shows the highest temperatures 
in vicinity of the stagnation point, where the highest 
heat transfer coefficients occur. However, when fiber 
direction (and moisture transport direction) is 
parallel to the gas flow, the stagnation point stays 
cool, as the moisture leaves (and cools) the particle 
at the stagnation point. As expected, when fiber 
direction and gas flow are perpendicular to each 
other, the stagnation point is at higher temperature 
again. 

 

Figure 2. Simulation result for surface 

temperature: (a) silica gel; (b) beech wood sphere 

with airflow in fiber direction (c) airflow 

perpendicular to fiber direction [46]. 

The complexity of single particle models can 
vary. For example, drying can be described based on 
a very simple approach describing just water vapor 
diffusion or in a more complex manner based on a 
multi-phase model which resolves the transport of 
water vapor, free water and bound water [45]. If such 
complex single particle models as the latter are 
needed to resolve the underlying physical/chemical 
effects, single particle models can become a 
bottleneck in corresponding DEM/CFD simulations.  

A remedy can be provided by model reduction. 
Scherer et al. [25] derived for the anisotropic drying 
of wood chips spatial modes with corresponding 
time-dependent coefficients. The coefficients are 
described by ordinary differential equations A linear 
combination of just five modes was sufficient to 
reproduce the transient solution of the corresponding 
partial differential equation. A reduction of 
computing time in the order of 100 could be 
obtained.  

The quality of the single particle model depends 
on the exact knowledge of physical properties like 
anisotropic thermal conductivity, diffusion 
coefficients, permeability or species source terms 
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like gas release by pyrolysis, parameters which are 
often not known with sufficient accuracy. Hence, 
calibration and validation of single particle models 
by experiments, typically by thermogravimetry, are 
required (e.g. [45]).  

2.4. Contact heat transfer  

The appropriate description of contact heat 
transfer is still a weak point in DEM. To describe 
contact heat transfer, the contact area must be 
known. But as contact mechanics in DEM is based 
on simplified force laws, particle deformation is not 
really described and, hence, the contact area is not 
exactly known. For spheres, the approach by Vargas 
and McCarthy [47] (Eq. (5)) is still very common. 
Heat is transferred by the direct contact of the two 
spheres (	
) and by conduction through the stagnant 
interstitial gas layer (	�). The theory of Hertz [48] is 
used to calculate the contact area between two 
particles whereby the contact radius �
  of the circular 
contact zone is utilized to determine the thermal 
constriction resistance 	
 in Eq. (6). For the stagnant 
gas zone resistance 	�, the exposed surface area 
��of the spheres and average distance  �� between 
spheres have to be known in Eq. (7). Additionally, 
care has to be taken to use the real particle stiffness 
(material parameter) for the calculation of the contact 
area and not the reduced stiffness often used to solve 
the equations of motion of the particles.  
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As contact heat transfer is also dependent on 

surface roughness, Tsori et al. [49] present an 
extension of the approach of Vargas and McCarthy 
by considering an average slope of particle surface 
roughness. 

The situation gets much more complex for 
particles of complex shape, as point contacts, line 
contacts and contacts of planes can occur. A recent 
suggestion has been made by Joulin et al. [50] 

combining DEM with FEM for a realistic modelling 
of contact area for complex shaped particles. 
However, easy and fast methods for complex shaped 
particles to describe contact heat transfer are still 
missing.  

Note that contact heat transfer is important for 
certain processes as rotary kilns. However, when the 
granular assembly is passed by a gas very often 
convection dominates over conduction making an 
exact knowledge of contact heat transfer less 
important. The same holds true at high temperature 
when radiation becomes the dominating effect.  

2.5. Radiative heat transfer 

For thermally thick, heavy particles, the granular 
assembly is typically densely packed, i.e. the void 
spaces among particles are rather small. This allows 
to neglect gas radiation in the voids as the optical 
path length is accordingly small.  

The most simplest approach to account for bed 
internal short-range radiation among particle is 
depicted in Figure 3. This method is based on the 
assumption that all particles within a volume of 
radiation influence, the radiation control volume, are 
in exchange with the target particle. Typically, a 
control volume of 2-3 particle diameters including 
the immediate neighbors is sufficient, as this is the 
approximate viewing distance in a dense bed (at least 
for granular assemblies with narrow particle size 
distribution). By this approach, the net heat flux for 
each particle can be calculated with Eq. (8).  

 

�;I$ = ' ∙ � ∙ �@O;P ⋅ A
;I$,ab − 
@O;Pb D (8) 

 

 

Figure 3. Sketch of the radiation control voume 

around a target particle [26]. 

The radiation temperature 
;I$,a is described by 
Eq. (9). It is defined as the sum over all emitted heat 
fluxes of j particles inside the radiation control 
volume weighted by the surface and emissivity of 
each particle. This model is highly simplified but 
fast, especially for moving granular assemblies, and 
did show reasonable results in comparison with 
experimental data [51]. 
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;I$ = ,∑ ' �6  �6 6 
�,6b
∑ ' �6�6 6  0

d.3f
 (9) 

 
Note that emissivity ε is often unknown and even 

can change during a chemical reaction (for example, 
during decomposition of CaCO3 to CaO [52]). 
Hence, appropriate assumptions are needed here.  

For a more detailed modelling of radiation 
exchange between particles, the view factors in all 
spatial directions from each particle have to be 
determined. There exist a couple of approaches to 
derive approximations for the view factors for 
packings of spherical particles. Methods for 
monodisperse granular assemblies have been 
presented by Cheng et al. [53] and Wu et al. [54] and 
for spherical particle that underlie a particle size 
distribution by Chen et al. [55]. For monodisperse 
spheres, an approach has been presented by Forberg 
and Radl which allows to account for shadowing 
effects. Finally, Tausendschön and Radl [56] just 
recently presented a paper on a Deep Neural 
Network (DNN)-based view factor model to 
calculate radiative heat transfer between particles. 
For more detailed insight into these models, we refer 
to the very good and comprehensive overview on 
heat transfer modelling in DEM by Peng et al. [9]. 

The models above assume a uniform 
temperature of the particle surface of the spheres. 
Wiese et al.  [57] presented an approach to account 
for particle surface temperature distribution based on 
surface triangulation. 

 

5�6 = cos j cos k
[ |�|3  �6 (10) 

 

Figure 4. Sketch of the triangle-triangle radiation 

model [26]. 

They assumed that every single triangle 
exchanges thermal radiation with the particles 
(triangles) in its associated hemisphere (Figure 4a). 

In addition, the influence of the distance and the 
orientation of the triangles (Figure 4b) are taken into 
account by simplified view factors (Eq. (10)). 

Figure 5 shows a DEM-simulation using the 
triangle-triangle radiation model. The bed consisting 
of cylindrical pellets is heated up by a hot cylindrical 
wall surrounding the bed (not shown in Figure 5). 
Temperature gradients on the particles are clearly 
visible.  

 

Figure 5. Surface temperature of pellets. The 

particle bed is heated up by a surrounding 

cylinder (not shown in the figure) at a radiation 

temperature of 923 K [57]. 

The view factor approaches are very helpful, but 
for moving granular assemblies difficult to handle 
because view factors must be continuously updated 
which increases the numerical effort. In addition, for 
granular assemblies with a wide particle size 
distribution, the number of surrounding neighboring 
particles can get very large. Effective, simple models 
are missing here.  

2.6. Particle-Fluid coupling 

For the coupling of DEM with CFD, two basic 
approaches are common. First, a so-called non-
resolved DEM/CFD where the particles on the CFD 
side are just represented by a porosity distribution, 
i.e. the gas phase is not aware of the details of the 
particle shape. Typically, the CFD cell size is in the 
same order of magnitude as the particle size. Second, 
the flow field around each particle is fully resolved, 
which leads to CFD cell sizes well below the particle 
size.  

 

Figure 6. Possible approaches for a gas flow 

around a particle: (a) Simplified approach with a 

coarse CFD mesh and a porous medium. (b) Fully 

resolved flow field around the particle.   
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The first, unresolved approach is the method of 
choice or even the only method with affordable 
computing times for large-scale systems with many 
particles. The partial differential equations (mass, 
momentum, species, energy) for the gas phase are 
based on a porous media approach: 
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As shown in Eq. (11) to (14), the coupling 

between granular and gas phase is primarily based on 
porosity or void space *. The porosity, which varies 
in space and time for moving granular assemblies, is 
calculated by DEM and transferred to the gas phase. 
As the gas phase is not aware of the details of the 
particle geometry, heat and mass transfer have to be 
described by Nu, respectively, Sh number 
correlations. Similarly, momentum transfer (e.g. 
pressure drop) is represented by correlations, such as 
the approaches of Ergun [58] and Di Felice [59]. 
These correlations are reliable for spherical particles, 
but respective correlations for non-spherical 
particles are still a topic for ongoing 
research [60][61][62]. Eq. (13) and (14) also contain 
source terms to account for chemical reactions, 
which have to be described by respective models. For 
gas phase conversion, many models such as Eddy 
Break Up, Eddy Dissipation Model, Eddy 
Dissipation Concept or Flamelets exist and can be 
applied in DEM/CFD. Here, it is more the question 
how these models, typically reliable or flame 
propagation in larger combustion chambers, can be 
applied to the conditions in the tiny void spaces of 
granular assemblies, where catalytic and/or wall-
quenching effects are present and the development of 
large-scale turbulence structures is suppressed by the 
length scales of the voids. In addition, for most of the 
above mentioned models, the reaction progress is 
based on fuel-oxidizer mixing, but as the flow field 
is not fully resolved in the porous media approach 
this puts limitations on the accuracy of the 
description of gas phase conversion. 

For resolved DEM/CFD, immersed boundary 
methods (IBM) are common. An example is 
presented at the CMFF’22 by van Wachem et al. 
[63]. IBM allows for the resolution of particle shape 
on the fluid-side and, hence, resolution of local flow 
structures and the associated transfer processes 
without continuous remeshing as necessary for body 
fitted CFD simulations of moving particle 
assemblies. However, although the IBM method is 
quite powerful, it sets limitations to the number of 
particles which can be handled due to computational 
costs., i.e. for large-scale industrial systems the 
application of IBM is at least critical. 

However, in many industrial applications of full 
resolution of the whole reactor domain is often not 
required. For example, the lime shaft kiln presented 
in section 3.1 can be simulated by the non-resolved 
porous media approach with good accuracy with the 
exception of the area where gaseous fuel jets enter 
the packing of lime stones. In this area, a locally 
resolved simulation would be very helpful as fuel jet 
penetration and local fuel conversion dominate the 
temperature field in the reactor (and hence 
conversion of lime stone to CaO). Therefore, a 
combination of resolved and unresolved DEM/CFD 
simulation in one computational domain would be a 
good solution. Such an approach is suggested by 
Illana et al. at the current CMFF’22 [64], by using 
the so-called blocked-off (BO) approach of Patankar 
[68] for local resolution. The BO method enforces 
artificial boundary conditions within a static mesh 
and appropriately blocks the control volumes (CVs) 
partially or fully obstructed by the boundaries of 
steady or moving objects. The respective CVs are 
dynamically identified and excluded from the 
solution by linearizing the source terms in the 
discretised transport equations of a CFD solver. For 
more detail see [64]. 

The BO method has been applied to an 
experimental jet in a crossflow setup from literature 
[65] which is sketched in Figure 7. Particle diameter 
is 52 mm and the immersion depth of the lance into 
the bed is 156 mm. The experiments were performed 
by introducing nitrogen through the lance into the 
vertically passing laminar air flow. The 
concentration of oxygen in the passing airflow is 
obtained as a measure of the gas mixing. For this 
arrangement, a simulation with the non-resolved 
porous media approach has been carried out and a 
simulation where the near-field of the lance has been 
resolved by the BO method (for details see [64]).  

In Figure 8, the concentrations profiles of 
oxygen obtained from the two approaches at a height 
of 0.468 m above the lance axis, i.e. a line along the 
x direction in the vertical cut, are compared with the 
measurements. It can be observed that the use of the 
porous media approach results in low O2 
concentrations due to the reduced mixing of the 
nitrogen flow with the vertical airflow, while the 
locally resolved approach is able to reproduce the 
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oxygen concentration level obtained in the 
measurements. Assuming the N2 jet would be a 
gaseous field such an under-prediction of mixing by 
the porous media approach would of course 
drastically influence the local heat release by 
combustion and, as a consequence, the gas phase 
temperature field and the corresponding local 
progress of calcination.  

         

Figure 7. Arrangement of spheres (simple cubic 

packing) and location of the lance [64]. 

 

Figure 8. Oxygen concentration profiles at a line 

located 0.468 m above the lance [64]. 

Note that at the current CMFF’22 Spijker and 
Raupenstrauch present a simplified approach, called 
volume smoother approach, to provide more realistic 
structure of the particle bed on the CFD side. This 
approach shifts/smears the volume fraction in the 
CFD grid to neighbouring cells until a certain 
threshold. For more details, see [21]. 

3. SIMULATION EXAMPLES 

In the following, three examples of DEM/CFD 
simulations of a reacting granular assembly with 
thermally thick particles are presented. First, a lime 
shaft kiln for the production of CaO from CaCO3, 
second, a grate firing system for the incineration of 
municipal waste and third, a straw pellet stove. 
Whereas in the first two examples the particles are 
represented as spheres, in the third example sphero-
cylinders are used for pellet shape approximation. In 

addition, in the first two examples non-resolved 
DEM/CFD simulations with the porous media 
approach were carried out. In contrast, the last 
example shows a resolved DEM/CFD simulation 
using the blocked-off approach to represent the 
particles in the fluid flow. We have taken the three 
examples from our own group, but of course further 
important work on DEM/CFD simulation of reacting 
thermally thick particles have been carried out by 
others (e.g. [14]–[16], [18]–[21]). Note that the 
simulations presented here were carried out with our 
in-house code called LEAT-DEM coupled with 
FLUENT. 

3.1. Lime shaft kiln 

In the calcination process, limestone is 
converted at high temperatures (T > 900 °C) into 
calcium oxide and carbon dioxide. The current 
example is based on a so-called parallel-flow 
regenerative lime shaft kiln (PFR-kiln) [66]. The 
example is based on an existing industrial kiln, part 
of the product portfolio of the Maerz Ofenbau AG, 
Switzerland. A PFR-kiln consists of two vertical 
shafts and a connecting crossover channel (see 
Figure 9). The lime stones move through the shafts 
due to gravitation. While in one shaft the calcination 
takes place in parallel flow of particles (the necessary 
heat is provided by the combustion of methane), the 
other shaft preheats the lime stone in counter flow. It 
is a transient process since the two shafts periodically 
switch their function at cycles of 15 min. Due to the 
regenerative process, PFR-kilns show the lowest 
heat consumption of lime kilns available today.  

 

Figure 9. Operation principle of a rectangular 

PFR-kiln – gas flow and limestone movement 

[66]. 

In the simulation, contact heat transfer, radiative 
heat transfer among particles and convective heat 
transfer are considered. The single particle 
calcination model includes diffusion and advection 
(Stefan flow) of CO2. Gas phase combustion of 
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methane is considered by a two-step mechanism 
including the intermediate formation of CO. The 
lime stones, represented by spheres, underlie a 
particle size distribution (50-90 mm). The total 
height of a single shaft is 18 m, and its width is 1.6 
m. The end of the burner lances is 5.8 m below the 
limestone inlet. 

Figure 10 shows the gas temperature and CH4 
mass fraction at the end of one cycle in the plane of 
symmetry. The left shaft is the burning shaft. The 
highest temperature occurs close to the burner lances 
where the methane is combusted. The heat of 
calcination act as a heat sink and, therefore, areas of 
higher temperatures diminish fast. Gas temperature 
in the calcination zone of the burning shaft is 
between 1000 °C and 1200 °C. In the right shaft, the 
regenerative shaft, the maximum temperature in is 
around 900 °C. The right image shows the mass 
fraction of methane. Methane is converted just 
before the exhaust gases reach the crossover channel. 
A too long flame is undesired as combustion in the 
crossover channel would generate high temperatures 
possibly damaging the refractory lining in that area.  

 

Figure 10. Fluid temperature and CH4 mass 

fraction in the fluid phase (plane of symmetry). 

Results taken from the CFD-simulation at the 

end of one cycle. The left shaft represents the 

burning shaft [66]. 

Figure 11 left shows the particle residence times. 
The mean residence is about 20 h and identical in 
burning and regenerative shaft. The particles near the 
inner cooling zone wall have longer residence times 
caused by the shaft slope. In the upper shaft, the 
radial residence time distribution shows almost no 
gradients, i.e. no core flow exists. The second image 
shows the degree of calcination of each individual 
particle. Smaller particles are completely calcined, 
whereas larger particles show a lower degree of 
conversion. Furthermore, the kiln operates with a 
reduced conversion efficiency near the outer wall, 
because the hot flue gas flows towards the crossover 
channel and thus closer to the inner wall. In total, the 
mass averaged calcination degree of the exiting 

limestone is about 95 %. Note that industrial PFR-
kilns operates at conversion degrees over 99.9 %, 
which could be achieved in the simulations too by 
increasing the thermal input.  

In the paper [66], we also show a comparison 
with temperature measurements. A thermocouple 
lance was used, which travels with the limestone bed 
through the kiln. Agreement was fair, keeping in 
mind that just a single thermocouple reading was 
available in the large kiln. This also highlights an 
important research need for further work. 
Measurement is such in kind of high temperature 
reactors are scarce and extremely challenging. 
However, for DEM/CFD calibration such data are 
urgently needed.  

 

Figure 11. Particle residence times and 

calcination degrees (plane of symmetry). Results 

taken from the DEM-simulation at the end of one 

cycle. The left shaft represents the burning shaft 

[66]. 

3.2. Waste incineration plant 

The second example is based on municipal waste 
incineration plant in Germany [24]. The MHKW 
Frankfurt has a thermal load of 57 �n�". The grate 
consists of two sections (see Figure 12, bottom). The 
first one is inclined by an angle of 10°, has a length 
of 7.3 m. The second grate section is located 0.54 m 
below the first section. The length of this 
horizontally arranged section is 3.06 m, the width of 
the grate is 7.36 m. To save computing time just a 
strip of 50 cm width has been simulated. The waste 
bed is supplied by primary air (in crossflow to the 
waste bed) through six primary air zones. The waste 
transport is due to movable (forward-acting) stoking 
bars. The mean residence time on the grate is 
approximately 90 minutes. Above the grate, the 
released volatiles are converted in the combustion 
chamber. Secondary air is injected for conversion of 
the volatiles in a gas flame. The gas flame exchange 
radiative with the fuel bed, an important mechanism 
for waste ignition and conversion. 

The waste particles are represented as spheres. 
Of course, waste particles are not spherical, hence, 
the sphere dimensions represent the area of 
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mechanical influence of a specific fuel particle rather 
than its actual geometry. The fuel is subdivided in up 
to 11 fractions such as plastics, organics, textiles, 
sanitary products etc. Each fraction has its own fuel 
characteristics, i.e. chemical composition, heating 
value, particle size distribution and, hence, shows 
different combustion behavior. Maximum particle 
size is 0.27 m. Drying, pyrolysis and char 
combustion and gasification are modelled. Pyrolysis 
gas combustion is modelled by a one-step reaction 
based on a volatile surrogate species. Particle size 
changes (shrinks) during conversion due to fuel 
conversion. A model which accounts for adhesive 
forces is implemented. The adhesive forces become 
lower with increasing fuel conversion; a linear 
decrease with remaining fuel carbon content is 
assumed. 

 

Figure 12. Temperature (top left) and velocity 

(top right) distribution in the furnace; surface 

temperature of waste particles (bottom) [24]. 

Examples of results are shown in Figure 12. The 
upper figures depict the temperature and velocity 
distribution of the gases in the symmetry plane of the 
combustion chamber. The lower figure shows the 
corresponding particle surface temperature of the 
waste particles. Waste enters the grate form the left 
and is transported to the right. The maximum surface 
temperature of the particles is up to 1400 °r, 
typically at 50% traveling distance. Further 

downstream, with proceeding conversion, the 
temperature decreases due to cooling by the primary 
air. The particles leave the grate with temperatures in 
the order of 200 °r to 300 °r. 

The maximum of the gas temperature (top left) 
reaches its maximum at the same position as the 
maximum waste temperature. The gas temperature of 
approx. 1500 °r is 100 °r higher than the waste 
temperature, which is due is due to the conversion of rs and volatiles above the waste bed. A temperature 
asymmetry occurs, as the temperature close to the 
boiler front wall (left) is higher than the temperature 
at the back wall (right).  

The absolute velocity and the velocity vectors 
(top right) clearly depict the location of secondary air 
injection, which is injected from the front and the 
back wall, inducing strong mixing and a recirculation 
zone close to the front wall. Downstream of the 
secondary air injection, a streak can be observed that 
stretches from the front to the back wall and again to 
the front wall inducing a recirculation zone at the 
back wall.  

Another important information that can be 
derived from such simulation is the change in the 
volume of the waste fraction due to conversion. This 
is depicted in Figure 13 for the 11 fractions 
simulated. The largest change in volume occurs for 
wood (low ash content, high volatile content) and 
plastics (low ash content, high volatile), whereas the 
smallest change (with the exception of inerts) can be 
observed for fines as they contain a large amount of 
ash. 

 

Figure 13. Relative change of volume before and 

after thermal treatment for the 11 waste fractions 

considered [24]. 

3.3. Straw pellet stove 

As a last example, a simulation for non-spherical 
particles is presented with a resolved DEM/CFD 
approach based on the blocked-off method 
introduced earlier [27]. The test case is sketched in 
Figure 14 a. It consists of a cylindrical combustion 
chamber for gas phase combustion and a cylindrical 
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burner bowl filled with straw pellets. The wall of the 
combustion chamber is electrically heated to 1000 K. 
It provides the radiative heat for pellet ignition. 
Primary air is passing the fuel bed through the grate 
located at the burner bowl bottom. Secondary air is 
added to the combustion chamber above the pellet 
bed. Primary to secondary air mass flow ratio is set 
to 20 %. Details of the burner bowl with the grate 
formed by three stoking rings are shown in Figure 
14. The stoking rings allow for mechanical agitation 
of the pellet bed (see Figure 14 b and c: initial 
position b, fully traversed stoking rings c). The inner 
stoking ring as well as the outer stoking ring can be 
moved vertically. The central element is static. 
Different stoking pattern can be carried out. 

 

Figure 14. a) Sketch of the test rig, b) static 

burner bowl and c) burner bowl with fully 

traversed stoking elements [27]. 

The particles in the DEM/CFD simulation are 
represented by surface triangulated sphero-cylinders. 
The number of intra-particle cells is in the order of 
500. Pellets shrink during volatile release but keep 
their shape during char burnout (the ash of straw 
tends to agglomerate and forms a stable skeleton). 
The pellets underlie a length distribution from 9 to 
25 mm. Radiation is modelled by the discrete 
ordinate model (DOM) which has been combined 
with the blocked-off method, hence also bed internal 
radiation is modelled by DOM. To account for the 
turbulence structure of the gas phase above the bed, 
very large eddy simulation (VLES) has been applied. 
The particle reaction model includes drying, 
pyrolysis and char conversion. Pyrolysis gas 
combustion is modelled by a two-step reaction based 
on a pyrolysis gas surrogate and the intermediate 
formation of CO. 

Figure 15 shows the temperatures and water 
contents of the pellets after 400 s of operation (top 
static bed, bottom agitated bed). At this moment in 
time already volatile release occurs, but no volatile 
flame is present. Thus, the energy supply to the bed 
occurs due to radiation by the electrically heated 
combustion chamber walls. In the static case, 

particles with high temperatures (top, left) are 
located in the top layer. Radiative heat from the walls 
is absorbed at the surface of the pellets but cannot 
reach pellets in deeper layers. In case of bed 
agitation, this is considerably different. Here, the 
number of hot particles at the surface is smaller. This 
can be explained by the fact that hot pellets from the 
top layer are transported into the bulk where 
radiative heat exchange with the heated walls above 
the burner bowl is blocked and convective cooling of 
pellets by primary air occurs. For the static mode, the 
absence of pellet mixing leads to a typical separation 
layer between raw pellets inside the bed and dry 
pellets at the bed surface (top, right), whereas for the 
agitated case pellet mixing leads to a much more 
homogeneous drying of the bulk.  

 

Figure 15. Distribution of temperature and water 

content in the bulk after 400 s [27]. 

Figure 16 shows a cross-sectional view through 
the center of the burner bowl for the static (left) and 
the agitated (right) operation after 600 s of operation. 
Merged contour plots of the gas temperatures and 
temperature distribution inside each individual pellet 
are depicted at the top in a logarithmic scale. 
Respective plots of the oxygen mass fraction of the 
gas phase are shown below.  

At this point, a significant amount of volatiles 
has been released to the gas phase for the static case, 
leading to a gas flame above of the bed. Therefore, 
the maximum temperature level is significantly 
higher compared to the agitated case. Maximum 
temperatures (1000 K) occur at the bed surface due 
to conversion of volatiles as well as heterogeneous 
char combustion at the pellet surface. This leads to 
regions of lower oxygen mass fractions directly 
downstream of the fuel bed.  

In agitated operation, the temperature level is 
significantly lower. Mixing of the bulk leads to a 
homogeneous but overall reduced heating of gas 
phase and pellets. This leads to less volatile products 
in the gas phase and only minor consumption of 
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oxygen by gas phase (no volatile flame present) and 
heterogeneous char reaction.  

 

Figure 16. Contours of gas phase temperature 

and oxygen mass fraction after 600 s for a static 

bed (left) and an agitated bed (right) [27]. 

4. SUMMARY AND CONCLUSION 

An overview is given on DEM/CFD simulation 
of reacting and moving granular assemblies passed 
by gas flow with a focus on thermally thick particles. 
The approaches to represent complex particle shape, 
heat and mass transfer, intra-particle process and 
chemical conversion are briefly summarized. Three 
examples are presented, namely a large-scale lime 
shaft kiln with intermittent operation, an industrial-
size grate firing system for the incineration of 
municipal waste, and a small-scale straw pellet stove. 
These examples demonstrate the deep insight that 
can be gained by DEM/CFD into the 
chemical/physical processes in densely packed, 
chemically reactive granular assemblies with gas 
flow. For example, DEM/CFD allows for the 
prediction of particle product quality (e.g. 
calcination degree in lime shaft kilns) as intra intra-
particle processes are resolved. When complex 
particle shapes are considered, a realistic description 
of effects like bridging, arching or segregation in 
moving granular assemblies is possible, which is 
very difficult to achieve with continuum approaches.  

Despite of these advantages, there are still 
limitations of DEM/CFD for actual technical 
systems. Computing time for large-scale systems is 
still high, especially for particles with complex 
shape. Therefore, for many large-scale systems, like 
lime shaft kilns with number of particles in the order 
of one million, still simplifications, like representing 
the lime stones by spheres, are necessary. Even then, 
computing times are significant. Very typical, the 
bottleneck in term of computing times is particle 
mechanics (neighbourhood search and contact 
resolution) and often not the thermochemical 

processes. This allows for some freedom in selecting 
rather sophisticated methods to represent 
thermochemical conversion without influencing 
overall computing time to a large extend.  

In summary, important research needs to make 
reacting DEM/CFD a standard engineering tool are: 
 Fast neighbourhood and contact detection 

algorithms, especially for polydisperse granular 
assemblies with particles of complex shape, 

 Improvement of contact heat transfer models for 
particles of complex shape, 

 Reliable and fast particle-particle radiation 
models for moving polydisperse granular 
assemblies with particles of complex shape, 

 Detailed single particle models, e.g. based on 
pore network simulations, to derive directional 
transport properties to formulate simpler single 
particle continuum models, 

 Model reduction to provide fast single particle 
models based on ordinary differential equations, 

 Methods to improve the spatial and directional 
representation of granular structure on the CFD 
side for the DEM/CFD porous medium 
approach for a more accurate prediction of the 
flow field, 

 Effective methods which allow for a self-
adaptive switch between locally resolved 
simulation of the particle shape on the CFD side 
and the porous media approach in the same 
computational domain, 

 Validated gas phase combustion models which 
are able to describe the scale sensitivity of 
turbulence chemistry interaction as well as 
catalytic and quenching effects in the void space 
of the granular assembly, 

 and, most important, experimental data sets for 
particle motion, gas phase velocity and 
homogeneous and heterogeneous reaction 
progress in high temperature granular 
assemblies to validate DEM/CFD simulations. 
 
Note that many of these topics are currently 

addressed by the Collaborative Research Center 287 
Bulk-Reaction, a larger-scale (10 million €) project 
funded by the German Research Foundation (DFG). 
For more details, see [67]. 
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