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ABSTRACT  
        Issues of fuel preparation are quite crucial 
in many industrial/transport applications. Some 
fuels may not be ready to use in their raw state 
and hence are required to pre-processed, 
particularly to increase the temperature to the 
required level, prior to the combustion stage. For 
this purpose, two major types of fuel heaters are 
used: in-line type that attached to the fuel pipes 
and off-line type that attached outside the fuel 
tank. This work is aimed to consider an in-line 
counter flow heater used in marine applications 
and to propose modifications to improve its 
performance. After considering several heat 
transfer enhancement techniques, a twisted-tube 
insert was chosen to be used. Then, theoretical 
calculations were performed with and without 
heat transfer enhancement for a set task. The 
results showed that the required length of the 
heater can be reduced by 83.9% only 
introducing a twisted-tube instead of a plain 
tube. Usually, pressure drop increases with a 
twisted-tube but a reduction of pressure drop 
also can be observed in this work due to the 
reduction of the required length of the heater. 
Also, a reduction of the heater’s manufacturing 
cost should be achieved with a twisted-tube to 
perform the same task compared to a plain tube. 
Therefore, the use of twisted-tubes within these 
type of heaters will provide substantial benefits 
particularly to design compact heat exchangers 
but with improved performance. 

Keywords: Heat exchanger, Heat transfer 
enhancement, Biodiesel, Modelling, Twisted-tube  

NOMENCLATURE 
 

A [m2] Surface area 
Cp      [J.kg-1.K-1] Specific heat capacity at constant 

pressure 
d [m]  Diameter 
h [W.m-2.K-1] Convective heat transfer coefficient 
k [W.m-1.K-1] Thermal conductivity 
L [m] Length 

 

m  [kg. s-1] Mass flow rate 
Nu [-] Nusselt number 
Pr [-] Prandtl number 
q  [W] Heat transfer rate 

Re [-] Reynolds number 
t [m]  Thickness 
T [oC] Temperature 
ΔTlm [oC] Log mean temperature difference 
U [W.m-2.K-1] Overall heat transfer coefficient 
V [m.s-1] Velocity 
ρ [m3/kg] Density 
µ [Pa.s] Viscosity 
 

Subscripts and Superscripts 
 

c Cold fluid flow 
h Hot fluid flow 
i Inlet conditions 
o Outlet conditions 

1. INTRODUCTION  
Heat transfer can occur through several 

mechanisms such as conduction, convection, 
radiation, etc. Usually, the heat is naturally released 
to the surroundings from systems/machines by 
means of one or many of these ways. However, the 
forced cooling is a requirement of removing the 
additional heat generated in some applications to 
ensure the effective/efficient operation. In such 
applications, heat exchanges are commonly used for 
removing the additional or unnecessary heat. 
Usually, heat exchangers remove the heat of a 
particular medium by allowing it to absorb into 
another heat transfer medium such as water, oil, air, 
etc. Currently, numerous heat exchanging 
techniques are available and are widely used in the 
applications such as refrigeration, air conditioning, 
automobiles, process industry, solar water heating, 
thermal power plants, and so forth. In some 
particular applications, heat exchangers which are 
bulky in size have to be used based on the amount 
of the heat required to be removed or added for a 
given time to maintain the desirable temperature 
limits. However, the size of the components or 
machines has become a major consideration in the 
modern industrial world due to the constraints such 
as space limitations, maintenance requirements, 
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manufacturing cost, portability, appearance, etc. 
Therefore, the size of the heat exchangers has also 
become a critical factor which would decide the 
size of some particular machines/plants. Under such 
circumstances, extensive researches have been 
focused over the last few decades to reduce the size 
and fabrication cost of the heat exchangers [1-7]. 

This work is aimed to explore the possible 
strategies of enhancing the performance of a 
biodiesel heater (used with internal combustion 
engines) to reduce its typical size while maintaining 
its efficiency in the same or a higher level. The 
typical low- or medium-speed marine engines use 
fuel heaters which are quite large in size and hence 
the possible reductions of their sizes and weight, 
while having the same/higher performance, would 
be invaluable. A biodiesel heater was considered 
due to its timely importance of using more green 
fuels particularly in marine applications. Currently, 
a number of heat transfer enhancement techniques 
are used in practical applications. However, some of 
these heat transfer techniques may not be used with 
biodiesel heaters due to the constraints such as high 
viscosity and density of the biodiesel. After 
choosing a suitable heat transfer enhancement 
technique, theoretical calculations can be performed 
to determine the required length of the heater with 
and without the enhancement technique to evaluate 
the efficacy of the selected technique. Regardless 
the possible improvements of heat transfer 
performance (i.e., the reduction of the length), 
pressure drop may be increased and this may cause 
to increase the required pumping power. Hence, the 
increase of both the heat transfer performance and 
the pumping power should be estimated and 
compared before making any judgement on the 
overall worthiness of the newly proposed technique.  

1.1. Biodiesel  

Biodiesels are type of environmentally friendly 
biofuels which are made from vegetable oils (e.g., 
rapeseed, soy, palm, coconut, etc. oils) or animal fat 
and are used to replace petroleum diesel fully or 
partially. They are good alternatives to conventional 
fuels due to their environmental friendliness [8] and 
the best fit with new regulations imposed by 
International Maritime Organisation (IMO) [9]. 
From chemical standpoint, biodiesel is a mixture of 
methyl and/or ethyl monoalkyl esters of long-chain 
fatty acids (saturated and unsaturated). Also, it can 
be used in pure or blended form with petrol/diesel 
[10]. Depending on the amount of the biodiesel in 
the blend it has different commercial names: 

 

 B100: 100% biodiesel 
 B20, B5, B2: 20%, 5%, 2% of biodiesel with 

80%, 95%, 98% of petro-diesel, respectively. 

Blends with low biodiesel content (2-20%) could be 
used in normal diesel engines without any 
modifications. Others require certain engine 
modifications to avoid troubles during performance 

and maintenance [11]. Biodiesels are light solvents 
and hence they keep fuel tank and feed/injection 
systems clean. Moreover, because of their acidic 
nature, they require storage tanks and supplying 
systems made from corrosion-resistant materials or 
with a specific coating. Moreover, biodiesels’ 
lubricity help to reduce engine wear and hence to 
increase its lifetime. It was indicated that B5 blend 
provides 50% of less wear scars than petro-diesel. 
Higher Cetane number and oxygen content (11%) 
provide better combustion as well as a shorter 
ignition delay and hence a lower emission rates 
[10]. The overall impact of biodiesels on engine 
performance is well-described by BioMer [10]. 
Apart from the toxicity and the pre-preparatory 
requirements, another limitation of the biodiesels is 
the cost. The average price of B100 is 3.08 $/Gal 
when diesel costs 2.54 $/Gal. Blends B5 and B20 
are quite cheaper (2.55 and 2.69 $/Gal, 
respectively) but still expensive than diesel. 
Moreover, it requires special engine modifications, 
which incur extra cost, that provides high resistant 
to corrosion, additional fuel preparation processes, 
etc [11]. However, wide spreading of biodiesels as a 
marine fuel is ensured by its low emission rate. The 
National Renewable Energy Lab [11] has reported 
that the use of biodiesel in conventional diesel 
engines provide significant reduction of unburned 
hydrocarbons (HC), exhaust (i.e., particulate matter) 
and carbon monoxide (CO) in comparison with the 
emissions from high sulphur diesels which occurs 
due to 11% of oxygen (by weight) in biodiesel fuels 
that allows the complete burning of fuel. Also, the 
use of biodiesel has been become much popular due 
to the strict regulations imposed recently by the 
IMO [9]. These regulations have significantly 
reduced the allowed SOx and NOx pollution levels 
and consequently, they force to consider of 
minimizing the use of conventional marine fuels. 
New regulations state that NOx emissions in new 
ships that would be built in 2016 should be reduced 
almost in 5 times comparing with those that exist 
from year 2000. A 3 times of reduction of SOx 
emissions is also expected during the same time 
period. In fact, some marine engine manufactures 
have already been preparing for using biodiesel 
fuels [11]. However, most of them have been using 
blends that contain only 5-20% of the biodiesel.  

1.2. Biodiesel heating 
As was mentioned earlier, biodiesels’ cloud 

point is usually higher than petro-diesels and hence 
the use of various additives as well as heating 
during exploitation should be required, particularly 
in cold weather conditions. Previous studies [12] 
recommended that heating of biodiesel in tanks, 
pipes and separators or using of chemical additives 
prior to use in ship power plants. Also they have 
proposed a number of possible heating techniques. 
One possibility is that a heater attached on the outer 
surface of the fuel tank as shown in Figure 1. 
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Figure 1: Heater for biodiesel storage tanks [12] 

This heater is made as a flexible wide ribbon worn 
on the fuel tank externally. It comprises a heating 
element sandwiched between two layers of 
fiberglass with silicone rubber. These types of 
heaters do not need to be installed in the fuel system 
and they are compact, corrosion/moisture/chemical 
resistant. However, they can be used only on small 
vessels powered by biodiesel. Also, typical 
electrical heaters that can be attached to any metal 
surface would also be used in fuel heating. Their 
aluminium heat exchange surface can heat the fuel 
by converting it from gel to a liquid and to maintain 
the fuel at the desired temperature. 

ArcticFox Company has introduced pipes with 
integrated heating elements which prevent 
solidification of the fuel inside pipelines. These in-
line fluid warmers are double-pipe shell-and-tube 
heat exchangers and the warm water is taken from 
the engine cooling system which flows in the inner 
tube while heating biodiesel fuel that flows in the 
shell-side. All surfaces in contact with the biodiesel 
are made from stainless steel to avoid corrosion and 
to eliminate contamination of the fuel. This 
construction is fairly simple in manufacturing, 
installation and maintenance. Moreover it uses the 
heat removed by the engine cooling system (hence 
to save the power required for heating) that would 
be otherwise lost [13]. Stainless steel (at least 11% 
of Chromium by weight) is the most commonly 
used material for biodiesel fuel system/equipment 
while Nickel or Molybdenum also could be added 
for improving the corrosion resistance [14].  

2. ADDITION OF SWIRL TO THE SHELL-
AND-TUBE HEAT EXCHANGERS  

In general, heat transfer enhancement methods 
can be classified into three major types [15, 16]: 

 

Active methods: These involve in improving the 
heat transfer rate via techniques that require extra 
external power sources, for example, mechanical 
aids, injection and suction of the fluid, surface-fluid 
vibration, jet impingement, use of electrostatic 
fields, etc. However, these methods may have 
limitations in practical applications due to their 
requirement of external power sources. 

 

Passive methods: These perform their function 
passively (i.e., without any involvement of external 
power sources) by enhancing the heat transfer with 
various possible techniques such as the use of 
surface coatings, rough/extended/twisted surfaces, 
swirl-flow generators across the flow, additives 
with heat transferring mediums, etc. These methods 
seem to be attractive in practical applications 
particularly due to their simplicity and low cost. 

Compound methods: If a system uses any two or 
more active or passive methods to improve the rate 
of heat transfer, it is known as a compound method. 

 

In fact, the performance of heat exchangers can 
be improved passively by addition of swirl [17]. 
The use of twisted tapes/tubes is a good way of 
adding swirl to the fluid flow and two types of swirl 
flow devices are widely popular in the industry: 
continuous and decaying swirl flow devices. In a 
continuous swirl flow, the swirling motion exists 
over the whole length of the tube (e.g., twisted-
tapes, twisted-tubes and wire coil inserts) while the 
heat transfer coefficient and pressure drop keep 
constant with the axial distance [18-21]. In a 
decaying swirl flow, the swirl motion is generated 
at the entrance of the tube and decays along the 
flow path (e.g., radial guide vane swirl generators, 
snail swirl generators and the tangential flow 
injection devices) while the heat transfer coefficient 
and pressure drop decrease with the axial distance 
[22-23]. To enhance the rate of heat transfer, it is 
required to increase the convective heat transfer 
coefficient and this can be achieved by increasing 
the convection coefficient or/and by increasing the 
convective surface area. Schematic diagrams 
showing some of the possible methods of improving 
the rate of heat transfer are presented in Figures 2-8. 

 
 
 
 
 

Figure 2: A twisted-tape placed inside the tube 
 
 
 
 
 

 

Figure 3: A propeller placed inside the tube 
 
 

 
 
 
 

Figure 4: A shell and a tube with wavy surfaces 
 
 
 
 
 

 

Figure 5: Spiral windings placed inside the tube 
 
 
 
 
 
 

Figure 6: A tube surface with obstacles 
 
 

 

 
Figure 7: A helical coil placed inside the tube 
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Figure 8: A twisted-tube inside the shell 
 

In this study, a passive heat transfer 
enhancement method was used particularly due to 
its simplicity and low implementation cost. After 
evaluating several possibilities, a twisted-tube insert 
was identified as an efficient method as it can 
increase the convection coefficient by introducing 
swirl into both fluid flows inside the tube and shell. 
A twisted-tube is a periodically twisted pipe 
through 360º which can be fabricated relatively 
easily and economically and provides good heat 
transfer performance as well [10]. Here, the 
introduction of a tangential velocity component 
increases the speed of the flow. Therefore, twisted-
tubes would be an economical, simple and efficient 
way of adding swirl to the fluid flows. In this work, 
the heat transfer enhancement of a double-tube 
biodiesel heater is considered with a twisted inner 
tube. In fact, such a technique could also be applied 
in multi-tube heaters as well (Figure 9). Evidently, 
due to the space limitations, it would be difficult to 
use the baffles in this type of heat exchanger. 
Therefore, the tubes should be subjected to a unique 
forming process that provides an oval cross-section 
with a superimposed helix as shown in Figures 9 
and 10. Then, each tube is firmly supported by the 
adjacent tubes without baffles (i.e., baffle free tube 
support) while allowing the fluids to swirl freely 
along the outer surface as shown in Figure 9. Tube 
forming process ensures that the tube wall thickness 
stays constant as well as the material yield point is 
not exceeded thereby retaining mechanical 
integrity. By allowing required connections with 
other systems, tube ends are formed in round shape. 

 

 
 

 
 

Figure 9: Schematics showing the flow arrangements 
inside and outside of a twisted-tube [10] 

There are a few possible ways of assembling 
twisted-tubes in a bundle and seven possible 
constructions are shown in Figure 10. As was 
mentioned by Morgan [10], some bundles can 
include up to 5000 tubes leading of up to 1.8 m in 
diameter and length of up to 2.5 m. 

 

 
 
 

 
 

Figure 10: Arrangements of twisted-tube bundles [10] 

Some of the major advantageous of heat 
exchangers with twisted-tubes are that they do not 
have baffles and hence a less pressure drop and also 
can have significant reduction of tube vibrations 
which is a common problem of other types. Also, 
they are good in thermal effectiveness and less 
susceptible to fouling. Furthermore, comprehensive 
review studies on the methods of enhancing of heat 
transfer with swirl generators [16] and also other 
possible techniques in heat transfer augmentation 
[24-29] can be found in the literature. 

3. MODELLING  

3.1. Case study details 

A schematic of the double-pipe biodiesel heater 
considered in this work is shown in Figure 11.  

 

 

 
 

Figure 11: ArcticFox LCC in-line fluid warmer [13] 
 

Heat exchanger type: a double tube heat exchanger 
with a concentric flow and concentric pipes  
Fluid inside the inner tube (hot fluid): water from 
the engine cooling system 
Fluid inside the shell (cold fluid): biodiesel B100 
Material (tube and shell): stainless steel 
Enhancement technique: twisted inner tube 

Table 1. Major parameters of the heat exchanger  

 

 

 

 

 

 

 
Assumptions: 
 

 Negligible heat losses to the surroundings. 
 Negligible kinetic and potential energy changes. 
 Constant properties of fluids and fully-developed 

conditions for the cold and hot fluid flows. 
  Negligible fouling factors. 

 

Shell and tube diameters were chosen according to 
the dimensions provided by the ArcticFox [13]. 
Mass flow rate of biodiesel was decided by fuel 
consumption requirements of the most widely-used 
marine internal combustion engines. The mass flow 

 

Parameter Unit 
Water 
(Hot 
fluid) 

Biodiesel 
(cold 
fluid)

 Diameter of the tubes (di ,do) m 0.028 0.05 

 Mass flow rate (m) kg/s 0.1 0.04 

 Inlet temperature (Ti) 
oC 85 30 

 Outlet temperature (To) 
oC - 80 

 Specific heat capacity (Cp) kJ/kg·K 4197 2067 

 Prandtl number (Pr) - 2.22 5.66 

 Viscosity (μ) 10-6 Pa·s 355 1,383 

 Thermal conductivity (k) W/m·K 0.670 0.154 

 Density (ρ) kg/m3 972 875 
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rate of the water (hot fluid) was chosen based on the 
heat transfer requirements to heat-up the biodiesel 
till the desired temperature [30]. Usually, B100 
biodiesel blend is kept in storage tanks at 25-30 oC 
and must be delivered to engines at 70-85 oC to 
ensure the efficient performance of the engine [12]. 
Since the hot fluid is taken from the engine cooling 
system its temperature is also known and taken as 
85 oC for this study. The outlet temperature of the 
hot fluid would be figured out later from the energy 
balance equation. Specific heat capacity, Prandtl 
number, viscosity and thermal conductivity values 
were taken from the literature [11, 31]. For 
calculations, it would also be necessary to know 
tubes’ material parameters. The heat exchanger is 
made from stainless steel (thickness = 1 mm and 
thermal conductivity 16.5 W/m·K) due to its good 
resistance to corrosion. A schematic of the heat 
exchanger and the corresponding temperature-distance 
(T-x) graph are shown in Figure 12. 

 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

Figure 12: Model of the heat exchanger with the 
corresponding temperature-distance diagram 

 

Flow conditions based on the Reynolds number 
(Re) [31-33]: Laminar flow: Re < 2000 

              Transitional flow: 2000 < Re < 4000 
         Turbulent flow: Re > 4000 
 

Dittus-Boelter (DB) correlations which represent 
the relationship between the Nusselt number (Nu), 
Reynolds number (Re) and Prandtl number (Pr) are 
given by Eqs. (1) and (2) [31]: 

 

0.40.8023.0 PrReNu   (Turbulent flows        (1) 
1/30.8023.0 PrReNu  (Transitional flows)   (2) 

 

3.2. Estimation of the heat exchanger length 
without an enhancement technique 

 

The required rate of heat transfer, q , (i.e., the heat 

that should be added to the cold fluid to reach the 
specified outlet temperature) can be obtained from 
the overall energy balance of the cold fluid, Eq. (3): 

 

)( ,,, icoccpcc TTCmq             (3) 

)3080(213204.0 cq 4264 W 
 

By assuming that there is no any heat loss to the 
surroundings, ch qq   , and hence for the hot fluid: 

)( ,,, ohihhphh TTCmq             (4) 

)85(41971.04264 ,ohT  

C 75C 9.74 oo
, ohT  

Then, the log-mean temperature difference is: 
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Reynolds number of the hot fluid inside the tube: 
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Therefore, the hot fluid flow is turbulent and hence 
the Nusselt number is given by Eq.  (1): 
 

0.40.8023.0 PrReNu     

6.672.2214,528023.0 0.40.8 Nu  
 
 

Then, the heat transfer coefficient for water (hot 
fluid) in the inner tube can be obtained by Eq. (7): 
 

 

12.KW.m 6.617,1
028.0

670.06.67 






i

h
h d

kNu
h  (7) 

For the cold fluid flow (biodiesel) inside the shell: 
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Therefore, shell flow is laminar and Nusselt number 
was chosen from the tables provided in the 
literature [1] which was noted as 5.63. Then, heat 
transfer coefficient is given by Eq. (9): 
 

12.KW.m 4.39
)028.005.0(

154.063.5

)(
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h
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Eventually, the overall convection coefficient (U) 
could be obtained from Eq. (10): 
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where walltubet   is the thickness of the tube wall and 

walltubek   is the thermal conductivity of the tube 

material. Therefore, the required length (L) of the 
heat exchanger tube for this particular set task is:  
 

lmi TdU

q
L





         (11) 
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3.3. Estimation of the heat exchanger length 
with an enhancement technique 

In this work, inserting of twisted-tubes was 
used as the heat transfer enhancement technique. By 
using twisted-tubes instead plain tubes, Nusselt 
number can be increased in both fluid flows and 
hence the heat transfer rate would increase. The 
relationship between Nusselt number and Reynolds 
number for twisted-tubes with different twisting 
ratios (S/d) is illustrated in Figure 13. 

 
 

 
 
 

S – Pitch, S/d – Twisting Ratio 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 13: The dependence of Nusselt number (Nu) on 
Reynolds number and twisting ratio [2] 

 

The percentage increase of Nusselt number with 
different twisting ratios (S/d) can be determined as 
below based on the information given in Figure 13. 
 

For the hot fluid inside the tube (Re = 14,528): 
 

3.13/ dS  

%3.18%100
60

6071
   % 






 

Nuofincrease  

10/ dS  

%0.25%100
60

6075
   % 






 

Nuofincrease  

7/ dS  

%3.38%100
60

6083
   % 






 

Nuofincrease  

 

For the cold fluid inside the shell (Re = 472.1): 
 

3.13/ dS  

%500%100
1

16
   % 






 

Nuofincrease  

10/ dS  

%700%100
1

18
   % 






 

Nuofincrease  

7/ dS  

%900%100
1

110
   % 






 

Nuofincrease  
 

Then, by following the same method presented in 
section 3.2, the required length of the heat 
exchanger with twisted-tubes can be calculated, 
with new Nusselt numbers achieved with different 
twisting ratios, for the same task. 

 The use of twisted-tubes to increase the heat 
transfer rate will affect the axial pressure drop along 
the heat exchanger. The change of friction factor (f) 
with Reynolds number and twisting ratio is given in 
Figure 14 [2]. The pressure drops (ΔP) along the 
heat exchanger with a plain tube and twisted-tubes 
were also calculated (for Re = 14,528 and Re = 472) 
with Darcy-Weisbach equation given in Eq. (12): 
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         (12) 

Then, new values calculated for twisted-tubes with 
different twisting ratios are presented in Table 2. 
 
 
 

 
 
 
 
 
 
 

 
 

Figure 14: The dependence of friction factor on 
Reynolds number and twisting ratio [2] 

 
 

Table 2. Parameters of the heat exchanger after 
adding a twisted-tube 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4. DISCUSION 
A comparison of the required heat exchanger 

length with and without heat transfer enhancement 
to perform the same task is shown in Figure 15. 
Clearly, the heat exchanger length has reduced 
considerably with twisted-tubes where the higher 
the twisting ratio the lower the required length. 
Also, with twisted-tubes, the axial pressure drops 
along both the shell and tube show reductions as 
shown in Table 2 and Figure 16 which should lead 
to decrease the required pumping power as well.  

 
S/d 13.3 10 7 

 Tube flow (hot fluid) 

 Nu 79.97 84.05 93.49 

 hh (W.m-2.k-1) 1914 2022 2237 

ΔP (Pa) 66.67 53.25 48.67 

 Shell flow (cold fluid) 

 Nu 28.15 39.41 50.67 

 hc (W.m-2.k-1) 197.1 275.9 354.7 

ΔP (Pa) 6.42 5.21 4.52 

 U (W.m-2.k-1) 176.7 239.2 300.6 

 L (m) 11.01 8.14 6.48 

 

S 
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Figure 15: The required length of the heat exchanger 
with different tubes to perform the same task  

 

 
 
 
 
 
 
 
 
Figure 16: The axial pressure drop along the different 

tubes to perform the same task 
 

A comparison of the major parameters of the heat 
exchanger with a plain tube and a twisted-tube with 
a twisting ratio (S/d) of 10 is given in Table 3. 

 

Table 3. Parameters of the heat exchanger with a 
plain tube and a twisted-tube (S/d=10) 

 
 
 
 
 
 

 
 
 
 
 
 
The results show that the rate of heat transfer 

has increased by a percentage of 522.9% with a 
twisted tube (S/d=10) leading to a 83.9 % reduction 
of the required length of the heat exchanger to 
perform the same task. Therefore, it is clear that the 
inserting of twisted-tubes is an effective way to 
enhance the rate of heat transfer in heat exchangers 
and hence to reduce their size (i.e., heat exchangers 
which are compact in size) to perform a particular 
task. Moreover, the fabrication cost of the heat 
exchanger may be reduced considerably with the 
addition of swirl to the fluid flows inside the tube 
and shell. In fact, the case study presented in this 
work considered a heat exchanger with a single 
tube. However, the shell-and-tube heat exchangers 
which are commonly used in industrial applications 
include a number of tubes inside the shell. Thus, the 
addition of swirl to flows of such heat exchangers 
with multiple tubes may provide further 
improvements of the rate of heat transfer and hence 
further reductions to the fabrication cost as well.  

The design and fabrication of twisted-tubes are 
relatively simple and also there is no need of any 

additional modification to the shell for inserting 
these tubes. Therefore, the inserting of twisted-
tubes is a highly compatible technique for industrial 
applications. However, one of the disadvantages of 
this technique is that the possible increase of the 
pressure drop which should lead to demand more 
power to pump the fluid inside the tubes and shell. 
However, for this work, the pressure drops along 
both the shell and tube show reductions of 71.9% 
and 69.0% respectively with a twisted-tube 
(S/d=10) due to the reduction of the required length. 
In general, some of the major factors which should 
be taken into account as the addition of swirl for 
designing of compact heat exchangers are: 

 

 The space requirements/limitations to position 
the heat exchanger  

 Simplicity, effectiveness and the access 
requirements of the swirl generator/s 

 Design and fabrication cost of the heat 
exchanger with and without swirl 

 The level of increase/decrease of the pressure 
drop with the addition of swirl 

 The level of increase/decrease of the required 
pumping power with the addition of swirl 

 

Overall, it seems that the inserting of twisted-
tubes is a cost effective and an efficient technique 
for enhancing the rate heat transfer and hence to 
design compact heat exchangers.  

5. CONCLUSIONS 
This study was mainly focused on investigating 

strategies to improve the performance of a biodiesel 
heater (i.e., a shell-and-tube heat exchanger) by the 
addition of swirl. A number of possible methods of 
adding swirl were evaluated and then a twisted-tube 
insert was selected to use. A case study was 
presented for calculating the increase of rate of heat 
transfer, the reduction of the required length of the 
tube and increase/decrease of the pressure drop with 
twisted-tubes with different twisting ratios. The 
results confirmed that the twisted-tubes are one of 
the simple and effective techniques to improve the 
rate of heat transfer without involving complex 
modifications to the typical design of shell-and-tube 
heat exchangers. In general, it showed that the size 
of the heat exchanger can be reduced considerably 
by introducing swirl to the tube and shell flows by 
inserting twisted-tubes and also the fabrication cost 
may be reduced significantly due to the reduction of 
the required length. Usually, the axial pressure drop 
along the tube and shell should be increased with a 
twisted-tube due to the increase of swirl motion and 
hence the required pumping power would also 
increase. However, the results of this work showed 
that the pressure drop has decreased with the 
twisted-tubes, due to the reduction of the heat 
exchanger length, to perform same task and hence 
the required power for pumping of fluids should 
also be decreased which is another advantage. 
Further studies are underway to explore more on the 

 

Parameter 
Plain 
tube 

Twisted-tube 
(S/d=10) 

Reduction or 
Increment (%)

 U (W.m-2.K-1) 38.4  239.2 ↑ 522.9 

 Nu - tube flow 67.6 84.05 ↑ 24.3 

 Nu - shell flow 5.63 39.41 ↑ 600 

 ΔP- tube flow 171.96 53.25 ↓ 69.0 

 ΔP- shell flow 18.56 5.21 ↓ 71.9 

 Required    
 Length, L (m) 

50.7  8.14  ↓ 83.9 
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effective and economical strategies to enhance the 
rate of heat transfer to design compact heat 
exchangers. Also, computational fluid dynamics 
approaches will be used in the modelling work.  
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ABSTRACT  

Measurements of the flow field around a main 

rotor of a helicopter in a low-speed wind tunnel 

have been performed using Particle Image 

Velocimetry (PIV). The aim of the research was to 

investigate conditions known as settling with power 

(vortex ring state, VRS). VRS occurs when the 

velocity of upward flow of air through a rotor is 

close to the value of the induced velocity at the 

rotor disc (i.e. in descent flight of a helicopter). In 

order to provide the necessary conditions for 

development of VRS we set the rotation axis of the 

main rotor of a helicopter in the axis of symmetry 

of the wind tunnel’s test section. We present 2D 

vector velocity field of the investigated flow 

measured by PIV technique Results provide 

a visualization of the vortex ring state and show the 

development of the VRS. The center of the vortex 

ring shifts its position from back to front of the 

rotor. Presented results are in agreement with theory 

and can be used for visualization and deeper 

understanding of the VRS development mechanism.  

Keywords: helicopter aerodynamics, vortex ring 

state, low-speed wind tunnel tests, PIV 

NOMENCLATURE  

 

D [m] diameter of the main rotor  

TF [] turbulence factor 

  [m/s] vector velocity filed  

 

v [m/s] horizontal velocity component   

vi [m/s] induced velocity  

u [m/s] vertical velocity component 

w [m/s] upward flow velocity  

 

τ [%] turbulence intensity  

 

1. INTRODUCTION  

Helicopter aerodynamics depends on the 

interaction between the flow induced by the main 

rotor and the flow of air resulting from the 

movement of the helicopter. In the most conditions 

of vertical flight, like hovering or ascending flight 

the flow through the rotor is definite. There is a 

well-defined slipstream [1]. However, in descent 

flight when the flow induced by the rotor and the 

upward flow are oppositely directed the 

recirculation of air may occur. This conditions lead 

to development of vortex ring system that engulfs 

the rotor. (Fig. 2.) This state is known as settling 

with power (VRS, vortex ring state). 

 

 

  

Figure 1. Flow through rotor: a) hover b) 

vortex ring state in vertical descent 

 

The vortex ring state in a descent flight is prone 

to form in case when the upward flow velocity w 

and the velocity of the induced flow vi have similar 

values. The theoretical range of the VRS occurrence 

is w=(0,5-1,5)vi. The development of recirculation 

zone in a vortex ring state causes serve loss of lift of 

the main rotor. The settling with power condition is 

especially dangerous during landing of the 

helicopter. The development of VRS was 

responsible for accidents involving many different 

types of helicopters (Hughes 269C (2000), 

Robinson R-22 (2002), MH-60 (2011)) and 

tiltrotors (V-22 Osprey (2000)). Therefore the need 

for detailed investigation of this phenomenon is still 

valid by means of experimental tests 

a) b) 
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[2],[12],[13],[14] and numerical simulations 

[3],[4],[5],[6].  

In the present paper the results of the PIV 

measurements of the flow field around a helicopter's 

main rotor has been presented. The results include 

velocity fields, scalar fields of velocity magnitude 

and streamlines patterns of the observed vortex ring 

state. The path of the vortex ring center close to the 

rotor is presented in all stages of the VRS 

occurrence. Results demonstrate the development of 

VRS and give the information about the time scale 

of the phenomenon. 

 

2. METHOD 

 

In order to provide the necessary conditions for 

development of VRS the rotation axis of the main 

rotor of a helicopter (model) was set in the axis of 

the wind tunnel’s test section (Figure 2.). It means 

that the flow induced by the rotor and the flow 

generated by the wind tunnel was oppositely 

directed. Measurements were performed using a 

Particle Image Velocimetry (PIV) method [2]. The 

flow was investigated in proximity of the tip of the 

blade where the center of the vortex ring was 

expected to occur.   

2.1. Experimental setup 

 

 
Figure 2. Experimental setup 

The experimental setup consisted of closed-

circuit low speed wind tunnel and the model of a 

helicopter. The test section of the wind tunnel has a 

diameter of 1,5 m and length of 2 m. The wind 

speed range is from 10 m/s to 40 m/s. The 

turbulence intensity measured for empty test section 

is τ=0,5%, while the turbulence level TF=1,425. 

The helicopter was fixed to the test section of the 

wind tunnel using a pillar. 

The model of a helicopter (T-REX 450 PRO 

Super Combo) has a two blade rotor powered by an 

electric drive. The diameter of main rotor is 

D=0.710 m. The pitch angle of the blades can be 

changed during the test in range 0 to 10°. The 

maximum rotational speed of the main rotor is 

2400 rpm and the maximum induced velocity of the 

rotor in hover is approximately 6 m/s. 

2.2. PIV setup  

The PIV system consisted of dual-cavity solid-

state (Nd:YAG) pulse laser and digital camera. The 

lightsheet was formed by set of cylindrical lenses. 

The Canon EF 35 mm f 1:1.4 lenses for the camera 

were used. The seeding was produced by seeding 

generator form DEHC oil. Since the VRS is an 

unsteady phenomenon we set the temporal 

resolution of the measurements to the maximum 

value of 7 Hz. In order to measure velocities in a 

range 1 m/s to 10 m/s the time delay between 

illumination pulses was set to 80 µs.  The 

measurement area of the PIV system included the 

area above the tip of the blades (Fig. 6.). 

Measurements were performed with three sizes of 

the PIV test region (380x380, 400x400, 450x450 

mm). The 2D vector velocity fields of the flow from 

the acquired images were obtained with use of 

DynamicStudio software. The Adaptive Correlation 

scheme with initial size of the interrogation 

windows 128x128 pixels was applied for the 

analysis. The final integration windows size was 

64x64 pixels with 50% window overlap. The outlier 

vectors and missing data was removed in post-

processing with use of average and median filtering. 

The system was calibrated use of calibration target 

approach.  

 

 
Figure 3. Observation area of the PIV system. 

View with seeding and the tip of the blade  

2.3. Validation of the PIV system 
settings 

The PIV system setup was validated in two 

tests. First test was designed to validate the settings 

of the PIV system for measurements of the speed of 

air in the wind tunnel. The free-stream velocity was 

measured by PIV system and compared the results 

of the velocity measured by the pitot tube in the 

wind tunnel test section. The second test of the PIV 
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system setup involved the measurement of the 

induced flow velocity. In this test the induced flow 

velocity was measured by the PIV system and the 

vane anemometer. Both tests proved that the PIV 

system settings were proper (see Table 1.). 

Table 1. Comparison of the inducted velocity 

measured with PIV and vane anemometer  

the pitch 

angle of 

the blades 

[°] 

Velocity vi [m/s] 

Measured by vane 

anemometer 

PIV 

Velocity vi 

[m/s] 

0 0.75 0.8 

2 0.59 - 

4 0.05 2.1 

6 3.4 3.5 

8 5.9 5.9 

10 7 7.1 

8 5.4 5.6 

6 3.3 3.2 

4 2 2 

2 0.5 - 

0 0.75 0.75 

 

3. RESULTS 

 

Toroidal rings around the main rotor of a 

helicopter formed in each test. Since the conditions 

for development of the VRS was appropriate only at 

the lowest speed of the wind tunnel (before 

reaching the minimum velocity of the free-stream or 

slowing down the air in the tunnel to minimum 

value of free-stream velocity after turning of the 

wind tunnel’s engine), only one set of speeds was 

tested: w ≅ 8 m/s and vi ≅ 6 m/s.  

 

 

Figure 4. 2D vector velocity field presenting 

observed vortex ring state  

The results show the velocity distribution in the 

PIV test region in form of 2D vector velocity field 

in meters per second (see Figure 4.). It is an 

example of the flow pattern in vortex ring state. 

Directions of the free-stream flow and induced flow 

are marked by black arrows. The figure shows the 

blade tip and the vortex which the core is located 

above the blade. 

3.1. Rotational flow condition   

In order to distinguish between rotational and 

irrotational characteristic of the flow following 

condition need to calculate for all velocity field:  

 

0 U             (1) 

 

For irrotational flow the curl of the velocity 

field, given by equation 1, is equal to zero. The flow 

is considered to be potential. This is the case for 

most of investigated flow in the wind tunnel test 

section (for example the flow over an airfoil).  

 

 

 

Figure 5. Visualization of the rotational 

condition (bottom) and the corresponding vector 

velocity field (upper) case of translational flow of 

air over a rotor. Values of rotational flow 

condition are equal to zero  
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In case of rotational flow the like vortex flow 

the expression (1) is not equal to zero. Therefore in 

order to verify if investigated flow is rotational the 

following condition needs to be fulfilled for 2D 

velocity field 

 

0









y

u

x

v
               (2) 

 

The equation (2) was calculated from measured 

velocity fields. In cases when the velocity vectors 

were forming a vortex pattern the condition (2) was 

fulfilled. 

 

 

Figure 5. Visualization of the rotational 

condition (bottom) and the corresponding vector 

velocity field (upper) case of rotational flow of 

air over a rotor. The highest values at the bottom 

image corresponds to highest vorticity in the 

vortex core.       

3.3. Streamlines  

In order to ensure clear recognition of the 

vortex structure the streamlines pattern was 

calculated from the 2D vector velocity fields. 

Streamlines form a vortex pattern on consecutive 

frames (see Figure 6). The results show the 

development of the vortex ring state on two 

consecutive frames. The position and size of the 

vortex core had changed. The streamlines 

visualization shows the changing nature of the flow 

in VRS region.  

 

 

Figure 6. Streamlines patterns of the vortex ring 

state on two consecutive frames. The vortex ring 

shifts its position in correspondence to the 

rotor’s plane.   

3.3. Development of VRS  

In order to track the center of the vortex the 

maps of the velocity magnitude was analysed. The 

assumed was that the center of the vortex is placed 

at the position of the minimum of the local velocity. 

The vortex center changes the position on the 

consecutive frames. 

 

 

Figure 7. Scalar map presenting the velocity 

magnitudes of the flow during the development 

of vortex ring state. The lowest values of the 

velocity magnitude can be observed at vortex 

core. 
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Figure 8. Consecutive positions of the vortex ring 

center. The black line indicates the position of 

the blade’s tip. Firstly the position of the vortex 

core  travels form region above the rotor’s plane 

to region underneath. Secondly reverse 

transition is observed. The measurement 

frequency is 7 Hz. 

4. SUMMARY 

In the recent years, the use of helicopters 

increased. Determination of limits on the use 

provides acceptable levels of safety. One of the 

restrictions for use of the helicopter is the vortex 

ring state boundary. Research on the issue of the 

VRS is intended to increase the safety and 

reliability of helicopters. The results of 

experimental and numerical analyses show that the 

real area of the occurrence of VRS can be a little 

different than the theoretical area (the VRS 

develops in some cases earlier and can take longer 

than in the theoretical). The experimental results 

presented in this paper are part of the work carried 

out on the vortex ring state phenomenon. The 

conditions of axial flight of a helicopter were 

considered. Helicopter flights were performed in the 

vicinity and inside the area of the VRS. 

Tests proved that PIV method is a reliable tool 

for an investigation of flow around the rotor of a 

helicopter in a controlled wind tunnel conditions. 

The aim of presented research was to investigate the 

development of the vortex ring state of the main 

rotor of a helicopter. The development of VRS was 

observed using with non-intrusive velocity 

measurement method in a low speed wind tunnel. 

The visualization of a flow field provided 

information about the changing nature of the flow 

in vortex ring state conditions. The 2D vector 

velocity field of the investigated flow was obtained. 

The settings of the PIV system was validated and 

results of PIV velocity measurements was 

compared with the vane anemometer indications. 

Good agreement of the results in most cases was 

obtained (see Table 1).  

The presented experiment permitted the 

quantitative and qualitative an analysis of VRS 

phenomena. In order to get insight on development 

of VRS, the vortex ring center was traced on 

consecutive frames. The velocity of the vortex ring 

center was in range 0,5 to 1,5 m/s. The time of the 

VRS occurrence for the experimental conditions 

was in range 0,5 to 2 seconds. The position of the 

vortex ring center changed between frames. It is 

worth to notice that the region identified as a vortex 

core of the VRS structure was observed in a region 

above and underneath the rotor’s plane and it was 

traversing freely during development and demise 

vortex (See Figure 8). Although the sampling 

frequency of the PIV system was relatively low 

(7Hz) it was possible to observe the development 

and demise of VRS in controlled laboratory 

conditions and to characterise the movement of the 

vertex ring canter. The speed of freestream in the 

wind tunnel was not constant during the 

experiment. It was decreasing form value above the 

condition of VRS occurrence to zero. This allowed 

to observed the process of development and demise 

of investigated phenomenon. Nevertheless in such 

conditions continuous observation of the VRS was 

not possible.    

Due to the technical limitations of the laser the 

sampling frequency was 7 Hz. Higher sampling 

frequency would provide more accurate information 

of the vortex core trajectory. The field of view of 

the PIV system cameras do not allowed to visualise 

the whole investigated structure.  

The research will be continued with use a 

stereo-PIV system and a strain gauge balance in 

order to acquire more detailed understanding of 

VRS phenomenon development. Also the field of 

view will be enlarged due to application of special 

optics. In the future, experimental results will be 

compared with results of CFD calculations which 

are currently performed in Institute of Aviation [4]. 
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ABSTRACT
The paper summarizes numerical and theoretical
studies of incompressible, laminar airflow through
a single flow passage of a blade-less radial friction
turbine. The rotor geometry is based on an optim-
ization of the performance solving simplified, in-
compressible Navier-Stokes-Equations, presented in
Schosser et al. [1]. At first, the influence of dimen-
sionless machine parameters on performance and ef-
ficiency with respect to mechanical loads were de-
rived from theoretical analysis. Inflow conditions for
maximum performance and efficiency were theoret-
ically determined and later compared to a CFD. In
order to quantify the error of the theoretical analysis,
the inflow effect on shaft power and flow behavior
was examined by CFD. The development of the fully
developed axial velocity distribution in the inlet zone
is compared to the theoretical, optimum inflow. The
influence of Reynolds number and rev speed on the
velocity profiles is investigated. Finally, the intended
use of the Tesla turbine with its advantages in con-
trast to conventional turbo machinery is discussed.

Keywords: laminar flow, CFD, friction, blade-
less, Tesla turbine

NOMENCLATURE
A [m2] inlet area
C [−] normalized rel. circ. velocity
Cpo [−] normalized power coefficient
Cpt [−] economical power coefficient
Cto [−] normalized torque coefficient
F [−] norm. circ. velocity profile
G [−] norm. radial velocity profile
M [Nm] torque
P [W] shaft power
R [−] radius ratio
Re [−] Reynolds number
U [−] normalized abs. circ. velocity
V [−] normalized radial velocity
Z [−] normalized position in gap

c [m/s] relative circ. velocity
cp, c∗p [−] pressure coefficients
n [1/min] rev speed
p [Pa] static pressure
r, d [m] rotor radius, diameter
s [m] half of gap width
s f [−] safety factor
u [m/s] absolute circ. velocity
v [m/s] radial velocity
w [m/s] resultant velocity
z [m] cylindrical coordinate
Ω [−] angular velocity ratio
α [◦] inlet angle
β [−] friction parameter
η [−] efficiency
µ [Pa · s] dynamic viscosity
ν [m/s2] kinematic viscosity
νp [−] poisson ratio
ω [rad/s] angular velocity ratio
ρ [kg/m3] density
σϕ [MPa] circ. mechanical stress
σy [MPa] yield strength
τ [Pa] shear stress
ϕ [◦] circ. direction

Subscripts and Superscripts
1 at the inlet of rotor
2 at the outlet of rotor
is isentropic
n normalized
r radial direction
t total
v valid

1. INTRODUCTION
Tesla turbines have been invented by the famous sci-
entist Nikola Tesla [2] at the beginning of the 20th
century. They are characterized by their particularly
simple and blade-less rotor design and consist of sev-
eral circular, parallel, flat disks with a central pas-
sage in the centre of rotation. All disks are equally
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swirled flow

ω

gapoutlet

Figure 1. The Tesla turbine principle

spaced with narrow gaps. Any type of fluid can enter
the gap at the outer radius of the disks. Driven by a
pressure difference, the swirling flow delivered from
nozzles or guide vanes follows its spiral path to the
rotor outlet at the inner disk radius. Circumferential
shear stress induces torque and power. Dependent on
fluid, flow parameters and geometry, Tesla turbines
are able to work efficiently [3]. Their main advant-
ages are the low-cost design, robustness and compet-
itiveness for small scale turbomachinery, which has
recently been discovered by researchers [4], [5]. This
paper focuses onto the flow phenomena inside of this
turbine. The study is based on rotor dimensions of
an existing test rig designed for the determination of
velocity profiles inside the Tesla rotor by means of
PIV. The test facility and the demonstration of the
measurement method has been presented in Schosser
et al. [1], [6]. Laminar flow is expected for Re num-
bers < 400 − 500, which is typical for Tesla turbine
operations.

2. THEORETICAL MODEL ANALYSIS
2.1. Incompressible, laminar flow
The steady-state continuity equation, the ϕ− and r-
momentum equations for the bulk flow [1], [7] (Fig.
2)

dϕ

dr

v

v+ ∂v
∂r dr

u

u+ ∂u
∂r dr

τr
τϕ

gap width:
2s

u

v w

z

α1

2 ϕ

Figure 2. Cyl. coordinatesystem, control volume

can be written as
d (ρ · r · v)

dr
= 0, ρ · v

[
du
dr

+
u
r

]
−
µ

s

(
dc
dz

)
= 0, (1)

ρ

[
v

dv
dr
−

u2

r

]
+

dp
dr
−
µ

s

(
dv
dz

)
= 0. (2)

Eq. 1, 2 are non-dimensionalized using

C (R) =
c (r)
c1

, U (R) =
u (r)
u1

, V (R) =
v (r)
u1

,

(3)

the dimensionless pressures

cp (R) =
p (r)
ρu2

1

, c∗p (R) =
p (r)
p2

(4)

and the dimensionless machine parameters

β =
3
2

r1

s
ν

v1s︸︷︷︸
1

Re

, V1 =
v1

u1
, Ω =

r1ω

u1
, R =

r
r1
. (5)

The dimensionless governing equations are

dU (R)
dR

+

(
1
R
− 2βR

)
· U (R) + 2βΩR2 = 0, (6)

dP
dR
− V2

1 ·

(
1

R3 +
2β
R

)
−

U (R)2

R
= 0. (7)

In order to evaluate theoretical and CFD analysis,
following coefficients (normalized with their max-
imum occurring values) are introduced (see [1])

Cto =
A1v1ρ1 · (u1r1 − u2r2)

Mmax
, Cpo =

M · ω
Pmax

. (8)

The economical power coefficient is defined as

Cpt =
Psha f t

A1 ·
(
p1,t − p2

) 3
2

. (9)

The total isentropic rotor efficency is given by

ηis =
Psha f t

ṁ
ρ

[(
p2 +

u2
2

2 +
v2

2
2

)
−

(
p1 +

u2
1

2 +
v2

1
2

)] . (10)

The fully analytical solutions of Eq. 6 and 7 have
already been published in Schosser et. al. [1]. Torque
and power are computed by assuming parabolic velo-
city profiles between the disks and evaluating the res-
ulting circumferential shear stress. The assumed pro-
files scale with the prevailing bulk velocities in both
directions. Development effects at the rotor inlet are
neglected. Parameter β describes the flow rate and
determines the type of vortex in the gap and is there-
fore crucial for the generated performance. Other
important parameters are the inlet velocity V1, the
radius ratio R and the angular speed Ω, as well as
the real axial velocity distribution, which are invest-
igated and validated with CFD.

2.2. Mechanical constraints

A constant rotation of a drilled disk, generates tan-
gential and radial mechanical stress. The stress max-
imum is at the inner radius r2 (Dubbel et. al. [8]).
Comparing its ratio with the yield strength of the

σϕ (r) =
3 + νp

8
ρω2r2

1

[
1 +

(
r2

r1

)2

+

( r1

r

)2

−
1 + 3νp

3 + νp

(
r
r1

)2]
,

(11)

disk material, determines the mechanical limit of
such a rotor. Rewritten into a dimensionless form,

CMFF15-016 21



the radius ratio R obviously limits the maximum an-
gular velocity Ω for a selected material (see Fig. 4).

σϕ

ω

r

r1
r2

Figure 3. Centrally drilled disk under rotation
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Figure 4. Valid Ω values, limited by material σy

The following model analysis and CFD comparison
considers these mechanical limits.

3. TURBINE DESIGN PARAMETERS
The design parameters of a Tesla rotor are presen-
ted here. The results are derived from the theoret-
ical analysis. They offer the technical limitations of
blade-less rotors. To simplify illustrations, Ω is nor-
malized by u1 = 100 m

s .

3.1. Dimensionless friction parameter
From Schosser et al. [1] it is known, that β should

Cto

Ω

β

V1 = 0.3

Figure 5. Mapping of torque coefficient Cto (β,Ω)

exceed values greater 10 for maximum performance.
Fig. 5 shows, that the torque coefficient is almost
independent of Ω for β ≥ 10. As β increases with
decreasing gap width, the mass flow per gap is re-
stricted. Consequently, more gaps are needed for the
same magnitude of power, which increases the price
of a Tesla rotor. As a result, an upper limit of β val-
ues between 20 to 30 is suggested.

3.2. Dimensionless inlet conditions
Tesla rotors can either be efficient or powerful. The
lower V1, the higher is the isentropic efficiency. On
the other hand, a low V1 and radial mass flow leads
to low shaft power per gap. Fig. 6 and 7 show nor-
malized shaft power and efficiency as a function of
angular speed. The inlet velocity magnitude w1 is
kept constant, their velocity components instead are
varied. This leads to a change of β and influences
power and efficiency. Low V1 corresponds to high β.
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Figure 6. Influence of inlet angles on performance
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Figure 7. Influence of inlet angles on efficiency

3.3. Dimensionless radius ratio
The influence of the radius ratio R2 = r2/r1 is similar
to the influence of the inlet condition (Fig. 8, 9). Low
R2 leads to high shaft power per gap. With increasing
R2, the area of the disks inside the turbine’s gap, as
well as the pressure drop across the rotor is reduced.
Low pressure drops lead to highest efficiencies. In
this investigation, β and V1 are constant, the radius
ratio R2 is altered. The higher the radius ratio R, the
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lower the maximum applicable angular speed.
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3.4. Machine parameter relations
The economical power coefficient Cpt (Eq. 9) relates
shaft power to the total pressure difference between
inlet and outlet. When Cpt is maximized, the best

Cpt

Ω

R

V1 = 0.3
β = 10

Figure 10. Mapping of power coefficient Cpt (R)

compromise between power per gap and efficiency
is found. Fig. 10 introduces the economical power
mapping of a Tesla rotor in terms of machine para-
meters Ω and R for constant and best possible values
for inlet velocity ratio V1 and friction parameter β.
During the whole design process it is necessary to
consider the upper limit of the angular velocity Ωv,

which is restricted by the mechanical design of the
Tesla rotor.

4. CFD MODEL ANALYSIS
In order to analyse the theoretical, incompressible,
laminar turbine investigation, various laminar CFD
calculations have been performed. The hexa mesh
is designed with ICEM 14.5. ANSYS CFX 14.5 is
used as a solver. To find a mesh independent solution,
the grid has been refined until the outlet velocities
had converged. A stationary mesh with co-rotating
sidewalls and a rotating mesh show identical results.
Rotating domain results are presented here.

1:1 periodic

wall 1

outlet

1:1 periodic

inlet

Figure 11. ICEM Mesh, 1/4 disk, gap width 0.2
mm, 756000 nodes, view 1

The applied CFD settings are:

• geometry: r1=0.125m, r2=0.03m, 2s=0.2mm

• meshes: 224000, 540000, 756000, 1458000,
3400000 nodes (results from underlined mesh)

• rotating domain section (1:1 periodic interface)

• air at 25◦C, no turb. model, no heat transfer

• inlet: w1 ≈ 105 m
s , variable V1

• outlet: ambient pressure p2 = 1bar

• residual convergence: 1 ·10−5 rms, 1 ·10−3 max,
auto timescale, double precision

• Ω is made dimensionless with u1 = 100 m
s

wall 1

outlet

wall 2

1:1 periodic

Figure 12. ICEM Mesh, 1/4 disk, gap width
0.2mm, 756000 nodes, view 2
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4.1. Inlet conditions
In the laminar CFD, as well as in the theoretical
model, the inlet velocity w1 (Fig. 2) is kept con-
stant. The inlet angle α, hence the velocity compon-
ents u1 and v1 are variable. The significant difference
between theory and CFD is, that CFD can simulate
the development of the velocity profiles across the
rotor. All continuous curves are analytical results,
the symbols represent CFD results. The vertically
dashed lines in Fig. 13, 14 and 15 denote the mech-
anical limit of Tesla rotors of that size. Fig. 13 shows
the performance map of a Tesla turbine over the
whole range of valid angular velocities and invest-
igated inlet conditions. It can be observed, that there
is a very good quantitative agreement between lam-
inar CFD and analytical solution at low inlet angles.
With increasing α and Ω, the solutions differ more
and more from each other. The analytical solution
overpredicts shaft power. Same applies to Fig. 14,
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Figure 13. Performance map, CFD comparison

where the torque is plotted. Fig. 15 illustrates the dif-
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Figure 14. Torque map, CFD comparison

ference between both solutions regarding isentropic
efficiency, where the deviation is at its worst. How-
ever, the qualitative agreement is satisfactory. To find
the reasons for that, the velocity profile is examined

in more detail in the next section. Fig. 13 and 15
confirm the theory, that more power per gap leads to
lower isentropic efficiencies - or vice versa.
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Figure 15. Isentropic efficiency, CFD comparison

4.2. Inflow effect
The inflow effect on turbine performance is invest-
igated by CFD to estimate errors of the theoretical
model. In contrast to the expected profile devel-
opment across the rotor, the model simply scales
parabolic z velocity profiles with the bulk velocit-
ies C (R), V (R) to compute turbine performance from
the resulting circumferential shear stress. In the first
CFD setup, "‘block profile"’ approximations are se-
lected at the rotor inlet (see Fig. 1). Due to the gap
between stator and rotor, this is expected to happen in
real Tesla turbines. To quantify the fully developed
flow, velocity profiles F (R,Z) in circumferential and
G (R,Z) in radial direction are analysed.

C (R,Z) = U (R,Z) − RΩ =
V1

R
· F (R,Z) (12)

V (R,Z) = −
V1

R
·G (R,Z) (13)

The continuity equation in radial direction requires∫ 1

0
G (R,Z) dZ = 1. (14)

Fn (R,Z) is normalized by dividing the profile F by
its numerical integral

Fn (R,Z) =
F (R,Z)∫ 1

0 F (R,Z) dZ
. (15)

Moreover, factorized solutions in circumferential

Fn (R,Z) = Fn (Z) ·C (R) (16)

and radial direction

G (R,Z) = G (Z) · V (R) , (17)

are sought. Fn (Z) and G (Z) are fully developed
CFD profiles. Numerous CFD calculations were per-
formed. As an example, the development of the ve-
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locity profiles in circumferential and radial direction
of a typical operating point (Ω = 0.92,V1 = 0.27) is
shown in Fig. 16, 17. The fully developed profiles
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Figure 16. Velocity profiles Fn (R,Z)
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Fn (R,Z), G (R,Z) are used as new inlet profiles in a
second CFD. The performance and efficiency of both
numerical computations and of the theoretical solu-
tion are illustrated in Fig. 18 and 19. At small inlet
angles the results show very good agreement. With
increasing inlet angles, the solutions slightly start to
separate from each other. With increasing angular
speed, the solutions begin to separate as well. The
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Figure 19. Isentropic efficiency comparison

theory is generally overpredicting torque and power,
the first CFD shows the lowest performance. In terms
of efficiency, the trends of the presented solutions are
similar, but the deviations are a bit higher. Theoret-
ical results are overestimating isentropic efficiency.
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Figure 20. Circ., abs. bulk velocity comparison

The CFD circumferential velocity distributions in
Fig. 20 are slightly higher than those from theory
and therefore explain the differences in performance
results (see Eq. 8). The first CFD shows the highest
U (R). The difference is caused by a higher pressure
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Figure 21. Radial bulk velocity comparison

drop predicted by CFD compared to theoretical res-
ults (Fig. 22). The radial velocity distribution in-
stead, show good agreement (Fig. 21). The vari-
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ations in computed efficiencies originate mainly from
slightly different shaft power results.
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Figure 22. Pressure drop across the rotor

The radial development of the torque coefficient is
plotted in Fig. 23. It is interesting to see, that the
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Figure 23. Torque coefficient comparison

block profile simulation generates a little more torque
at high radius ratios. This can be explained by a
higher circumferential wall shear stress at the inlet
zone (see Fig. 16). With decreasing radius ratio, the
fully developed inflow simulation is gaining the up-
per hand again, now producing slightly more torque
and power. This is valid for all simulated angular ve-
locities. Obviously, block profiles’ higher wall shear
stress in radial direction leads to a higher pressure
drop. As the outlet pressure is kept constant, the inlet
pressure must increase. This makes the flow margin-
ally faster towards the outlet. Hence, the block pro-
filed inflow produces less total torque and power. De-
pendent on the angular velocity, shaft power differs
by up to 5% in this case. The differences in torque
and pressure drop between theory and CFD, explain
the difference in isentropic efficiency of up to 10%
(see Fig. 15, 19). The difference between theoretical
analysis and CFD, dependent on V1 and Ω (see Fig.
16, 19) cannot fully be attributed to the inflow effect.

4.3. Influence of the Reynolds number on
the velocity profiles

Fig. 16, 17 showed examples of the development of
the axial velocity distribution of a "‘block profile"’
inflow as a function of the radius. The fully de-
veloped velocity profiles were fitted by a fourth-order
polynomial for the whole range of typical Reynolds
numbers. These fits are illustrated in Fig. 24 and
25. Neither in radial, nor in circumferential direc-
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Figure 24. Fully developed velocity profiles Fn (R)
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Figure 25. Fully developed velocity profiles G (R)

tion, any dependency of the fully developed profile
shape on Reynolds number is detectable. The fitting
functions for fully developed profiles are

Fn (R) = 4.194 · Z4 − 8.387 · Z3 − 0.9811 · Z2

+ 5.175 · Z − 0.001824,
(18)

G (R) = 2.703 · Z4 − 5.405 · Z3 + 9.254 · Z2

− 6.551 · Z + 0.001283.
(19)
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4.4. Influence of the revolution speed on
the velocity profiles

The fully developed velocity profiles determined
from CFD also depend only weakly on revolution
speed. The radial velocity profile G (Z) approximates
the parabolic profile quite well. Instead, the circum-
ferential velocity distribution Fn (Z) departs from a
parabolic velocity profile and definitively influences
the predicted shaft power.

5. CONCLUSION
To simplify the design process of Tesla turbines, the
flow analysis is coupled with the analytical equation
for tangential stress in centrally, drilled and rotating
disks, giving the max. applicable angular speed from
mechanical integrity considerations.
The influence of dimensionless machine parameters
on shaft power and isentropic efficiency are derived.
The best compromise between high efficiency and
shaft power per gap was found.
Moreover, various analytical results from theory are
analysed by laminar CFD. The limitations of the the-
oretical analysis are exposed. At higher inlet angles,
the theoretical solution deviates more and more from
the laminar CFD. The qualitative agreement instead,
is very promising. In search of reasons for that, an
investigation of the development of the velocity pro-
files and their influence on shaft power and efficiency
is performed by means of CFD. Fully developed pro-
files at the rotor inlet lead to higher predicted shaft
power. This and the fact that CFD produces higher
pressure drops, explain the deviations in efficiency.
Nevertheless, the inflow effect is only a partial ex-
planation. The difference increases with α/V1 and Ω.
The type of velocity distribution between the disks is
found for a typical range of Reynolds numbers. The
main difference between theory and laminar CFD is,
that the CFD profiles in both directions are not fully
parabolic and can best be approximated by fourth-
order polynomial functions.
Despite certain differences to the CFD, the theoret-
ical model is a very fast tool for dimensioning ro-
tors. In contrast to conventional turbines, Tesla tur-
bines can be scaled easily. With its simple design,
low manufacturing costs, the free choice of operating
fluid, its possibility to handle droplets and abrasive
particles, the Tesla turbine has the ability to find its
existence in small scale turbomachinery applications
[9], [10], [5], [11].
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ABSTRACT
Wind energy represents nowadays an increas-

ingly important source of energy as it provides not
only an effective solution to reduce the fuel con-
sumption, but reduces the pollutant emission as well.
Vertical Axis Wind Turbines or VAWTs were origin-
ally considered very promising, but were later super-
seeded by horizontal axis turbines. There is now a
resurgence of interest in VAWTs. Particularly, the
H-Darrieus wind turbine appears to be promising not
only because of its low cost, but because it is able to
operate at low wind speed conditions. However, it
suffers from a low efficiency. That is why the optim-
ization of these turbines is a very important field of
research.

The flow around the H-Darrieus turbine is highly
unsteady with complex physics and dynamic stall.
Most turbulence models are not able to capture all
these effects correctly. As a result, different models
yield different characteristic curves. In an optimiza-
tion the precise computation of the power coefficient
is not so important, as long as the direction of the
optimization is correctly predicted.

In the current study a Design-Of-Experiment
(DOE) is used to create 40 different asymmetric
blade geometries with the in-house optimization soft-
ware, OPAL++. The power coefficient is evaluated
using 2D unsteady CFD computations relying on the
commercial software CD-Adapco StarCCM+. Three
very popular turbulence models, k-ε Realizable, k-
ω SST and Spalart-Allmaras are used to model the
turbulent flow for the same tip-speed-ratio. Finally,
power coefficients are compared. The resulting cor-
relation between the different models is analyzed and
conclusions are drawn regarding optimization.

Keywords: computational fluid dynamics, Dar-
rieus turbine, H-rotor, wind energy, turbulence,
optimization

NOMENCLATURE
A [m2] projected area of the rotor
Cp [−] power coefficient
CT [−] torque coefficient
Cx/y [−] force coefficient in coordinate

system directions
F [N] force
H [m] height of the rotor
N [−] number of blades
R [m] radius of the rotor
T [Nm] torque
y+ [−] dimensionless wall distance
c [m] camber
I [−] turbulence intensity
TVR [−] turbulent viscosity ratio
u [m/s] wind speed
β [◦] pitch angle
λ, TS R [−] tip-speed-ratio
ω [rad/s] angular velocity
ρ [kg/m3] density
ϕ [◦] phase angle

Subscripts and Superscripts
L, D lift, drag
th. theoretical

1. INTRODUCTION
With the world’s ever growing hunger for energy

the need for clean and reliable energy sources in-
creases as well. Wind energy can be an answer to this
need. With each successive evolution of wind tur-
bines the performance and efficiency increase, while
operating and installation costs decrease. The gross
production of wind energy in the EU27 increased
from 80 PJ (2000) to 537 PJ (2010) just over a period
of ten years [1], and an increase to 2300 PJ is pro-
gnosed for 2030 [2]. Due to this growing signific-
ance the efficiency and optimization of wind turbines
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becomes a more and more crucial area. Several ex-
amples of such works can already be found in the
scientific literature. For instance, Ribeiro et al. [3]

optimized the airfoil shape of wind tur-
bines. Although horizontal axis wind turbines are
mostly found, small vertical axis turbines (Darrieus,
Savonius) are interesting as well. Despite the fact
that the original patent for Darrieus rotors dates back
to 1927, comparatively little research was done com-
pared to HAWTs (i.e., Horizontal Axis Wind Tur-
bines). Recently, a few articles dealt with the ana-
lysis and optimization of Darrieus turbines. In par-
ticular, Mohamed [4] investigated different airfoils
using computational fluid dynamics (CFD) in order
to obtain performance improvement of a H-Darrieus
rotor.

1.1. Purpose of the study
Due to the increasing importance of wind energy,

providing a high performance became more import-
ant in the last years. Moreover, since the efficiency
of the rotors is already very high, further improve-
ments are only possible with very accurate models.
First computational models relied on the highly sim-
plified single streamtube or multiple streamtube [5]
models, based on the Glauert actuator disk theory.
More recently, URANS (Unsteady Reynolds Aver-
aged Navier Stokes) models were used in CFD. Al-
though LES (Large Eddy Simulations) is expected to
be more accurate, they are still computationally too
expensive for design optimization.

The goal of the present project is to increase the
performance of H-Darrieus rotors by optimizing the
airfoil shape. To perform such an optimization, the
whole process has to be automatized. For this pur-
pose a module has been derived for our in-house op-
timization software. In this module the complete
CFD workflow has been parameterized, from the
geometry creation (number of blades, geometry of
the blade, radius of the rotor, etc.), over the meshing
(mesh size, size of domain, etc.) to the final CFD
setup (choice of CFD software, choice of solver, tur-
bulence model, boundary conditions, etc.). In this
way not only the optimization, but also the system-
atic analysis of the simulations becomes possible.

Moreover, when performing an optimization,
one has to keep in mind that the needed time is an es-
sential factor. With an exaggerated temporal or spa-
tial resolution, or when using too complex models,
the evaluation of a sufficient number of airfoils be-
comes impossible. Therefore, it is better to have a
lower-accuracy model, as long as this reduced model
is indeed able to indicate the correct direction of the
optimization, i.e.: which design is better or worse?

1.2. Physics of the H-Darrieus Wind Tur-
bine

Wind turbines are usually characterized by their
characteristic curve, or TSR-Cp curve. The tip-
speed-ratio (TSR, or λ) is the ratio of the tip velocity

of the rotating blade compared to the wind speed (u):

TSR = λ =
vtip

u
=

Rω
u
, (1)

where R is the radius of the rotor and ω is the angular
velocity of the rotor. For the Darrieus rotor the cross-
section does not vary with height, i.e., the rotor has
the same speed for each cross-section. The cross-
section of a Darrieus rotor can be seen in Figure 1,
which shows the symbol conventions of the current
study. Wind is coming from the right (u = uex), and
the rotor is rotating with ω = −ωez angular speed.
The position of the blade is described by the phase
angle, ϕ. The power coefficient, or Cp is the indicator
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Figure 1. Schematic representation of the H-
Darrieus wind turbine (without pitch)

characterizing aerodynamic efficiency. It is the ratio
of the power generated by the wind turbine compared
to the available energy in the wind:

Cp =
Pmech

Ptotal
=

Tω
1
2ρu3A

=
Tω

1
2ρu32RH

, (2)

where A is the projected area of the rotor, ρ is the air
density, H is the height of the rotor and T is the (aver-
age) torque generated by the rotor (averaged, because
the output of the Darrieus turbine is highly transient).
This value has a physical threshold, which is known
as Betz-limit (59.3%). In reality, even the modern
horizontal-axis rotors cannot achieve more than 45-
50% efficiency. The power coefficient is related to
the torque coefficient, which is computed as

CT = −
T

1
2ρu2AL

= −
T

1
2ρu22R2H

= −λCp . (3)

By a simple transformation, the drag and lift coeffi-
cients of the blades can be determined as well from
the global forces (Fx, Fy).

In reality, the characteristic curve is not com-
pletely universal and differs slightly when varying
rotational speed and wind speed due to the varying
Reynolds numbers [6].

The loss of performance at lower tip-speed ra-
tios originates from the stall mechanism: when the
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angle-of-attack (AOA) of the blade increases (usu-
ally above 12 − 13◦, [7]), separation occurs and the
rotor loses its efficiency. Moreover, in reality, stall
also depends on the speed at which the AOA is chan-
ging (dynamic stall). .

For higher tip-speed-ratios efficiency loss results
mainly from secondary losses: strut losses, wingtip
losses, etc. If we assume the wind speed within the
rotor to be constant, the theoretical angle of attack
can be estimated as

α ≡ AOAth. = arctan
(

sin(ϕ)
λ + cos(ϕ)

)
+ β, (4)

where β is the preset pitch angle. Throughout the
turbine rotation, the angle-of-attack is changing, see
Fig. 2.
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Figure 2. Angle of attack for different tip-speed-
ratios

1.3. Advantages and disadvantages
Although Darrieus turbines suffer from several

disadvantages (for instance low tip-speed-ratios, in-
ability to self-start and blade fatigue due to oscil-
lating torque), they show many advantages as well.
It leads to a comparatively low sound emission and
has a quite simple design [4] due to the absence of a
yaw system, which decreases the capital investment
needed for the construction. It is better suited for an
urban environment. Since it is omnidirectional, it is
able to operate in very turbulent environments, where
the wind direction is constantly changing [8]. Com-
pared to HAWTs it is able to operate at lower wind
speeds.

2. AUTOMATIZATION WITH OPAL++
The automatization was implemented in the

OPtimization Algorithm Library++ (called simply
OPAL++), which is an object-orientated multi-
objective optimization and parameterization frame-
work developed at the University of Magdeburg
“Otto von Guericke”. Although OPAL++ builds on
top of considerable experience with OPAL [9], it is
based on a completely new structure. The software
has already been successfully applied to many dif-
ferent problems [10, 11] and is strongly focused on
CFD-based optimization problems (CFD-O).

2.1. Operating conditions
For the current study a geometry was chosen,

which is currently being under development and
evaluated in collaboration with industrial partners.
The rotor has three blades with R = 1.5 m radius. The
blades have a camber of c = 160 mm with a rounded
trailing edge. The optimal tip-speed ratio is between
3 < λ < 4. For the present study u = 8.4 m/s was
fixed as the wind speed. In the middle of the domain
the shaft was taken into account.

3. CFD SIMULATIONS
3.1. Mesh generation

The mesh generation is performed with ANSYS
Gambit 2.4.6. The script for mesh generation is ex-
ecuted in a completely automatic way in OPAL++

by a module created specifically for this study. As
the flow around a Darrieus rotor is highly transient,
the flow has to be fully resolved not only in space,
but in time as well. As the rotor is rotating through-
out the CFD computation, a moving mesh has to be
created using the sliding mesh technique. Therefore,
a large rectangular outer domain and a circular ro-
tating inner domain were created, connected by an
interface. Both domains are partially structured and
involve quadrilateral meshes, see Fig. 3 (unstructured
parts are presented with a brick pattern, the density of
the pattern indicates the mesh resolution).

Figure 3. Hybrid mesh structure employed in the
study

The mesh size was defined at seven different loc-
ations and the C++ module uses size functions to
ensure a smooth transition between the different re-
gions. The boundary layer was calibrated using the
Schlichting correlation to resolve the flow up to the
laminar sublayer. For each evaluated blade y+

mean ≈

0.2, y+
max ≈ 1 was true in the present study. After

mesh generation the quality is checked to ensure ap-
propriate orthogonality. The mesh near the blade can
be seen in Fig. 4.

3.2. Boundary conditions
The four sides of the computational domain are

defined as velocity inlet, pressure outlet and sym-
metry boundaries. Unfortunately, the specification of
proper turbulence properties is a very difficult ques-
tion for wind turbines. Different sources indicate
different values and procedures; there are still con-
troversial views concerning this question. The most

CMFF15-017 30



Figure 4. Mesh resolution near the blade

obvious approach would be to use the standard, but
the german standard specifies very large intensities
based on 10-minute averages. As noted by Spalart
and Rumsey [12], in the atmospheric boundary layer
the typical length scales are around 100 m and the
eddy viscosity can reach 50 m2/s on windy days (cor-
responding to TVR = 3.3 · 106). Moreover, as the
rotation speed is quite large with a very small time
period (T < 0.3 s in the present case), only a part
of the turbulent spectra will really interact with the
blades in the CFD [13]. Own measurements have
confirmed that for a corresponding time-window (2
s) turbulence intensities drop below 2%.

As a consequence, I = 0.1% and TVR = 10 were
retained for all configurations of the DOE (Design-
Of-Experiment), in agreement with several recom-
mendations from the literature [14, 15].

3.3. CFD setup
Second-order implicit temporal discretization

has been systematically applied, together with
second-order upwind derivatives. For solving
the equation system an incompressible coupled
solver was applied. When solving the fluid dy-
namic equations, there are two possibilities for the
pressure-velocity coupling: the segregated approach
(SIMPLE, SIMPLEC or PISO in ANSYS Fluent
and Segregated or Unsteady PISO in CD-Adapco
StarCCM+ [16]), where a predictor-corrector ap-
proach is applied, and the Coupled solver (ANSYS
Fluent and CD-Adapco StarCCM+ as well), where
the momentum and continuity equations are directly
coupled. Previous studies in our group indicated that
the Coupled solver is able to converge with 24 in-
ner iterations, while segregated solvers require 75-
100. This is in agreement with the work of Maitre et
al. [7], where 75 inner iterations were necessary for
convergence with the SIMPLE method. A further ad-
vantage of the Coupled approach is that the required
number of iterations is independent of the mesh size
[16]. For the solver Courant-number values between
25 and 200 are recommended.

For the temporal resolution a two-level approach
was implemented. At first, 10 revolutions were com-
puted with large time steps (72 time-steps per revolu-
tion) followed by four detailed one (∆ϕ = 1◦/time
step). All computations were performed with CD-
Adapco StarCCM+.

3.4. Independency from temporal and spa-
tial discretization

In order to provide appropriate results, mesh in-
dependency has to be ensured. The mesh size is very
important for turbulence modeling; if the mesh spa-
cing is too coarse, turbulence decay will be grossly
underestimated [12]. In order to test mesh independ-
ency I = 0.25%, L = 0.15 m and solver CFL = 25
were applied. The chosen geometry was the airfoil
being currently experimentally investigated.

Throughout the studies, a calibration coefficient
(ccalib) was used to compute the actual mesh sizes
(S act,i) from the reference size (S act,i = ccalibS ref,i;
ccalib = 1 is the candidate mesh, S ref,i are the sizes
in the candidate mesh). For each turbulence model,
five meshes were created with different resolutions.
The results are presented in Table 1. The goal was
to have ∆Cp ≤ 0.6% compared to the finest resolu-
tion. This was achieved by ccalib = 1 at each model.
Thus, this mesh setup was retained for further com-
putations. The performance coefficients are not only
almost completely identical in the integral sense (av-
erage CT ); the CT (ϕ) curves overlap as well.

Table 1. Mesh independency for the three turbu-
lence models

ccalib Cp (k-ε
Real.)

Cp

(SA)
Cp (k-
ω SST)

Mesh
size

1.5 40.89 35.17 42.50 225k
1.25 40.99 35.27 42.56 266k
1.0 41.09 35.34 42.82 368k
0.75 41.10 35.36 42.95 546k
0.5 41.44 35.41 43.38 1089k

The effect of the temporal resolution was ana-
lyzed as well. When doubling the number of time
steps per revolution, the performance coefficients
changed to Cp = 40.20% (k-ε Real.), Cp = 34.50%
(Spalart-Allmaras) and Cp = 42.47% (k-ω SST).
Comparing the values to Table 1, one can see that
the differences are very small and deemed as accept-
able (∆Cp < 1%). Thus, ∆ϕ = 1◦ was retained for
all further computations (∆t ≈ 0.82 ms). One has to
keep in mind that the present statement is only valid
for the present operating condition. Under stall and
deep-stall conditions the number of time steps has to
be significantly increased.

3.5. Validation
In case of 2D H-Darrieus Wind Turbine simula-

tions, the direct comparison with experiments is not
easy, if possible at all. Although in several articles a
full agreement between CFD and experiment is de-
scribed, such a result does not appear to be realistic,
nor possible at all.

Theoretically, CFD can be used to resolve ex-
actly the flow field around a rotating turbine. In
practice, several details will be missing due to the
shortcomings of different structural and/or physical

CMFF15-017 31



details. An agreement with an experimental result
does not necessarily mean that a mesh-independent
solution was found [8], and it is not guaranteed that
it will lead to a good agreement for other rotors as
well.

The largest differences to be expected between
2D simulations and 3D measurements are the 3D
effects, namely strut-losses and wing-tip, vortex-
induced losses. The 3D CFD study of Castelli et al.
indicated, that for small aspect-ratio rotors, the fric-
tion losses due to the arms can lead to more than 20%
loss of performance, while the wing-tip can generate
up to 25% loss [17]). Additional losses stem from
the energy conversion system, e.g., the bearing losses
or generator losses. Measurement errors and numer-
ical errors are not negligible either. An additional
and significant error is introduced by the turbulence
model, which is very difficult to be quantified. As a
result, the overestimation of the performance in 2D
can be very high, up to 75-95% [8], while underes-
timations would be difficult to understand.

3.5.1. Comparison with real wind turbine

The present validation is based on the exper-
imental work of Kjellin et al. [18]. In this field
test a three-bladed Darrieus rotor with 12 kW rated
power output (u = 12 m/s), H = 5 m height and
D = 6 m diameter was tested and measured for
around 350 h. The blades are NACA0021 airfoils,
with c = 0.25 m chord length and tapered end to
reduce the wingtip losses. The rotor uses passive
stall regulation and has a direct drive (thus, gear-
box losses are eliminated). Although the rotor was
designed for 127 rpm, the test was conducted at 48
and 57 rpm. The blades are mounted with two struts
at 17.6◦ and have NACA0025 profile with 280-320
mm chord length. With the tested constant rotational
speeds, the optimal performance of Cp = 0.29 was
found at λ = 3.30. The CFD computations were per-
formed with the calibration mesh sizes. The results
are presented in Fig. 5. In this figure, the typical be-

Experiment (estimated max. error)
Experiment (48 &57 rpm)

CFD (52.5 rpm (k-ε Real.,I=0.1%, TVR=10))
CFD (52.5 rpm (Spal.-All.,I=0.1%, TVR=10))
CFD (52.5 rpm (k-ο SST,I=0.1%, TVR=10))
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Figure 5. Experimental validation based on [18]

havior of the turbulence models can be seen. The
k-ε Realizable model is able to predict the shape of
the characteristic curves and the location of the max-

imal performance, but not the exact values. Instead,
it shows a constant offset. A similar behavior was
experienced by Castelli et al. for a different tur-
bine [17].

In case of the Spalart-Allmaras and k-ω SST
models the tendency is completely different. At low
tip-speed-ratios the prediction is rather accurate; but,
at higher values the differences increase. It is inter-
esting to note, that the difference is cubic in nature
(∝ λ3). Strut losses have exactly this tendency, but it
remains unclear yet if such differences indicate a real
physical effect or are the result of a modeling error.
The same tendency can be seen, e.g., in [8].

4. PARAMETERIZATION
For the parameterization of the airfoils, 11 vari-

ables were used to provide an appropriate flexibility.
Eight parameters define the shape of the airfoil in a
non-dimensional form, based on an extension of the
original NACA4 parameterization [19]. The thick-
ness of the airfoil is defined as

t(x) = a0
√

x + a1x + a2x2 + a3x3 + a4x4. (5)

The following criteria are used to compute the coef-
ficients:

t(1) = 0, t = (pt) = tmax/2 (6)

dt(x)
dx

∣∣∣∣∣
x=1

= −st,2
tmax

0.2
;

1
2

( tmax

0.2
a0

)2
= rL (7)

Thus, the variables of the parameterization are
the location and value of the maximal thickness
(pt, tmax), the first derivative at the end (st,2) and the
leading edge radius (rL).

The camber-line is defined as:

c(x) =


∑3

i=0 bixi if 0 ≤ x ≤ pc∑3
i=0 cixi if pc ≤ x ≤ 1.

(8)

Using the following criteria, the coefficients can be
determined:

c(0) = 0, c(1) = 0, c(pc) = cmax, (9)

dc(x)
dx

∣∣∣∣∣
x=0

= sc,1
tmax

0.2
,

dc(x)
dx

∣∣∣∣∣
x=1

= −sc,2
tmax

0.2
. (10)

Thus, the parameters needed to define the camber-
line are the derivatives at the extremes (sc,1, sc,2) to-
gether with the value and location of the maximal
deviation from the axis (pc, cmax). After the cam-
ber and the thickness have been defined, the airfoils
can be computed using the same transformation as
for NACA4 [19].

After the non-dimensional airfoil was defined, it
is scaled up to have a trailing edge with rT radius
in order to take into account the manufacturing con-
straints and a camber length of c. Finally, it is moun-
ted on the radius of the rotor (R) at the mount position
lm = Lm/c. Moreover, the blade does not necessar-
ily has to have a perpendicular camber to the radius,
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thus, the last parameter is the pitch angle (or toe-out
angle): β. The pitch angle and the mounting position
are not independent (each mounting position is equi-
valent to a pitch angle), thus for an optimization one
of them has to be fixed.

5. RESULTS
5.1. Design-of-Experiment (DOE)

To provide an appropriate sample for the dif-
ferent blade designs, a Design-Of-Experiment was
created using 40 individuals. The individuals were
generated using a quasi-random low-discrepancy se-
quence, the SOBOL method.

From the 40 generated airfoils, 37 were valid
(further criteria were defined to ensure the C(1) con-
tinuity of the airfoil after the transformation). For the
Design-Of-Experiment parameter ranges of 0.25 <
pt < 0.35, 0.17 < tmax < 0.25, 0.01 < st,2 < 0.3,
0.005 < rL < 0.08, 0.25 < pc < 0.35, −0.15 <
cmax < 0.15, 0.1 < sc,1 < 1.5, 0.01 < sc,2 < 0.2,
−5◦ < β < 5◦ were used.

5.2. Comparison of turbulence models
The configurations have been evaluated in par-

allel, using the Linux cluster of the institute. Each
single computation took about 2 days with 8 cores.
The results are shown in Figure 6. The x and y axes
show the performance coefficients obtained with two
different turbulence models. Additionally, two blade
geometries are presented, which showed large dif-
ferences between the models. As one can see, the
correlation is very strong between the different mod-
els, and one can state that a larger performance with
one turbulence model will correspond to larger val-
ues for another model as well. The k-ε Realizable vs.
Spalart-Allmaras models have the strongest correla-
tion and the smallest differences.
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Figure 6. Correlation of performance coefficients
with different models

When performing an optimization, however, not
the whole domain is of interest; only the configura-
tions with large Cp values should be considered. To
analyze these regions, all points were plotted again in
Figure 7, where at least one of the turbulence models

indicated Cp > 0.2. For the computation of the linear
trend, points with large discrepancies were removed.
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Figure 7. Correlation of performance coefficients
with different models (for the linear trend ana-
lysis, points showing large discrepancies were re-
moved)

One can see that the agreement between the
models is generally very good, especially near the
optimum (maximal values). Interestingly, one airfoil
was found for each pair of models, which lies very
far away from the trend line; this requires further ana-
lysis.

5.3. Evolution of coefficients
The evolution of the coefficients for the last ro-

tation have been analyzed for two airfoils. For the
first airfoil (ID8), all turbulence models indicated
very similar results (Cp = 38.02%, Cp = 39.54%,
Cp = 38.81%). However, the performance coeffi-
cient is an integral value. Thus, the flow structures
do not necessarily have to be identical. Figure 8
shows the hysteresis curves for all turbulence mod-
els (based on the theoretical angle of attack) and Fig-
ure 9 presents the torque coefficient versus the time
for the last simulated revolution. As one can see, the
agreement is very good. Small differences are only
present at φ ≈ 270 − 300◦, which corresponds to the
largest angle of attack and to the interaction with the
Kármán vortex street of the shaft.

Additionally, a second blade (ID3, shown in
Fig. 7) was chosen, which shows a large discrep-
ancy in the performance coefficient for the differ-
ent turbulence models. As one can see in Fig. 11,
the torque coefficients have very different shapes,
the largest discrepancies being the domain of inter-
action with the Kármán vortex street and the shaft.
As Fig. 10 shows, at higher angle-of-attack the stall
effects become very significant, as indicated by the
huge peaks. This indicates, that the interaction
causes separation and stall. For the computation of
the complex vortex structures, more detailed turbu-
lence models would be required, which are incom-
patible with an optimization.

Finally, a statistical evaluation was performed
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Figure 8. Hysteresis curves for a blade with high
performance (ID8)
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Figure 9. Performance coefficient of a blade with
high performance (last revolution)
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Figure 10. Hysteresis curves for a blade with
lower performance (ID3)

with Monte Carlo simulation: choosing randomly
two airfoils, if the first airfoil had a better perform-
ance coefficient with at least ∆Cp, the probability was
computed that the first airfoil was still superior for
another turbulence model. The results are presented
in Table 2 (E=k − ε Realizable, S=Spalart-Allmaras,

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 3.9  3.95  4  4.05  4.1  4.15  4.2  4.25

k-eps. Real
Spalart-Allmaras

k-omega SST

CT

t

Figure 11. Performance coefficient of a blade with
high performance (last revolution, ID3)

O=k − ω SST). Although the 37 samples are not
enough for faithful statistics, the values are still rep-
resentative. The starred values indicate the statistical
evaluation, if only airfoils were taken into account,
where Cp > 0.2 was true for at least one of the tur-
bulence models. As one can see, the correlation is
usually very high. In the domain of interest, it is
somewhat lower. This is due to a few outliers; remov-
ing only a couple of airfoils, the correlation becomes
very high as well. Understanding such outliers will
be one subject of our future work.

Table 2. Computed probabilities [%] of improve-
ment for pairs of turbulence models

∆Cp E-S E-O S-E S-O O-E O-S
0.0 96.1 93.24 96.1 94.4 93.24 94.4
2.0 97.9 95.03 97.9 96.5 94.76 95.4

0.0* 91.58 87.9 91.58 91.23 87.9 91.23
2.0* 96.05 92.76 95.5 94.1 91.14 92.81

6. FUTURE STUDIES
In future studies this comparison will be exten-

ded to include other turbulence models (the two most
likely candidates are the Reynolds-Stress Models –
so that anisotropy can be taken into account –, and
the Transitional SST model, which provides an em-
pirical correlation function for the proper simulation
of transition effects) and to include additional tip-
speed-ratios, focusing especially on the stall domain.
Finally, based on further validations and on compar-
isons with experimental data, an optimization will be
carried out using a Genetic Optimization algorithm.

7. SUMMARY
In the present study the performance coefficient

was analyzed for 40 different airfoils based on an ex-
tended NACA4 parameterization when using three
different turbulence models, k−ε Realizable, Spalart-
Allmaras and k−ω SST. The performance coefficient
was evaluated based on CFD computations, which
were carried out in a completely automatic manner
using the OPAL++ parameterization and optimiza-
tion environment.

The analysis of the results has revealed that the
models have a very strong correlation. However, se-
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lected airfoils show large discrepancies, which ori-
ginate from the incorrect modeling of the transitional
and stall effect by the turbulence model. When
restricting the analysis to the domain of interest
(Cp > 0.2), the agreement was even better, except
for two geometries. This means that getting a high
performance is with a high probability independent
from the employed turbulence model. With a Monte-
Carlo analysis, getting at least 2% improvement in
performance will be obtained for all turbulence mod-
els with a probability better than 95%. It can be con-
cluded that the URANS method is appropriate for
the optimization. Nevertheless, the optimum solution
should be checked with several turbulence models.
Further tests will be needed to analyze such correla-
tions within the stall domain as well, and to get more
accurate estimates for the probabilities.
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ABSTRACT  

In this paper, the dynamic behavior of the flow 

field within check valve that are installed in 

pressurized heavy water reactors was investigated 

by using 3D CFD techniques, and a pressure build-

up response to the adjacent equipment due to check 

valve closure was evaluated. Moving mesh 

capabilities of ANSYS CFX were used to describe 

the disc movement of the valve. Two different 

methods were used: the immersed boundary and the 

remeshing techniques. These were developed and 

compared to correctly represent the pressure build-

up behavior caused by the compression of the fluid. 

Finally, an effect on changing the valve closing time 

was evaluated with the appropriate dynamic mesh 

technique. Results show that the remeshing method 

was more suitable to describe a dynamic behavior 

due to check valve closure, and build-up pressure 

caused by the compression of the fluid, which has a 

negative influence on the integrity of the adjacent 

equipment as short closing time. 

Keywords: CFX, check valve, computational 

fluid dynamics, dynamic mesh, immersed 

boundary, remeshing  

1. INTRODUCTION 

Check valves are widely used in industrial 

hydraulic systems to prevent reverse flow and to 

protect sensitive components. The check valves that 

are installed in the nuclear power plants and are 

used in conducting safety-related functions which 

include; shutting down a nuclear reactor, 

maintaining it in a safe-shutdown condition as well 

as mitigating accidents, shall be exercised or 

examined in a manner that verifies obturator travel 

by exercising tests. During exercise tests, a valve 

disc can suddenly close in accordance with flow 

acceleration force, disc weights, inertia and the 

friction of a valve disc. A rapid closure leads to the 

unexpected pressure transients in the pipeline, and 

cause damage to the structure, systems and 

components. Several cases of damaged equipment 

caused by check valve’s sudden closure have been 

reported. Therefore, because of safety concerns, it is 

important to represent dynamic characteristics of 

check valve and evaluate the transient response due 

to disc movement. Recently, there are several 

articles that analyze the flow field within check 

valve using computational fluid dynamics (CFD) 

technique, and to describe the disc movement using 

dynamic mesh methods [1~5]. However, due to the 

difficulty of controlling negative cell volume as 

deforming mesh, these techniques were not widely 

applied within the industry as of yet.  

The present study aims at representing the 

dynamic behavior of the flow field within the check 

valve which is installed in emergency core cooling 

(ECC) system of pressurized heavy water reactor 

(PHWR) and evaluating the pressure build-up 

response to the adjacent equipment due to check 

valve closure. ANSYS CFX with immersed 

boundary method and remeshing technique were 

developed to describe the disc movement, and 

compared to a correctly represented pressure build-

up behaviors of the flow field caused by the 

compression of the fluid. Finally, an effect on 

changing the valve closing time was evaluated 

using an appropriate dynamic mesh technique. 
 

 

 

Figure 1. Simple schematic of ECC check valve 

and rupture disc 
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2. ANALYSIS AND MODELLING 

2.1. ECC System in PHWR 

Figure 1 shows a simple schematic of an ECC 

check valve and a rupture disc which are installed in 

the ECC injection line of PHWR. The rupture disc 

was provided in the ECC system to separate the part 

of the system, which is filled with D2O from the 

part of the system filled with H2O. The integrity of 

the rupture disc must be ensured to maintain D2O 

concentration of the main system. However, the 

fluid pressure can be increased by closing the valve 

disc because the pipe length is short (about 12 times 

the diameter of pipe) enough to compress the fluid 

between the check valve and the rupture disc. 

2.2. Dynamic Mesh Techniques  

In ANSYS CFX, there are several moving 

mesh options available: prescribed surface 

movement with automatic mesh morphing, explicit 

3D mesh movement via multiple mesh files, 

remeshing with topology change and using 

immersed solid boundary. In the present study, 

immersed solid boundary and remeshing with mesh 

deformation were used to describe the closing 

motion of the ECC check valve. 

2.2.1. Immersed Solid Boundary 

It is a way to represent a moving solid without 

deforming the mesh. The momentum source terms 

added to the fluid momentum equation can model 

the bulk behavior of the fluid flow around the rigid 

solid object. The momentum equation is modified 

as below: 

 

MSpUU 
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where SM = - αC(V-VIMS), C is the momentum 

source coefficient and α is the momentum force 

scaling factor. 

Figure 2 shows the grid generation for this 

method. It is shown that the fluid nodes are 

overlapping with the disc created as an immersed 

solid. 

 

 

 

Figure 2. Grid generation for the immersed solid 

boundary 

 

Figure 3. Remeshing scheme for ANSYS CFX with 

ICEM CFD replay option 

 

 

Figure 4. Grid generation 

 

2.2.2. Remeshing 

It is a way to generate new mesh on the existed 

geometry when the large deformation of the grid 

has occurred. Moving the disc boundary of the 

check valve is needed to large deformation of the 

grid, especially, when the disc is almost closed. 

Therefore, in this study, remeshing with ICEM CFD 

replay option was applied. Figure 3 shows the 

remeshing scheme for ANSYS CFX with ICEM 

CFD.  

 

2.3. Analysis Model 

The check valve was simplified and modeled to 

reduce the number of the grid. The unstructured 

grids were generated in the check valve region and 

the structural grids were generated in the pipeline. 

For the immersed solid boundary, the disc was set 

to the immersed solid domain. Figure 4 shows the 

grid generation for analysis.  

The inlet condition was set to be opening, 

which allows flow in both directions. The mesh 

walls except the surface regions of the disc were set 

to be stationary wall. The disc was set to be rotated 

with constant angular velocity. The standard k-e 

turbulence model was used for turbulence closure. 

To consider the pressure build-up effect caused by 

the compression of fluid, the fluid density is defined 

with the pressure and the bulk modulus of fluid as 

below. 
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where ρ is the fluid density, P is the pressure and 

𝐸𝐹𝑙𝑢𝑖𝑑  is the fluid modulus of elasticity. 

For the remeshing method, as the minimum 

orthogonality angle is less than 30 degrees, the 

solver was automatically interrupted to allow ICEM 

CFD to generate a new mesh on the existed 

geometry. As for the immersed solid boundary, the 

momentum force scaling factor of equation (1) was 

chosen to consider solver convergence and accuracy 

by sensitivity analysis. 

 

3. RESULTS AND DISCUSSION 

3.1. Determination of Dynamic Mesh 
Techniques  

A simulation of the check valve closing 

transient was initiated by setting the disc position to 

be fully opened. It is assumed that the initial static 

pressure of the fluid is the same as atmospheric 

pressure. Then the disc is closing with constant 

angular velocity until the disc has reached the fully 

closed position. The angular velocity is set to 0.61 

rad/s, so it takes about 1.275 seconds for the disc to 

reach the fully closed position. The high resolution 

and second order backward euler scheme were used 

for discretization of all governing equations. The 

residual levels of mass and momentum equations 

had been reached 10-5 order. 

The simulation results of the immersed 

boundary (left in figures) and the remeshing (right 

in figures) are shown in figure 5 and 6. Figure 5 

represents the velocity and pressure distributions at 

70% closure of the disc for the both methods. It 

shows that the velocity and pressure contours near 

the disc of the immersed boundary method are 

similar to the results of remeshing. However, in the 

case of 98% closure (figure 6), the build-up 

pressure to the closing direction of the immersed 

boundary method is lower than the result of 

remeshing although the velocity distribution looks 

similar in both results. But taking a closer look 

between the disc and the seat, as illustrated in figure 

7, the local velocity of the remeshing (right in 

figure 7) is much higher than the result of the 

immersed boundary method (left in figure 7). It is 

clearly seen in the velocity profiles at the outlet of 

the valve due to closing time. The x-axis indicates 

the velocity, and the y-axis indicates a relative 

vertical position expressed as divided with the pipe 

diameter. 

The unfilled and filled markers indicate the 

results of the remeshing and the immersed boundary 

methods, respectively. It is shown that the velocity 

profiles at 0.8 and 1.1 seconds are approximately 

the same in the both results. However, the velocity 

magnitude of the remeshing at 1.25 seconds (the 

disc position is 98% closure) is faster than the 

results of the immersed boundary method and it 

leads that more fluid can be flowing into the outlet 

region. As a result, the build-up pressure of the 

remeshing case caused by compression of the fluid 

volume is higher than the results of the immersed 

boundary method.  

 

 

 

 
 

(a) velocity 

 

 
 

(b) pressure 

Figure 5. Velocity and pressure distribution for 

immersed boundary(left) and remeshing(right) at 

70% closure 

 

 
 

(a) velocity 

 

 
 

(b) pressure 

 

Figure 6. Velocity and pressure distribution for 

immersed boundary(left) and remeshing(right) at 

98% closure 
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(a) immersed boundary           (b) remeshing 

Figure 7. Local velocity between the disc and the seat 

 

Figure 8. Velocity profiles at the outlet of the valve 

 

Figure 9. Pressure build-up response due to check 

valve closure at the outlet side 

 

The reasons why the velocity magnitude for the 

immersed boundary method is lower than the 

remeshing are that the immersed solid region 

doesn’t resolve the boundary layer near the disc 

wall and the viscous on rigid body. Thus, the force 

produced by closing the disc is not described well. 

It seems to improve that the fluid mesh around the 

immersed solid is generated fine enough to allow 

for effective interpolation of near immersed-

boundary-fluid nodes onto the immersed solid and 

the momentum force scaling factor set to be higher 

value.  

As for these evaluation results, the remeshing 

method is recommended for analyzing pressure 

build-up response due to the disc closure. 

3.2. Evaluation of Pressure Build-up 
Response due to Closing Time  

As for the aforementioned remeshing method, 

it was well suited for analyzing dynamic 

characteristics due to the valve closure. Three cases, 

which have different disc angular velocity, were 

generated to evaluate pressure build-up response in 

accordance with the changing valve closing time. 

Except the disc angular velocity, all other boundary 

conditions were the same using the previous 

calculation. The calculation results are summarized 

in table 1. When the closing time is 1.020 seconds, 

which is 80% of 1.275 seconds, the build-up 

pressure is increasing around 142%. In addition, the 

build-up pressure is increasing about 172% as the 

closing time is decreasing about 67%. As for ECC 

check valve, if the pressure difference at the front 

and the rear is more than 25 psig, there is the 

potential for the rupture disc installed the outlet 

region of ECC check valve to be damaged. 

Table 1. Build-up pressure response due to 

increasing the disc’s angular velocity 

No 

Closing 

Time 

Angular 

Velocity 
Pressure 

sec rad/sec kPa psi 

1 1.275 0.609 102.7 15.1 

2 1.020 0.762 146.7 21.5 

3 0.850 0.914 177.7 26.0 

 

4. CONCLUSIONS 

The present study aims at drawing up 

recommendations for choosing the appropriate 

dynamic mesh techniques to describe the dynamic 

behavior of the flow field within check valve and a 

pressure build-up response to the adjacent 

equipment due to check valve closure. The results 

of calculations made by means of the immersed 

solid boundary method and remeshing method have 

been compared. The comparisons of results were 

similar in the aspect of pressure and velocity 

distribution during the check valve closure. 

However, as the valve plate is almost closed, the 

immersed method can’t describe the inflowing 

behavior of fluid. And the build-up pressure caused 

by compression of fluid is underestimated.  

With these evaluation results, the remeshing 

method is more suitable to predict an accurate 

build-up pressure as the check valve is closing. 

Additionally, the disc’s angular velocity 

dependency was evaluated with appropriate 

dynamic mesh techniques. Results show that the 

remeshing method was more accurate to describe 

the dynamic characteristics of check valve closure, 

and build-up pressure has a negative influence to 

the integrity of the adjacent equipment as increasing 

disc’s angular velocity. 
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ABSTRACT
In the framework of this paper a new algebraic

model for the turbulent heat flux vector is proposed
which is suitable to describe the special behavior of
liquid metal flows. As a subproject of the Helm-
holtz Alliance - Liquid Metal Technologies existing
models and new modeling strategies shall be invest-
igated. Liquid metal flows are characterised by a very
low molecular Prandtl number which has a huge im-
pact on the transport processes of the turbulent heat
fluxes. Due to this special behavior the common
technique of modeling the turbulent heat fluxes with
a constant turbulent Prandtl number leads to inaccur-
ate results caused by the missing similarity between
the velocity and temperature fields. Especially in
the case of buoyancy controlled low Prandtl num-
ber flows this approach seems to cause huge deficien-
cies. In order to account for the special behavior of
liquid metal flows an algebraic model for the turbu-
lent heat flux vector in conjunction with a second-
moment closure for the turbulent Reynolds stresses
is proposed here. By derivation from a full second-
moment closure and calibration this heat flux model
has the potential to offer a new possibility for nu-
merical simulations of heat transfer in liquid metal
cooled reactor systems or power conversion systems.
The present approach is validated at various Reyn-
olds numbers for a test case within the forced con-
vection regime which neglects the two-way coupling
between the temperature and velocity field to sim-
plify the modeling and calibration process.

Keywords: turbulent heat flux model, low mo-
lecular Prandtl number, channel flow, forced con-
vection

NOMENCLATURE
BF [−] Blending factor
d [m] Distance to the nearest wall
k [m2/s2] Turbulent kinetic energy
ni [−] Wall normal vector

y∗ [−] Dimensionless wall distance
y+ [−] Dimensionless wall distance
εiθ [mK/s2] Dissipation rate of turbulent

heat fluxes
εθθ [K2/s] Dissipation of temperature

variance
ω [1/s2] Turbulent frequency
θ′2 [K2] Temperature variance
Θ+ [−] Dimensionless temperature

1. INTRODUCTION
The thermal hydraulics of liquid metal flows in

applications like liquid metal cooled nuclear reactor
systems or so called power conversation systems
(PCS), where they allow to operate the process on
higher temperatures and thus increasing the overall
efficiency, are of wide interest in the research com-
munity. In safety reviews of such engineering applic-
ations one of the most important concerns is an ac-
curate prediction of the occuring transport processes.
As a result of its cooling tasks the liquid metal flow
consumes high amounts of thermal energy and needs
to be guided to suitable heat exchanger elements.
By differences in the temperature field of the liquid
metal flow buoyancy effects can occur especially in
vertical heated sections of the facility. In order to in-
vestigate such phenomena, data from suitable meas-
urement techniques, highly resolved direct numerical
simulation (DNS) and numerical simulations based
on the Reynolds averaged Navier-Stokes-Equations
(RANS), is needed.

In the framework of the LIMTECH-Alliance,
supported by the Helmholtz foundation, several pro-
ject participants investigate new technologies for li-
quid metal flows in different fields of research. The
major task of the present project is the compar-
ison of results from numerical simulations with ex-
perimental data of the KASOLA facility (KArls-
ruher SOdium LAboratory) provided by the Institute
for Neutron Physics and Reactor Technology (INR)
from the Karlsruhe Institute of Technology (KIT) for
a turbulent square duct flow within the free, mixed
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and forced convection regime.
The special behavior of liquid metal flows,

which are characterised by a very low molecular
Prandtl number (Pr), demands the use of adapted
modeling strategies. Common approaches, which are
based on a constant turbulent Prandtl number and
thus on the so called Reynolds analogy for model-
ing the turbulent heat fluxes, are widely validated for
flows with Prandtl numbers near unity but show great
deficiencies in reproducing the correct behavior of li-
quid metal flows [1, 2, 3]. To obtain more sophistic-
ated and efficient approaches for modeling the turbu-
lent heat fluxes, models based on algebraic truncation
or even the solution of full second-moment closures
are necessary. Several authors have published algeb-
raic modeling proposals [4, 5, 6]. Their application
to buoyancy dominated flows requires the solution of
additional equations for the temperature variance and
the dissipation rate. In cases of mixed and natural
convection the velocity and temperature field are dir-
ectly coupled through the buoyancy term occuring in
the momentum equations. In a full-differential ap-
proach this results in the coupled solution of 17 equa-
tions. The applicability of algebraic turbulent heat
flux models seems to be a reasonable compromise
by reducing the overall complexity of the numerical
simulation.

In this paper an algebraic approach for the
turbulent heat fluxes is derived from a full second-
moment closure based on the modeling proposals of
Baumann et al. [7], which is used in combination
with a second-moment closure for the turbulent
Reynolds stresses proposed by Dehoux et al. [8]. For
the forced convection regime the DNS data of Abe et
al. [9] deliver a possiblity to compare different types
of closure approaches for the turbulent heat fluxes in
a one-dimensional problem which is one of the main
topics illustrated in this paper.

2. ALGEBRAIC TRUNCATION
2.1. Thermal hydraulics of liquid metal

flows
For the turbulent velocity field a closure ap-

proach of Dehoux [8] is chosen which was valid-
ated successfully against DNS data of different flow
types. The author derived its second-moment clos-
ure for the turbulent Reynolds stresses from a mod-
eling proposal by Manceau and Hanjalić [10]. This
type of turbulence model is based on the use of an el-
liptic blending function for a near-wall model and a
homogeneous model of the velocity-pressure gradi-
ent correlation terms in the equation of the turbu-
lent Reynolds stress components. The elliptic blend-
ing approach demands the solution of an additional
Laplace-equation for the blending parameter αm. The
theoretical background for the modeling proposals
from Manceau and Hanjalić [10] was a simplification
of the second-moment closure published by Durbin
[11], which is based on an elliptic relaxation method

for modeling the slow and rapid part of the velocity-
pressure gradient correlation. The model coefficients
and its derivation are published by Manceau and
Hanjalić [10] and Dehoux [8].

For a turbulent channel flow within the forced
convection regime, the DNS data from Abe et al. [9],
[12] delivers the possibility to analyse the special be-
havior of the turbulent heat fluxes at various molecu-
lar Prandtl numbers. The focus of their investigations
was the dependency of the turbulent heat transport on
Reynolds and Prandtl number effects.

Figures 1 and 2 show the main budget terms in
the case of mercury (Pr = 0.025) and air (Pr = 0.71).
By comparing the different budget terms it is clearly
visible that in the case of low Prandtl number flows
the dominant terms are the production and the dissip-
ation term. The temperature-pressure gradient cor-
relation or so called scrambling term is of less im-
portance. On the other hand in the case of the air flow
the latter one becomes the dominant term and it is the
main opponent of the production term. This physical
behavior in thermal hydraulics has to be considered
for the development of modeling approaches in the
field of liquid metal flows. Baumann et al. [7] intro-
duced a damping function for the scrambling terms
as a function of the molecular Prandtl number. By
validating this function against DNS data from Abe
et al. [9], [12] for different molecular Prandtl num-
bers they could correctly reproduce the decreasing
importance of this terms [7].
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Figure 1. v′θ′-budget terms for a Prandtl number
of Pr = 0.025 [12]

The common practice to model the dissipation
rate of turbulent heat fluxes in flows with Prandtl
numbers near unity is to assume an isotropic state
given by εiθ = 0. Due to the increasing importance of
this term in liquid metal flows other modeling pro-
posals have to be considered. Wörner et al. [13]
published an approach in dependency of the Prandtl
number and the time scale ratio R = τt/τh between
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Figure 2. v′θ′-budget terms for a Prandtl number
of Pr = 0.71 [12]

the thermal time τt = θ′2/εθθ and the mechanical time
τm = k/ε.

Baumann [14] chose an approach by Lai and So
[15], which is based on an additional damping in the
vicinity of the wall. The damping parameter is de-
termined by the analysis of pipe flows and is charac-
terised as a function of the turbulent Reynolds num-
ber:

fwLai = exp−(Ret/80)2. (1)

Ret = k2/ (νε) (2)

By comparing the results of the modeled dissipa-
tion rate and the exact term from the budget analysis,
Baumann et al. [7],[14] proposed an additional expo-
nential function based on y∗ =

√
ky
ν

, which has nearly
similar characteristics then y+. The use of a max-
imum function limits the damping function to im-
prove the behavior of the model close to the solid
wall. The second-moment closure for the turbulent
heat fluxes from Baumann et al. [7, 14] in combin-
ation with the k − ω turbulence model by Hellsten
et al. [16] showed a good agreement in comparison
with the DNS data from Abe et al. [9, 12] for differ-
ent molecular Prandtl numbers.

The main reason for deviations in the profiles for
the temperature and the turbulent heat fluxes in com-
parison with the DNS data is mainly the result of a
wrongly predicted ratio between the turbulent kin-
etic energy and the dissipation rate [14]. The ratio
between these turbulent quantities is often declared
as mechanical time scale τm. By choosing a second-
moment closure for the velocity field, e.g. [8], as a
basis for further modeling, the uncertainty should be
reduced and more accurate modeling proposals can

be applied, e.g. for modeling the turbulent diffusion
terms as proposed by Hanjalić et al. [17]. The coef-
ficients of the second-moment closure for the turbu-
lent heat fluxes by Baumann et al. [7] in combination
with a second-moment closure for the momentum
equation were slighty recalibrated by in the present
work and are specified in Tables 1 and 2. The results
of this coupling will be discussed in Section 3.

2.2. Derivation of an algebraic turbulent
heat flux model

In the case of a buoyancy dominated flow the full
closure of the velocity and temperature equations and
the consideration of additional production terms in
the Reynolds stress equations demands the solution
of overall 17 equations in a three-dimensional test
case for the incompressible formulation. The choice
of different models for all terms in the equations
can be jointly responsible for numerical instabilities.
Additionally an enormous number of modeling ap-
proaches has to be investigated for each of the un-
known terms for different kind of flow types.

With the goal to reduce computational complex-
ity algebraic modeling approaches were already pro-
posed by Launder [4], assuming the three production
terms in the heat flux equation to be the most import-
ant terms. Dol et al. [18] discussed the theorical basis
and justification for the applicability of algebraic flux
models in heat transfer applications with natural con-
vection.

The basic steps of deriving an algebraic flux
model shall be described in this paper. The equa-
tion of the turbulent heat fluxes can be written in its
characteristic budget parts as

Du′iθ
′

Dt
= Piθ + φiθ − εiθ + Diθ. (3)

Except for the production term Piθ each term on
the right hand side of the equation 3 needs to be mod-
elled. In the present second-moment version of the
turbulent heat flux model (SMC) some minor modi-
fications were made in comparison with the differen-
tial flux model proposed by Baumann et al. [7, 14].

Instead of using an isotropic approach for the
turbulent diffusion an anisotropic approach was im-
plemented in the present second-moment closure for
the turbulent heat fluxes, which seems to be the best
compromise between accuracy and computational
effort and considers the turbulent Reynolds stress
tensor instead of the turbulent kinetic energy with
a coefficient Cθ = 0.22 as proposed by Jones and
Musonge [19]:

Diθ
t = ui

′ul
′θ′ +

1
ρ

p′θ′

=
∂

∂xk

Cθ
k
ε

uk
′ul
′
∂u′iθ

′

∂xl

 . (4)

For the molecular diffusion the diffusion coeffi-
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cient in the present model is modeled as an average
of the kinematic viscosity and the thermal diffusion,
as proposed by Baumann [14], which becomes exact
for flows with a Prandtl number near unity, see Dol
et al. [18]:

Diθ
m =

∂

∂xl

αui
′
∂θ′

∂xl
+ νθ′

∂ui
′

∂xl


=

∂

∂xl

α + ν

2
∂u′iθ

′

∂xl

 . (5)

The error introduced by neglecting the additional
terms is rather small which was already investigated
in the discussion of the budgets terms of turbulent
heat fluxes in Figures 1 and 2.

This present SMC is the starting point for the
derivation of an algebraic turbulent heat flux model
(AHM) maintaining the main physics of low and high
Prandtl number flows.

For deriving an algebraic turbulent heat flux
model Dehoux et al. [8] proposed to create a di-
mensionless vector for the heat fluxes ζi based on the
work of Rodi [20] for the tensor of anisotropy in the
frame of the Reynolds stress modeling:

ζi =
u′iθ
′

√
k
√
θ′2

. (6)

The weak-equilibrium hypothesis implicates that
this anisotropic heat flux vector is constant in time
and space [18]. A detailed explanation is given by
Hanjalić [21], who stated the evolution of turbulence
moments is slower than the imposed mean flow, thus
the sum of the convective and diffusive transport of
turbulent quantities remains correlated. These facts
are expressed in consideration of the turbulent heat
flux vector by the following equation:

Dζi

Dt
− Dζi = 0. (7)

The convective and diffusive transport of the tur-
bulent heat fluxes can then be expressed by the trans-
port terms of the turbulent kinetic energy k and the
temperature variance θ′2.

1
√

k
√
θ′2

Du′iθ
′

Dt
− Diθ

 =

1
2

 u′iθ
′

k3/2

√
θ′2

(
Dk
Dt
− Dk

)

+
u′iθ
′

√
kθ′2

3/2

Dθ′2

Dt
− Dθθ


 .

(8)

The equation for the turbulent heat fluxes can
then be written as:

Piθ + Diθ + φiθ

− εiθ −
ui
′θ′

2k
(Pk + Gk + Dk − ε)

−
ui
′θ′

2θ′2
(Pθθ + Dθθ − εθθ) = 0,

(9)

where Diθ, Dk and Dθθ are the total diffusion terms of
ui
′θ′, k and θ′2.

By use of the hypothesis the total diffusion term
of turbulent heat fluxes can be expressed as

Diθ =
1
2

ui
′θ′

(
1
k

Dk +
1

θ′2
Dθθ

)
. (10)

For the scrambling term and the dissipation term
models based on the proposals of Baumann et al.
[7, 14] were applied

φiθ = − fptCT1
ε

k
ui
′θ′ + CT2ui

′θ′
∂ui

∂x j

+ CT3βgiθ′
2 − fptCT4

ε

k
ni

k1.5

εy
,

(11)

where

fpt =
Pr

1.2Pr + 0.18
(12)

is a damping function expressing the decreasing im-
portance of the scrambling term for low Prandtl num-
ber flows. This function is calibrated for differ-
ent molecular Prandtl numbers with the DNS data
provided by Abe et al. [9, 12] for a fully developed
turbulent channel flow.

The model for the dissipation term from Bau-
mann et al. [7], which is derived from Lai and So
[15], is used for taking into account the increasing
dominance of the dissipation in liquid metal flows
with heat transfer:

εiθ =
1
2

fwLai

(
1 +

1
Pr

)
ε

k

(
ui
′θ′ + uk

′θ′nkni

)
, (13)

where fwLai is replaced by fwB , see Baumann et al. [7]:

fwB = min
(
a exp (by∗) + c exp (dy∗) + e, 1.0

)
.

(14)

The parameters ni and y describe the wall-normal
direction and wall-normal distance and the coeffi-
cients of the model are given in Table 1.

By assuming a local equilibrium state of turbu-
lence between the dissipation and the production of
the turbulent kinetic energy and the temperature vari-
ance Equation 9 can be rearranged with

Pk + Gk = ε, (15)

CMFF15-020 44



Pθθ = εθθ. (16)

Finally an algebraic heat flux model is obtained
by the authors of this paper containing the main phys-
ics of low Prandtl number flows:

ui
′θ′ = −C∗

(
k
ε

)
1

( fptCT1 + 1
2 fwB

(
1 + 1

Pr

)[
PΘ

iθ + (1 −CT2) PU
iθ + (1 −CT3) Giθ

− fptCT4
ε

k
u j
′θ′n jni

−
1
2

fwB

ε

k
u j
′θ′n jni

]
.

(17)

Table 1. Coefficients of the damping functions

model DFM [7] SMC AHM
a 1.35 1.35 1.35
b 0.14 0.14 0.14
c 0.076 0.076 0.076
d 0.016 0.016 0.016
e 0.15 0.13 0.13
f 0.8 1.0 1.0

3. RESULTS OF THE MODELING AP-
PROACH

A two-dimensional forced convection channel
flow was chosen as test case for the validation. For
this kind of flow several authors published DNS data
for the velocity field, e.g. [22] and the temperat-
ure field, e.g. Abe et al. [9], for different molecu-
lar Prandtl numbers. In this type of flow a one-way
coupling between the velocity and the temperature
field can be assumed in an incompressible flow in
constrast to mixed and natural convection flow re-
gimes and thus the temperature acts as a passive
scalar quantity. In general the temperature distri-
bution is controlled by gradients of the streamwise
velocity component in the wall-normal direction and
thus by convection and diffusive transport processes
in forced convection. By choosing a fully developed
turbulent flow case only the diffusion terms remains
in the equations. For calibration purposes and for
the analysis of different budgets and flow physics of
the turbulent heat flux equations this test case offers
a straightforward reduction of complexity allowing
the investigation of a one-dimensional flow problem.
Each of the presented models was implemented in
the Open Source CFD Software OpenFOAM R© [23].

The test case for validation is a two-dimensional
channel flow within the forced convection regime.
For the streamwise and spanwise directions periodic
boundary conditions were used and an identical con-
stant heat flux boundary condition was applied on

both solid walls. The Reynolds number based on the
friction velocity was fixed to Reτ = 640 and the di-
mensional wall distance of the first grid cell for the
grid independent solution is y+ = 0.57.

In the following section a comparison between
different modeling approaches from literature is
made for the two investigated Prandtl numbers Pr =

0.025 and Pr = 0.71. For the velocity field the turbu-
lence model by Dehoux et al. [8] was chosen, which
showed a superior behavior especially in the vicin-
ity of a solid wall. The model maintains the main
physics of the so called blocking-effect, the influence
of pressure fluctuations and viscous interactions on
the Reynolds stresses without using damping func-
tions or parameters based on the wall distance. As
stated by several authors the applicability of such
approaches shows strong deficiencies especially in
complex flow types [8, 10, 11].

Table 2. Coefficients of the different models

model present
AHM

present
SMC

Dehoux-
DFM
[8]

Dehoux-
AFM
[6]

CT1 3.75 3.75 4.15 3.0
CT2 0.33 0.33 0.3 0.55

αθ
3

CT2 0.55 0.55 0.5 0.55
αθ

3

CT4 0.6 0.6 - -
C∗ 0.98 - - 3.0
BF - - αθ αθ

3

In Figures 3, 4, 5 and 6 the results of the present
model are compared with different algebraic and dif-
ferential turbulent heat flux models from literature.
Dehoux [6] proposed to use an elliptic blending para-
meter αθ for the turbulent heat flux equation which is
based on the solution of a second Laplace-equation
similiar to the blending parameter αm for modeling
the redistribution term in the Reynolds stress equa-
tions. The blending parameter is bounded in the in-
terval αθ ∈ [0, 1]. The Laplace-equation for αθ in-
cludes a thermal length scale Lθ, which is a func-
tion of the flow properties and flow type. Its deriv-
ation and applicability as a function of the mechan-
ical length scale L is discussed extensively in [8]. For
more details of the work principle of each of the mod-
els the reader is referred to the paper and thesis of
Dehoux [8] and Dehoux et al. [6]. For a better under-
standing of the following figures only each 4th data
point of the DNS data provided by Abe et al. [9, 12]
is plotted.

As can be seen from the results the present al-
gebraic model based on the modified dissipation rate
model for the turbulent heat flux from Baumann et
al. [7] and the modifications in combination with a
full second-moment closure for the Reynolds stress
components show generally a very good agreement
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with the DNS data.
In the case of a low molecular Prandtl number

flow (Pr = 0.025) there is only a slight underpredic-
tion of the dimensionless temperature profile near
the centerline of the channel for both versions of
the present model, which is caused by a minor over-
prediction of the turbulent heat fluxes in the wall-
normal direction. The present model based on a
second-moment closure shows a very good agree-
ment for the wall-normal turbulent heat flux compon-
ent for the whole channel height, whereas the present
algebraic approach is slightly superior in the direct
vicinity of a solid wall. The slight deficiencies of
the algebraic version of the present model far away
from the solid wall is based on the missing of the cor-
rect diffusion characteristics and the shortcomings of
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both assumptions which can be validated by extrac-
tion from the DNS data [12].

In the case of a molecular Prandtl number near
unity (Pr = 0.71) the present model in both versions
shows also a very good agreement with the DNS
data. For the wall-normal heat flux the present model
based on a second-moment closure shows overall the
best agreement with the DNS data especially in the
near wall area whereas the algebraic version slightly
fails to reproduce the correct turbulent heat flux pro-
file due to the deviation of the equilibrium hypothesis
of production and dissipation in the direct vicinity of
a solid wall.

Since one of the main goals of deriving an al-
gebraic turbulent heat flux model is to reduce the
required computational effort both present models
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were compared. The present algebraic approach is
about 12% faster then the differential version of the
present model with a similar convergence behavior
of the temperature.

In summary, each of the models reproduces the
main physics of the thermal hydraulics in the case of
an air flow and for a low Pr number flow the presen-
ted models deliver a superior solution compared to
models recently found in literature.

4. CONCLUSION
This paper presents a second-moment closure

and an algebraic model for the turbulent heat fluxes.
They are both suitable to reproduce the physics of
the thermal hydraulics in low Prandtl number flows.
The present models are based on the proposals and
theoretical work of Baumann et al. [7, 14] and use a
modified version of the dissipation rate model by Lai
and So [15] for the turbulent heat fluxes. A damping
function for the so called “scrambling term” incor-
porates the dependency of this term on the molecular
Prandtl number. The present versions of the SMC-
model and the algebraic model have been validated
for a forced convection channel flow at a Reynolds
number of Reτ = 640 for the molecular Prandtl num-
bers Pr = 0.025 and Pr = 0.71. DNS data for
this test case are provided by Abe et al. [9, 12].
Both models have been combined with a full second-
moment closure of the turbulent Reynolds stresses
based on the elliptic-blending approach proposed by
Manceau and Hanjalić [10] and improved by Dehoux
[8]. This allows the applicability of the model for
more complex flow types in further investigations,
e.g. heated turbulent square duct flows, and improves
the overall accuracy of the results at the expense
of numerical stability and computational efficiency.
The derivation of an algebraic version based on the
present second-moment closure was discussed in de-
tail and the assumptions were verified for this spe-
cific test case with the provided DNS data by Abe et
al. [9, 12].

As can be seen from the results the present
models show a superior behavior for both molecu-
lar Prandtl numbers, especially for the wall-normal
heat fluxes. The applied assumptions and hypo-
theses, both outlined in detail by Dol et al. [18] and
Dehoux [8], are responsible for minor deficiencies of
the present algebraic model in the direct vicinity of
the wall. This shortcomings can be explained by the
missing of the correct diffusion characteristics and
the failure of the latter assumptions, e.g. the exist-
ence of an equilibrium between production and dis-
sipation near a solid wall. For the dimensionless tem-
perature in the case of a low molecular Prandtl num-
ber flow (Pr = 0.025) only minor deviations from the
DNS data can be stated for both models. The second-
moment closure version performs slighty better then
the algebraic model, which is still superior to mod-
els recently found in literature. For the prediction of
the wall-normal turbulent heat flux component both

models cannot fully capture the exact profile in com-
parison with the DNS data. The best agreement for
this heat flux component in low molecular Prandtl
number flows is achieved with the differential ver-
sion of the model with minor advantages over the al-
gebraic model. In the case of a molecular Prandtl
number near unity (Pr = 0.71) the present model
in both versions shows a very good agreement for
the dimensionless temperature profile in comparison
with the DNS data and is definitely comparable to
state-of-the-art models from literature. For the wall-
normal turbulent heat flux the present model based
on a second-moment closure shows overall the best
agreement with the DNS data especially in the near
wall area whereas the algebraic version slightly un-
derpredicts the wall-normal turbulent heat flux in the
direct vicinity of a solid wall. In summary, each
of the models reproduces the main physics of the
thermal hydraulics in the case of an air flow but only
the modified version of a second-moment closure and
a derived algebraic version is able to capture cor-
rectly the thermal hydraulics of a low Prandtl number
flow. By an algebraic formulation of the turbulent
heat fluxes containing the increasing importance of
the dissipation term for liquid metal flows, the com-
putational effort was reduced without sacrificing con-
siderably the accuracy in comparison with DNS data.

Further research activities are based on im-
plementing another approach for modeling the
dissipation rate of the turbulent heat fluxes by
considering a model proposed by Wörner et al. [13],
[3] which needs to be calibrated in dependency of
the molecular Prandtl number. Also the applicability
of an elliptic blending parameter αθ as described by
Dehoux [8] will be investigated.
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URL http://dx.doi.org/10.1146/
annurev.fluid.34.082801.161035.

[22] Kim, J., Moin, P., and Moser, R., 1987, “Turbu-
lence statistics in fully developed channel flow
at low Reynolds number”, J Fluid Mech, Vol.
177, pp. 133–166.

[23] OpenFOAM Foundation, URL http://www.
openfoam.org.

CMFF15-020 48

http://dx.doi.org/10.1115/1.3250614
http://dx.doi.org/10.1115/1.3250614
http://dx.doi.org/10.1007/s10494-011-9366-8
http://dx.doi.org/10.1007/s10494-011-9366-8
http://dx.doi.org/10.1016/j.ijheatfluidflow.2004.02.010
http://dx.doi.org/10.1016/j.ijheatfluidflow.2004.02.010
http://dx.doi.org/10.1063/1.1432693
http://dx.doi.org/10.1063/1.1432693
http://dx.doi.org/10.1017/S0022112093001259
http://dx.doi.org/10.1017/S0022112093001259
http://murasun.me.noda.tus.ac.jp/turbulence/
http://murasun.me.noda.tus.ac.jp/turbulence/
http://dx.doi.org/10.1016/0017-9310(90)90040-2
http://dx.doi.org/10.1016/0017-9310(90)90040-2
http://dx.doi.org/10.1016/0142-727X(94)90038-8
http://dx.doi.org/10.1016/0142-727X(94)90038-8
http://dx.doi.org/10.1016/S0142-727X(96)00149-X
http://dx.doi.org/10.1016/S0142-727X(96)00149-X
http://dx.doi.org/10.1063/1.866876
http://dx.doi.org/10.1063/1.866876
http://dx.doi.org/10.1146/annurev.fluid.34.082801.161035
http://dx.doi.org/10.1146/annurev.fluid.34.082801.161035
http://www.openfoam.org
http://www.openfoam.org


Conference on Modelling Fluid Flow (CMFF’15) 

The 16
th

 International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

EVALUATION OF THE REFURBISHMENT POTENTIAL FOR FRANCIS 

TURBINES USING CFD AND OPTIMISATION TECHNIQUES  

Arslan Ömür ÖZCAN1, Helmut BENIGNI2, Berk Can DUVA3, Jürgen 
SCHIFFER4, Helmut JABERG5, Markus MOSSHAMMER6 

 
1 Corresponding Author. TÜBİTAK MAM EE Ankara, İnönü Bulvarı, ODTÜ Yerleşkesi, TR - 06800 Çankaya ANKARA 

Tel.:+90 3122101830 1274, E-mail: arslan.ozcan@tubitak.gov.tr 
2 Institute of Hydraulic Fluidmachinery, Graz University of Technology. E-mail: helmut.benigni@hfm.tugraz.at 
3 TÜBİTAK MAM EE Ankara, E-mail: berkcan.duva@tubitak.gov.tr 
4 Institute of Hydraulic Fluidmachinery, Graz University of Technology. E-mail: jürgen.schiffer@tugraz.at 
5 Institute of Hydraulic Fluidmachinery, Graz University of Technology. E-mail: helmut.jaberg@tugraz.at 
6 Institute of Hydraulic Fluidmachinery, Graz University of Technology. E-mail: mosshammer@tugraz.at 

 

ABSTRACT (STYLE: ABSTRACT TITLE) 

For a series of 40-year-old Francis turbines an 

investigation on the refurbishment potential was 

carried out for the plant operator. Therefore, a 

comprehensive CFD analysis was performed, 

starting with the laser scan of the real geometry of 

runner and guide vane on-site. Based on old 

drawings of the machines the rest of the units, 

especially spiral vasing and stay vanes as well as 

the draft tube, were modelled in a CAD system. An 

additional inspection of the machines’ interior filled 

lacks regarding unknown geometry sections. After 

the meshing of all components a mesh study was 

realised to verify mesh quality and calculation 

convergence. 

Subsequently, a RANS calculation (Reynolds 

Averaged Navier Stokes) provided information on 

the overall performance and the losses referring to 

each component. In a further step, these 

components were analysed more in detail and a 

comparison with existing machines was established. 

The results were also compared to old model and 

site efficiency tests. Thus, the optimisation potential 

was figured out and the findings of the simulation 

were compared to damages e.g. erosion, cavitation 

and cracks detected during the site inspection. For 

cavitation analyses the histogram method was used. 

Based on an economic study, optimization of 

the chosen components was carried out in order to 

improve the overall efficiency and to avoid 

cavitation zones in the vanned areas. The 

optimisation was performed by means of two 

different methods.  

Keywords: CFD, Francis, optimisation 

refurbishment, simulation, turbine 

NOMENCLATURE (TITLE: HEADING 1) 

A [m²] Area 

cm  [m/s] Meridional velocity 

cu  [m/s] Circumferential velocity 

Dnominal [m] Runner diameter 

g [m/s²] Gravity 

Q  [m³/s] Discharge 

H [m] Head  

M. [Nm] Torque  

nq [rpm] Specific speed 

u [m/s] Circumferential velocity 

w [m/s] Relative velocity 

 [kg/m³]  Density  

 [-]  Flow coefficient 

 [-]  efficiency 

  [-] Pressure number 

  [-] Thoman cavition number 

  [1/s-] Angular velocity 

 

Subscripts and Superscripts 

 

BEP   Best efficiency point 

GV  Guide vane position (angle) in [°] 

HWL  Head water level  

LE  Leading edge 

TE  Trailing edge 

TL  Turkish Lira 

TWL  Tail water level 

Tot-DT-Out total pressure at draft tube outlet 

 

1. INTRODUCTION (TITLE: HEADING 1) 

Hydropower is still an important source of 

renewal energy. In Turkey every 10 years the 

electricity demands doubles its size and therefore 

new power plant go in operation every year. The 

hydro power plants run then for decades and after 
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this long time operation refurbishment should be 

done to guarantee the ongoing reliable production. 

This paper gives an overview of the refurbishment 

potential of one site. This economic topic was 

carried out after a detailed analysis of the flow 

situation within the existing hydraulic followed by 

an optimisation of the hydraulic to estimate the 

improvement of production. 

In Figure 1, the workflow of the optimisation is 

given. Based on the geometry and data preparation 

the whole turbine configuration was recalculated 

and analysed. At the end of the recalculation the 

optimisation potential was outlined with a runner 

improvement concerning efficiency and cavitation 

behaviour and a guide vane improvement to shift 

the best efficiency point of the guide vane to lower 

flow rates. A stay vane improvement at the last 90 

degrees of the spiral casing shows later no 

significant improvement. 

The optimisation process was done engineer-

based by hand – this means that no automated 

optimisation routine was used. The optimisation of 

the components – stay vanes, guide vanes and 

runner – were carried out in parallel. For the guide 

vane and stay vane calculation only full model 

calculations were used, whereas for the runner 

optimisation the simple setup was used – the best 

versions were then also calculated in a full model. 

 

Figure 1. Workflow of the investigation 

1.1. Power plant description and history 

The hydro power plant was built from 1970 to 

1973 and consists of one Francis unit with a 

nominal power of 56 MW, a nominal diameter of 

Dnominal = 2.58 m for a maximum flow rate of Q = 48 

m³/s and a head of H = 132 m. At the end of the 

horizontal tunnel (6253 m) a surge tank is installed 

to prevent water hammer, followed by a steel 

penstock with a length of 345 m. During the last 10 

years this hydro power plant provided an average 

annual production of 184.6 Mio. kWh (minimum 

101.6 Mio. kWh, maximum 268.5 Mio. kWh). 

Specific speed is about nq=49 rpm. 

In April 1974, were after 1200 operation 

cavitation damages could be detected. At that time, 

the tail water level (HTWL=58.75m) was lower than 

expected in part-load operation. 

In May 1974 (after preliminary efficiency 

tests), modifications regarding the “hydraulic shape 

of the turbine” had to be re-examined. This 

examination revealed that the nose-plate area of the 

spiral case due to the narrow cross-section at stay 

vane 23 (last but one before the nose plate) the flow 

was substantially retarded. In 1983, a runner change 

was carried out and cavitation damages were 

detected during an inspection (see Figure 6b) 

Furthermore, an aeration device was mounted 

downstream the runner to improve turbine 

performance. Later the aeration device of the 

standpipe was taken out of operation, however the 

stand pipe still remained in the draft tube.  

The peak efficiency point was measured in 

2007 with 91.9% at a flow rate of 35 to 37 m³/s 

with an ultrasonic flow measurement. A 

measurement in 1974 was done with the help of 

current meters and yielded a best efficiency point at 

a flow rate of about 37 to 40 m³/s. This 

measurement campaign was measured with about 

5% higher head (TWL was 7 m lower than in 2007). 

1.2. Geometry model 

In April 2014, the spare parts of the hydro 

power plant were measured on site by means of 

laser measuring devices. In July 2014 also an 

inspection inside the unit was realised. 

Based on all existing drawings and the 

information gained during the site visit a CAD 

model of the unit was prepared which is described 

in Figure 2a. The draft tube consists of a steel part 

(Elbow itself) followed by a concrete part. The stay 

vane before the last stay vane was cut out by the 

help of a flame cutter. The point of origin of the 

whole model is set at the intersection of the 

machine axis with a mid plane, which is exactly the 

symmetry plane of the spiral and the guide vane. 

The positive z-axis is located in flow direction into 

the draft tube (see coordinate system in Figure 2a). 

The machine rotates counter clockwise around the 

z-axis. The mass flow enters the spiral in the 

negative x-direction and leaves the draft tube also in 

the negative x-direction. 

The 0°-position of the guide vane is at fully 

closed guide vane position.  

1.3. CFD Model 

The unit was split into components (= domains) 

for the purposes of CFD-calculation. The 

calculation starts with the spiral domain in flow 

direction. This domain also contains the stay vanes. 

This stay vane region is NOT rotationally periodic 

(different sizes of stay vanes, cut-out stay vane and 

cutwater) and thus the integration of the stay vane 

region into the spiral domain was done. Due to the 
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complex geometry situation as described above, an 

unstructured grid (see Figure 3) was generated for 

this component. For the post-processing a 

cylindrical surface was generated, and later on the 

losses were split up into spiral and stay vane losses. 

After the spiral domain the guide vane domain 

was connected to the spiral with a general grid 

interface (GGI [2]). The guide vane mesh passage 

was generated by means of Turbogrid®, copied into 

the model 24 times and connected with a 1:1 

interface. During the post-processing the single 

access to the guide vane passage was still possible 

and used for detailed post-processing. 

 

Figure 2. Model of the turbine unit 

Between the guide vane and the runner domain 

the domain interface was set to frozen rotor [2]. The 

mesh for the passage of the runner domain itself 

was also generated with Turbogrid® and connected 

by means of a 1:1 grid interface between the 17 

runner blades. The mesh of the runner domain 

consists of the main passage and an outblock 

domain (internally connected by a 1:1 interface). 

The draft tube domain was then connected with 

a frozen rotor domain interface. The stand pipe was 

generated as measured on site, including the conical 

part at the bottom of the draft tube. The existing, 

internal aeration device was neglected as this device 

is out of operation since more than two decades. 

Downstream of the draft tube an additional 

component, the so-called outblock, was connected 

to the draft tube. The function of this component is 

not exactly representation of the tail water, but to 

avoid the setting of boundary conditions directly at 

the draft tube outlet which would influence the draft 

tube simulation and prescribe the flow situation. In 

Figure 2a the full model is displayed with different 

colours for its single components. The position of 

the interfaces between guide vane with runner and 

runner with draft tube is displayed in Figure 2(c). 

As one requirement for grid generation is to have 

some space behind the trailing edge of the runner, 

the end point of the rotor – stator interface is a bit 

more downstream than the runner – draft tube gap 

in reality. This is shown in Figure 2(b), where the 

runner– draft tube gap is just behind the trailing 

edge. On the other side, the gap between runner hub 

and standpipe was set directly to the intersection 

between runner hub and standpipe during CFD 

simulation. In reality, the gap is also a bit more 

downstream. With reference to the boundary 

conditions it has to be mentioned that the runner 

shroud surface in the simulation is a bit longer (and 

thus larger) than the real one and that the runner 

hub surface is a bit smaller than the real one. The 

areation device and the holes for the fastening bolts 

are neglected (see small photo in Figure 2(c) right). 

The interface between guide vane and runner is 

displayed in Figure 3. The location of Figure 3 is 

exactly the cut-out stay vane region as mentioned 

above. In this figure, the stay vane area is coloured 

grey (unstructured mesh), the guide vane is 

coloured orange and the runner is visualised in red 

(both structured meshes).  

The stand-alone generated meshes were 

combined to a complete unit for different guide 

vane positions. Boundary conditions were set for 

inlet (green surface in Figure 2a) and outlet 

pressure, and thus the flow rate resulted. Menter’s 

[1] SST turbulence-model with automatic wall 

functions was applied, and in order to achieve a 

satisfying convergence level all sensitive variables 

and imbalances were monitored. The CFD code 

utilises a cell-centred control volume with identical 

nodes for velocity and pressure. A blending factor, 

which is used for the spatial discretisation method 

of the convective terms implemented with a hybrid 

scheme, is computed locally, resulting in a 2
nd

 order 

accurate scheme.  

With the help of the commercial CFD code 

Ansys CFX V14.5 [2] the Navier-Stokes equations 

were solved. These Navier-Stokes equations 

describe the fluid motion in all three dimensions 

and were used with a Reynolds averaged Navier 

stokes (RANS) formulation. RANS uses equations 

where the instantaneous variables are decomposed 

into mean and fluctuating values with the help of a 

Reynolds decomposition, whereas these variables 

are time-averaged. Additionally, a MFR (multiple 

frame of references) approach was used for the 

rotating domain (= runner).  

1.4. Mesh generation 

The mesh generation for guide vane and runner 

is carried out in Turbogrid ® in a structured way. In 

order to avoid highly skewed elements at the 

leading edge of the blade, Turbogrid® mesh-

generation was applied in the JHCL mode. The 

JHCL mode follows a so-called automised block 
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topology depending on the blade metal angle that 

includes full periodicity and applies an algebraic, 

semi-isogeometric surface mesh generation 

procedure.  

 

Figure 3. View from spiral downstream to guide 

vane and runner 

The structure of the draft tube is a double 

butterfly (O-grid) in the cross section whereas this 

structure is segmented in streamwise direction at 

every elbow segment. For the stand pipe an 

additional O-grid must be set around the pipe. The 

spiral domain was meshed with ICEM® in an 

unstructured mode and is shown in Figure 3. 

Finally, the outblock mesh was generated block-

structured in ICEM as well. The statistics of the 

generated meshes for are displayed in Table 1 for 

different mesh densities, which results in a very fine 

model with 33 Mio. nodes. 

Table 1. Total mesh sizes of full model in Mio. 

nodes 

 
Coarse Medium Fine Veryfine 

Drafttube 0.95 1.59 4.04 5.68 

Guidevane 1.42 2.60 5.19 9.46 

Runner 2.04 3.87 6.81 11.59 

Spiral 0.93 1.33 2.75 6.39 

All 
Domains 5.33 9.39 18.80 33.13 

 

1.5. Post processing 

For the evaluation of the hydraulic 

performance, the key figures as mentioned in the 

following are of interest. In general, the net head is 

the difference between total pressure at the inlet of 

the spiral and total pressure at the outlet of the draft 

tube. According to the IEC standard [3], the net 

head represents the difference between the total 

pressure at the inlet (inflow of spiral) and the static 

pressure at the outlet (end of draft tube) where the 

mean kinetic energy head is added to the outlet 

pressure. (Eq. 1) 
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In order to analyse each component separately, 

a head loss analysis (see Eq. 2) was performed to 

calculate a cumulative distribution of the total unit. 

In this case, the total pressure difference between 

inlet and outlet of each component was set in 

comparison to the net head. For the runner, the shaft 

power was also taken into account and subtracted 

from the losses (Eq. 3). For the determination of the 

cavitation performance a histogram analysis (for a 

description of the method see Ref. [4-5]) was 

performed to evaluate minimum blade pressure. 

This minimum blade pressure was recalculated to a 

-value (Eq. 4), and then this -value was 

compared to a plant,allowed-value, whereas the local 

pressure at the blade was set to vapour pressure and 

the altitude of the machine axis against the tail 

water was applied(Eq. 5). If turbine is lower than 

plant,allowed, cavitation free operation can be stated. 
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The net head of the turbine is the difference 

between the headwater level (HWL) and the tail 

water level (TWL) minus the losses in the penstock 

from the water intake to the inflow of the spiral. 

These losses are system losses and depend on the 

actual flow rate. The remaining net heads are 

displayed as measurement points in Figure 5. 

1.6. Mesh study 

A mesh study was carried out. The main 

differences occur at the spiral guide vane domains, 

whereas the runner is almost constant. In Figure 4 

the difference of the runner efficiency was analysed 

for different mesh sizes (see Table 1). Based on this 

figure it could be stated that the medium grid is 

sufficient to catch the runner losses in an accurate 

way. 
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Figure 4. Runner loss during mesh study 

2. RESULTS OF THE EXISTING 
GEOMETRY 

The calculations were carried out for different 

heads. Then, a hill chart was generated which is 

depicted in Figure 5. The optimum of the machine 

is reached at a flow rate of 37 m³/s and a head of 

124 m. The efficiency is normalised with the best 

efficiency point. 

 

Figure 5. Numerical hill chart of the existing 

geometry 

As far as losses of the measurements are 

concerned, 3.2% refer to the spiral, stay vane and 

guide vane. This amount corresponds to the results 

of the numerical simulation. Guide vane and spiral 

losses (including stay vanes) are about 3.1%. The 

losses of the runner are 2.1%. The pressure plot in 

Figure 6 (a) shows an extremely low pressure zone 

at the suction side of the blade close to the runner 

shroud. The stagnation point of the flow at the 

runner shroud is at the pressure side and the flow 

circulates around the leading edge from pressure to 

suction side with high velocities. The stagnation 

point moves from the pressure side closer to the 

leading edge for overload operation, but 

nevertheless this effect becomes stronger.  

During the site visit cracks could be found at 

the leading edge of the runner. These cracks could 

not only be found on one runner blade but on every 

single runner blade. Figure 6 (c) shows a photo of 

the cracks of the runner blades at the leading edge 

near shroud region. The highest velocities realised 

in the numerical simulation were found exactly at 

these locations. The cracks have a length of about 

20 to 30 mm and are approx. 5 to 10 mm deep. 

Figure 6 (b) shows a picture of the inspection report 

of 1984 where the cavitation damages could also be 

found at the suction side.  

 

Figure 6. Cavitation damages and cracks on the 

leading edge 

The overall performance is displayed in Figure 

7 for the accumulated efficiency and for the 

cavitation performance. The losses for each 

component are between the accumulated efficiency 

curves, which are drawn versus the flow rate. Also, 

the efficiency curve for the measurement in 2007 is 

depicted. All of the values are normalized with the 

best efficiency point of original geometry CFD 

calculation. Regarding the spiral and the stay vanes, 

a decrease of the efficiency when increasing the 

flow rate could be detected. The runner itself has its 

best efficiency point between 25 and 30 m³/s flow 

rate with a decreasing efficiency at higher flow 

rates. For the guide vane the best efficiency point is 

at full load (maximum power) and the optimum of 

the draft tube is at a flow rate of about Q = 35 m³/s. 

The best efficiency is at a flow rate of about 35 to 
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40 m³/s. At maximum flow rate the power is also 

increasing. During the measurement campaign the 

highest flow rate was Q = 52 m³/s.  

The cavitation performance is also presented in 

Figure 7, where the risk for cavitation is visible for 

flow rates higher than Q = 35 m³/s. There the 

cavitation coefficient Turbine is higher than the plant-

value. The flow situation through the runner (as a 

result of the hydraulic contour) leads to a low 

pressure zone at the leading edge of the runner (at 

the suction side) and also to low pressure zones at 

the trailing edge and could be seen in Figure 6(a). 

This can also be seen in Figure 8 where the blade 

loading is shown for different span-wise locations. 

Especially at the shroud region (span=0.95) there is 

a large zone with low pressure just behind the 

leading edge. For higher streamwise locations the 

pressure increases again which means that there is a 

pump effect. For locations after 60% streamwise the 

pressure is decreasing again. For a span of 50% and 

less the hydraulic shape works correctly from a high 

pressure at the leading edge to a low pressure at the 

trailing edge. Cavitation could be also detect at the 

tailing edge pressure side. 

3. OPTIMISATION 

3.1. Runner 

Based on the economic analysis, there is the 

need for an improvement of the turbine efficiency 

over the whole range of operation. On the other 

hand, an improved cavitation performance has to be 

achieved in order to enable secure operation up to a 

flow rate of Q = 52 m³/s. To achieve both of these 

targets, the idea of the so called X-Blade-Design 

has to be introduced, which was originally 

developed and patented (US 4479757) by GE 

Hydro in the beginning of 1982. Later on in 1998, 

during the development of the Three Gorges Project 

in China, the technology has been improved to what 

is now called X-Blade-Technology [6]. 

Conventional Francis runner designs, like in 

this case, are susceptible to cavitation damage on 

the suction side of the blade, particularly at the 

leading edge. Such cavitation has been known to 

cause severe damage to the blade, requiring field 

repair and in some cases blade modifications which 

are costly and often difficult to perform [6]. 

In contrast to the conventional Francis runner 

design the X-Blade-Design comprises a reversed 

leading edge and a skewed trailing edge. The 

application of this design philosophy allows for a 

well-balanced flow field in the passage ways of the 

runner. Consequently, it results in a more 

homogeneous pressure distribution on the blade. 

Due to the experience gained during the last 

decade of operation, the improved runner design 

provides superior peak efficiency, better cavitation 

performance and a wider range of stable operation 

[7]. This is shown with the blade loading evaluation 

in Figure 8. The results of the original and the 

optimised version refer to the best efficiency point 

with a guide vane opening of 17.5 degrees. 

 

Figure 7. Efficiency splitting and sigma for 

optimised and original hydraulics, normalised 

 

Figure 8. Blade loading for original and 

optimised version at BEP 

A more detailed look into the results of the 

original runner shows, that the bad flow conditions 

close to the shroud contour additionally cause zones 

of separated flow.  

The spanwise cm- and cu- distribution of the 

original has to be analysed as well. According to 

theory, the velocity component cu should be zero at 

the outlet of the runner for the best efficiency point 

of the turbine. Additionally, the cm-distribution at 

the outlet of the runner should be as homogeneous 

LE TE              
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as possible. Figure 9 gives an overview of the cm- 

and cu- distribution at the best efficiency point of 

the original runner obtained in the course of the 

CFD simulations. As far as it concerns the 

distribution of the meridional velocity component it 

turns out that the range between the minimum and 

maximum cm-values accounts for 3.5 m/s. The 

maximum deviation from the average cm-value 

which is equal to 9.75 m/s accounts for +/- max. 

18%. On the other hand, an analysis of the cu-

distribution shows that the requirement of cu = 0 is 

fulfilled between 0% and 75% while there is an 

excessive amount of swirl remaining in the flow 

between 75% and 100% span. In the latter region 

there is a lack of energy conversion which 

definitely needs to be improved. 

 

Figure 9. cm and cu at runner TE for original and 

optimised version at BEP 

Figure 9 presents also the improvements of the 

span wise distribution of the cm- and cu-velocity 

components for the optimised runner. Additionally, 

it turns out that the removal of the standpipe located 

in the original unit results in more balanced velocity 

distributions. Due to the removal of the standpipe, 

the mass flow rate and thus the velocity component 

cm is increased while it is decreased in the mid of 

the runner. Consequently, the increase of the cm-

component close to the hub contour causes a 

reduction of swirl at the outlet of the runner. 

Figure 8 presents the blade loading of the 

original blade and the optimised version evaluated 

for a span of 0.05, 0.5 and 0.95 at the best 

efficiency point. The comparison shows that the use 

of the X-Blade-Design and the implementation of 

all the other optimisation measures led exactly to 

the changes found in [6-7].  

The turbine efficiency hill chart of the final 

optimization version is shown in Figure 10. 

Compared to the original turbine the best efficiency 

point in the hill chart (marked with yellow in Figure 

10) was shifted from Q = 37 m³/s and H = 124 m to 

Q = 39.5 m³/s and H = 132m (marked with pink in 

Figure 10) which ideally fits to the operation range 

of the turbine (see measurement carried out in the 

year 2007). The peak efficiency was increased from 

by 1.7 % relatively. 

 

Figure 10. Hill chart of the optimised version, 

normalised with the efficiency in BEP of the 

original runner 

3.2. Guide vane 

The results of the existing guide vane (see 

Figure 11a) is the basis for the new design of the 

guide vane. The stagnation point of the existing 

guide vane for all positions, except the maximum 

opened position, is not exactly on the leading edge 

For the new designs it was proposed that the 

outflow angle remains unchanged. The first design 

is a symmetrical profile based on a NACA0018 

profile and the second is a bended NACA0014 

profile. Both profiles are displayed in Figure 11d 

together with the original profile. 

 

Figure 11. Pressure at mid plane and different 

guide vane profiles 

The flow field with the modified guide vane 

designs changes at the leading edge. The 

symmetrical profile (V01) ends with a stagnation 

point directly on the leading edge of the guide vane. 
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The stagnation point for V02 is still on the suction 

side, but significantly better than the original one. 

V02 shows an improvement of 0.5% over the whole 

operation range whereas version 1 reaches 1% in 

the range less than 35m³/s (Figure 7). The 

maximum flow rate is just above 50m³/s, and thus 

the annual production will significantly increase 

with V01. The guide vane adjustment torque is 

lower than the original version and is always 

negative. 

4. ECONOMIC ASPECT 

The stop of the power plant is very expensive 

because of very high production losses that cannot 

be compensated as there is no storage capacity 

available and no parallel installed unit can operate. 

 

Figure 12. Annual production, averaged (2004-

2013) 

Additionally to the costs of the runner and the 

guide vanes the missing energy production has to be 

taken into account, for which an averaged value is 

about 0.49 GWh/day (179 million KWh per year, 

which is the average yearly production of the years 

2004-2013, divided by 365 days) and even lower 

when the assembling / disassembling is shift to a 

period of low energy production. The price for 

electricity on the spot market for 2014 was found 

with an average value of 167 TL and recalculated 

with an average exchange rate of 2.9 TL/€ to 5.75€-

Cent/kWh. With this feed-in tariff consequently 

0.49 GWh/day correspond to approx. 27.500 €/day. 

To calculate the annual production for both, the 

existing and the proposed design, a best-fit curve 

for the efficiency versus the power is generated as a 

polynomial function and an extrapolation to low as 

well as to high flow rates was realised with Excel. 

Then, for every 1 MW the efficiency is calculated 

and an averaged efficiency is generated for the 

same power intervals as in Figure 12. With the help 

of this efficiency the ratio of the improvement for 

each interval is calculated and accounts to 5.1 GWh 

/year higher production (287.000 €/year). 

5. SUMMARY 

The improvements of the runner performance 

were basically reached by the introduction of a X-

Blade design and a smoothed and modified beta-

angle distribution. An increase of the beta-angle at 

the blade inlet close to shroud led to better inflow 

conditions. A reduction of the beta-angle at the 

blade outlet close to shroud led to an improved 

energy conversion of the blade. The symmetrical 

profile of the guide vanes ends with a stagnation 

point directly on the leading edge of the guide vane. 

The improvement reaches 1% within the flow rate 

range of less than 35m³/s and is still above the level 

of the existing one up to a flow rate of 50m³/s. 

Compared to the original turbine, the best 

efficiency point in the hill chart was shifted from Q 

= 37 m³/s and H = 124 m to Q = 39.5 m³/s and H = 

132m which ideally fits to the operation range of 

the turbine. The peak efficiency was increased from 

by 1.7 % relatively and cavitation-free operation up 

to a maximum flow rate of more than 50m³/s. 
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ABSTRACT 

The main purpose of this study was to analyze 

the possibility of using the finite element method to 

determine the impact of winglets on the 

aerodynamic characteristics of the MDM-1 Fox 

glider wing. The aerodynamic characteristics are a 

reflection of changing conditions of the flow around 

the profile (wings) with the changing angle of 

attack. The 3D design of MDM-1 FOX glider wing, 

based on the geometry of the wing obtained from 

the main designer of Margański & Mysłowski 

Aviation Works, was created in SolidWorks. 

NACA 641 412 wing profile was used. As for the 

winglet construction the HQ/Winglet profile was 

used (due to the fact that the original version of the 

glider does not have that element). The analysis of 

the profile pressure distribution was performed in 

three places. Air was used as a flow factor for 

numerical computations. The initial conditions of 

the air were as follows: pressure = 101325 Pa; 

temperature = 293.2 K; turbulence intensity = 0.1%; 

flow rate = 30 m/s. 

Keywords: glider, induced drag, winglet, wingtip 

vortices. 

NOMENCLATURE (TITLE: HEADING 1) 

c [-] force coefficient 

F [N] force 

v [m/s] absolute velocity vector 

 

Subscripts and Superscripts 

 

z, x lift, drag 

1. INTRODUCTION 

In order to increase the lift-to-drag ratio of 

gliders, as well as airplanes, various studies 

attempted to create an element which would 

improve, in economic terms, the flight efficiency of 

airplanes and the lift-to-drag ratio of gliders. The 

element, which improved the aerodynamic 

characteristics of aircraft was undoubtedly a 

winglet. Research on the optimal winglet was 

started in the mid-70s by Richard Whitcomb. The 

first achievements on winglets evoked wide interest 

among designers which joined the research aiming 

to find the most effective design for the wing 

extension. Currently, winglets are being attached to 

many models of airplanes and gliders. Due to the 

high costs of the wind-tunnel experiments, it is 

suggested that simulation studies may be sufficient 

to verify an acceptable number of designs. 

However, with the increase of computing capacities 

of modern computers the numerical analysis of the 

created geometric model is facilitated, while the 

computing convergence is the still to be discussed. 

This work aims at analysis of the possibilities of 

using the finite element method (simulation studies) 

to study winglet aerodynamics.  

2. REAL MODEL STUDY 

MDM-1 FOX (Fig.1) is a two-seat mid-wing 

high-performance aerobatic glider with a 

conventional tail unit. The glider’s laminate 

construction is made of glass-fiber epoxy composite 

and epoxy-carbon fibers composite. [3] 
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Figure 1. Geometry of a real model [4] 

As a result of the growing demand for a two-

seat aerobatic glider, in 1992 the design works on 

MDM-1 FOX aircraft were initiated by Edward 

Margański, Leszek Dunowski and Jerzy Makula 

(the name ”MDM” was derived from the last names 

of the designers). The design of this glider was 

based on the experiences gathered while developing 

other gliders, like Kobuz, Jantar and S-1 Swift. The 

first prototype was tested on the 9th of July 1993 

and officially presented during the World 

Championship in Venlo, in Holland. Jerzy Makula 

piloted at that time the MDM-1 FOX glider to gold. 

In the following years FOX proved to be repeatedly 

successful in international sports events.  

A new version, MDM-1 FOX P, which was 

developed in 1996, was equipped with replacement 

wingtips increasing the wing span up to 16 meters. 

In 2001, Solo Fox, a single-seat glider with 

retractable landing gear, was created. Testing of 

later versions was performed by Jacek Marszałek 

and Mariusz Stajewski. 

 

2.1. General characteristics of winglets  

The research on winglets for commercial aviation, 

started by Richard Whitcomb, was based on small 

and nearly vertical wingtip extensions, KC-135A, 

which were attached to the aircraft and tested. 

Whitcomb discovered that winglets can improve the 

lift-to-drag ratio by up to 7%. Thanks to this 

discovery winglets started being attached to the 

most of the new transport aircraft. Many researchers 

undertook studies on winglet design for commercial 

and general aviation, as well as for gliders. 

Winglet improves the lift-to-drag ratio through 

reduction of the induced drag caused by wingtip 

vortices, connected with the side airflow along the 

edges of wingtips in the direction from lower 

surface to the upper surface. It is a vertical or 

diagonal wingtip extension. Winglet improves the 

lift-to-drag ratio by weakening wingtip vortices and 

thus diminishes the induced drag (Fig.2). Winglet 

increases the effective wing area extension without 

a significant increase in structural load or total 

weight of the structure.  

The choice of a winglet type depends on the 

necessity and the model of an airplane or a glider. 

The wingtips can be called a ”dead zone” in relation 

to the lift-to-drag ratio, as they cause substantial 

drag force and no significant increase in lift force. 

Winglet contributes to the acceleration of the 

airflow on the wingtip by inducing lift force and 

improving wing load distribution. Furthermore, the 

angle of attack of this aircraft is diminished in 

relation to the lift ratio. Consequently, thanks to the 

application of winglets, the drag force is reduced 

even with a significant wing area extension.  

  It is possible to avoid difficulties related to the 

design of blended winglets by using a special 

winglet type, raked wingtips, just as it was in the 

case of the airplane Boeing 767-400. Thanks to the 

application of winglets, airplanes gain altitude faster 

and save fuel because of an improved lift profile. 

Additionally, an airplane can take off using reduced 

engine power what decreases noise emission and 

extends the life of an engine. 

 

Figure 2.  Reduction of wingtip vortex [5] 
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Figure 3. Impact of winglets on modification of 

the induced drag [6] 

2.2. Winglet types 

All types of wingtips that are not attached 

horizontally are classified as winglets. There are 

three basic types of winglets: 

 blended winglets (Fig.4),  

 wingtip fences (Fig.5), 

 raked wingtips (Fig.6). 

2.2.1. Blended winglets 

Blended winglet is joined with the wingtip by 

creating a soft curve instead of an acute angle, what 

aims at reduction of the drag induced at the 

wing/winglet junction. An acute angle in this region 

could interfere with the airflow boundary layer and 

create turbulence, and thus negate the profits related 

to the application of a winglet on the wingtip. 

Blended winglet is used in business jets and gliders, 

where individual preferences of a purchaser are an 

important part of the marketing strategy.  

 

Figure 4. Blended winglet [7] 

2.2.2. Wingtip fences 

They are special winglets that extend the 

wingtip upwards and downwards. This type is 

preferred by the European producer of the Airbus 

aircraft and thus is used in the most of the Airbus 

models.  

 

Figure 5. Wingtip fences of Airbus A380 [8] 

2.2.3. Raked wingtips 

It is the newest winglet type (although often 

classified as a special wing type), where the wingtip 

is inclined at a larger angle than the rest of the 

wing. Although they are commonly referred to as 

winglets, it is recommended to describe them as the 

integrated wingtip extensions, because they are 

attached horizontally to the wing, and not vertically 

as in the case of blended winglets and wingtip 

fences. 

 

Figure 6. Raked wingtips of Boeing 787 [9] 

3. WING MODEL WITH AND WITHOUT A 
WINGLET 

A 3D project of a wing of the MDM-1 FOX 

glider was created, using SolidWorks software, 

based on the wing geometry (Fig.7) received from 

the main designer of the aircraft factory Margański 

& Mysłowski S.A..  
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Figure 7. Geometry of the wing and the wing 

airfoils – real NACA 64(1)-412 [10] and a 

simulated airfoil  

There had not been any winglet created for the 

MDM-1 FOX glider. Therefore a winglet was 

designed for this glider, based on available 

literature, collected observations and conducted 

experiments, as well as using the airfoil 

HQ/Winglet (Fig. 8). 

 

Figure 8. Winglet airfoil HQ/Winglet [11] 

The winglet dimensions were chosen in 

accordance with the classic principles of winglet 

design: 

 leading edge of a winglet should be located 

around the maximum thickness of the wingtip 

airfoil, 

 maximum thickness of the winglet airfoil should 

not exceed 8% of the maximum thickness of the 

wingtip airfoil, 

 bend deflection of a winglet should be slightly 

bigger than the bend deflection of a wingtip, 

 ratio between upper and lower chord line should 

be around 0.3, while the winglet height should 

be from 0.1 to 0.2 of the half wing span. [7] 

4. NUMERICAL ANALYSIS OF THE 
TESTED WING 

Numerical analysis of airflow was performed in 

following conditions: 

 pressure: 101325 Pa 

 temperature: 293.2 K 

 turbulence intensity: 0.1%. 

The wing models were tested for the angle of attack 

equal to 0°. The analysis of airflow around wings 

was performed for the speed of 30 m/s. The 

pressure distribution around the airfoil of wings was 

defined (Fig. 9): 

 AIRFOIL 1: 1 m from the center of symmetry 

of the wing (Fig.10); 

 AIRFOIL 2: 4 m from the center of symmetry 

of the wing (Fig.11); 

 AIRFOIL 3:6.7 m from the center of 

symmetry of the wing (Fig.12). 
 

 

Figure 9. Airfoil around which the numerical 

analysis was performed 

 

Figure 10. Pressure distribution around airfoil 1 

without winglet on the left and on the right  

 

Figure 11. Pressure distribution around airfoil 2 

without winglet on the left and on the right  

 

Figure 12. Pressure distribution around airfoil 3 

without winglet on the left and on the right  

Thanks to the SolidWorks Flow Simulation it 

was also possible to define the pressure distribution 

on the wing surface. The analysis of the pressure 

distribution allows to define the aerodynamic forces 

on the wings, and consequently, the resultant of 

these forces, as well as the components of the 

resultant aerodynamic force: the drag and the lift.  
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The analysis of pressure on the wingtips 

indicates a significant pressure difference between 

the lower and the upper wing surface. This 

difference causes an additional side airflow from 

the area of higher pressure (under the wing) to the 

area of lower pressure (above the wing). This 

results in creation of wake turbulence, which is the 

source of the induced drag. Winglet reduces the 

turbulences occurring on the final chords of a wing, 

what is depicted in the graphics below. 

 

 

Figure 13. Side airflow of air masses and the 

velocity distribution of the air streams flowing 

around the wing without and with a winglet 

 

Figure 14. Airflow around the final chords of a 

wing with and without a winglet, together with 

generated turbulence 

 

Figure 15. Airflow around the final chords of a 

wing (distribution of velocity vector field) with 

and without a winglet 

The application of winglets enhances 

significantly the wing aerodynamics. This occurs 

through considerably improved coefficients of lift 

force, presented among others by Abłamowicz [1], 

and described by the first equation (1), as well as 

through diminished drag coefficient as shown in the 

other equation below (2): 

 

  2x
2 vS

F
c x


  (1) 

 

  2z
2 vS

F
c z


  

 

(2) 

The results of the study are depicted in the 

graphs below. They demonstrate the impact of the 

application of winglets on the aerodynamic 

characteristics for the angles of attack in the range 

between -10° and 14°. The analysis of the 

simulation results confirms explicitly that it is 

possible to use the finite element method to 

determine the impact of the winglet application on 

aerodynamic characteristics of the glider MDM-1 

Fox. 

 

 

Figure 16. Lift coefficient diagram based on 

calculation and simulation  
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Figure 17. Drag coefficient diagram based on 

calculation and simulation 

 

 

Figure 18. Polar curve of the glider based on the 

analytic calculations (by the producer) in 

comparison with the numerical analysis  

The graph depicts the lift coefficient (CZ) in 

relation to the angle of attack (α) for the wing of the 

glider Kobuz, which was the inspiration for the 

design of the glider FOX, in comparison to the 

values obtained in the numerical simulation of the 

modelled wing. The characteristic CLobl(α) 

presented below was calculated using the lifting-

line theory (received from the producer). Illustrated 

was also the characteristic CX in relation to the 

angle of attack of the wing with and without a 

winglet, in comparison with the calculated values 

obtained from the analytic calculations. Finally, the 

polar curve of the analyzed glider was presented.  

Based on the numerically defined 

characteristics of aerodynamic coefficients, their 

approximation was performed using a polynomial 

of degree 2, represented by the following 

expression: 
2

210  cccc   (3) 

The physical quantities obtained from the 

characteristics’ approximation are presented in the 

table 1. 

Table 1. The components of the polynomial used 

for approximation of aerodynamic coefficients, 

as in the equation (3) 

 c0 c1 c2 

Cz with winglet 0.4008 0.0943 -0.0017*10
-6

 

Cz without winglet 0.2478 0.0905 6.07*10
-6

 

Cx with winglet 0.00482 0.00032 0.00026 

Cx without winglet 0.0069 0.00032 0.00028 

5. SUMMARY 

During the analysis of the external airflow 

around the wing without and with a winglet, the 

pressure distribution was defined on the wing 

surface, what confirms that it is possible to specify 

the aerodynamic characteristics of a wing using the 

finite element method. The results of simulation 

studies were compared with the experimental 

results of a wing of the existing glider, based on the 

results obtained from the diagrams of aerodynamic 

characteristics of the given model. These results 

illustrate the increase of the lift force coefficient 

and the decrease of the drag force coefficient after 

the introduction of winglets, which explicitly 

improve the aerodynamic characteristics of the 

wing model, and consequently of the glider itself. 

The diagrams of coefficients, obtained as a result of 

numerical simulation and the approximation of the 

results, demonstrate the improved drag coefficient 

values in the whole range of the angle of attack 

chosen for this simulation, that is from -10 to +14 

degrees, whereas the diagram of the lift coefficient 

illustrates its increase, apart from the maximum 

deviation of the angles of attack from the scope of 

operation of the glider. 

 Furthermore, the appearance of wake 

turbulence (in the case of the wing model without a 

winglet), which is the source of the induced drag, 

was illustrated, as well as turbulence reduction 

through the application of a winglet in the given 

model. 
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The complex wing model, designed in 

SolidWorks, will be used, in the form of a 3D 

printout in the proper scale, as an experimental 

model for empirical research in a water tunnel. At 

the same time, a series of numerical simulations in 

another software will be performed to confirm the 

results of the study. 
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ABSTRACT 
Since many decades, residential buildings have been 

equipped with mechanical ventilation/air conditioning systems. 
Due to the energy consumption and the exhaust of green-house 
gases of such systems, efficient natural ventilation systems are 
needed as an alternative.  

The potential of natural ventilation systems was 
investigated in the present work by model experiments in wind 
tunnels and numerical air flow simulations (CFD). Pressure 
profiles are measured on the facade of a full building model for 
selected wind directions and velocities. Separated sample storey 
and single room models in larger scales were applied to measure 
the air transport through openings under the influence of the 
external pressure distribution and a temperature difference 
between the room and the ambient air. The air change rates 
(ACH) were obtained by velocity measurements in the window 
cross sections and by tracer gas measurements. 

The experiments revealed that the wind-driven ACH are 
much larger than the temperature-driven values prescribed in the 
Austrian standard Ö-NORM B 8110-3. The dependency of the 
ACH on wind direction and speed is modelled. A scaling law for 
the ACH was found. In case of purely thermal effects, a critical 
temperature difference for the onset of convection was found. 

Keywords: Air change rate, natural ventilation, 
pressure driven flow, thermal effects, wind 
tunnel experiments  

NOMENCLATURE 
A [m2] area 
ACH [h-1] air change rate 
C [-] tracer gas mass fraction 
D [-] door 
E [V] voltage 
H [m] height 
I [A] current 
Je [-] Jensen number 
Re [-] Reynolds number 
R [-] room 
T [°] temperature 
U [m/s] characteristic velocity 
V [m3] volume 
V  [m3/s] volumetric flow rate 
W [m, -] width, window 
cP [-] static pressure coefficient 
cD [-] drag coefficient 

l [m] length 
m [-] scaling factor 
p [Pa] pressure 
u  [m/s] streamwise velocity 
t [s] time 
x, y, z [m] spatial coordinates 
z0 [m] roughness length 
α [°, -] angle, power law exponent 
ν [m2/s] kinematic viscosity 
ρ [kg/m3] density 
∆ [-] difference 
 
Subscripts and Superscripts 
H building height 
R roughness, room 
crit critical 
eff effective 
el electrical 
g gradient 
i, o inner, outer 
m model scale 
r real scale 
10 10 m height (weather data) 
τ friction 
∞ free stream 

1. INTRODUCTION 
In the planning of buildings, the heating and 

cooling concepts are developed, with ventilation 
concepts as an integrated part. Besides mechanical 
and combined systems, natural ventilation relying 
on wind-induced pressure or on differences in 
temperature is the most common form. The air is 
exchanged through doors, open or tilted windows. 
For layout purposes it is important to estimate the 
magnitude of the air change rates correctly. 
Ventilation through tilted windows is sparsely 
represented in the literature to date. 

The ACH strongly depends on the wind 
direction as well as on the position and size of the 
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openings of the building envelope and on thermal 
buoyancy in case of temperature differences. 

The methods for studying natural ventilation 
are either full scale experiments in real conditions 
[1,2], wind tunnel experiments in full or model 
scale [3,4], and computational fluid dynamics 
(CFD) simulations. CFD results are compared with 
analytical results or data from wind tunnel 
measurements, e.g. in [1,3,5].  

In [1] and [2] both wind-driven and thermally 
induced air exchange were investigated. In these 
studies, a consistent trend to predict the interaction 
of the two mechanisms was not found. Three cases 
under mixed conditions applying local weather data 
were investigated in [6]. For a single-sided situation 
they found combined wind and thermally driven 
natural ventilation to produce ACH between 1 and 5 
h-1. The impact of the inner topology of buildings 
on the ACH was studied numerically and compared 
with measurements in [5]. Both simulation and 
experiment show that the internal geometry does 
not alter the overall air exchange rate, but is an 
important factor for the refreshing rate of inner 
regions. The aforementioned studies incorporated 
investigations in full scale for single-sided window 
configurations or for windows on opposite walls. 
The corresponding literature lacks information on 
configurations with openings in adjacent walls, and 
especially on the ventilation through tilted 
windows. 

The thermally driven air exchange with single-
sided tilted windows and other special constructions 
under real meteorological conditions was 
investigated in [7] at wind velocities below 1.5 m/s. 
The work [8] accounted for the influence of the 
window reveal, various rotary and tilting positions, 
as well as differences in temperature and in wind 
conditions. A modified model to describe thermally 
induced ventilation through bottom hung windows 
for single-sided ventilation was formulated in [9], 
accounting for embrasures and heating. A 
combination of interior embrasures and heaters 
reduce the air exchange potential by approximately 
40%. The aforementioned investigations considered 
only one ventilation opening. A general overview 
on natural ventilation and appropriate guidelines 
can be found in the study [10]. 

The present work investigates natural 
ventilation concepts for residential buildings with 
windows (either fully open or tilted) as the usual 
ventilation openings. The main driving force is the 
external wind-induced pressure, but thermal effects 
are also considered. The aim is to quantify flow 
fields responsible for the air exchange and to 
identify the magnitude of ACH in different rooms of 
the same storey. This work includes both, single-
sided ventilation and cross ventilation for open and 
tilted windows. The ventilation through tilted 
windows in adjacent walls is also studied. The main 
focus is directed to the 3rd and 8th floor exemplarily.  

Results without thermal effects are described in 
more detail in [11,12].  

2. BUILDING AND TERRAIN 
The building investigated has the dimensions of 

14 m × 21 m and a height of 30 m. Within the 
building, the storeys differ in the height above 
ground only. The representative storey has a floor 
plan comprising typical natural ventilation scenarios 
for rooms with open and tilted windows. Fig. 1 
shows the floor plan of the storey, including the 
notation, and details of the tilted window. Rooms R1 
and R5 have the same geometry. For special 
investigations of the situation with tilted windows, a 
sample single room model with the geometry of 
room R5 was developed. 

 

Figure 1. Floor plan of the sample storey, 
notation, geometry of a tilted window. 

In the present study we focus on areas with 
uniform vegetation and suburban development. 
Velocities are known at 10 m height from weather 
data: U(z = 10m) = U10. The present experiments 
cover the two wind velocities U10 = 2.8 m/s and 4.7 
m/s. 

3. EXPERIMENTAL SETUPS AND 
TECHNIQUES 

Three models in different scale were developed 
and investigated in two different wind tunnels to 
measure (1) the pressure distribution from the 
atmospheric boundary layer flow on the full 
building facade, (2) the ACH as derived from air 
velocities in open window cross sections and in 
door cross sections in case of tilted windows, (3) 
the air exchange rate with special account for tilted 
windows in the single room model, and (4) the 
influence of thermal buoyancy. 

3.1. The models 
A model of the complete building was 

established in 1:75 scale for pressure measurements 
in a boundary layer wind tunnel. One storey was 
equipped with pressure holes at appropriate 
locations on the closed surface and mounted 
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modularly at heights from the 2nd to the 10th floor. 
Figure 2 is a sketch of this model with the positions 
of the pressure measurements on the facade. 

 

Figure 2. Location of pressure taps. 
 
This small scale does not allow for velocity 

measurements in tiny openings. These measure-
ments were therefore carried out in a separate 
sample storey of 1:25 scale (Fig, 3, see also [11]) 
with the neighbouring storeys below and above as 
dummies. This configuration was implemented in 
an aerodynamic wind tunnel where the pressure 
distribution in different heights above ground was 
reproduced.  

 

Figure 3. Storey model (1:25) in the test section. 

Additionally, for consideration of the situation 
with tilted windows, a sample single room of again 
larger scale (1:10) representing the geometry of 
room R5 (Fig. 1) was used, likewise with dummy 
sections. 

3.2. Simulation of the atmospheric 
boundary layer 

The boundary layer wind tunnel at Graz 
University of Technology is Göttingen type with an 
8.6 m long closed working section. The nozzle exit 
cross section is 2.0 m × 1.0 m, and the max. wind 
speed about 32 m/s. A combination of a grid of rods 
with variable spacing at the nozzle exit, a trip 
hazard in the form of a saw tooth tread design, and 

Lego/Duplo blocks as surface roughness elements 
of various size and spacing on the floor upstream 
from the test section is used. More details are 
described in [11, 12]. 

The velocity profile U(z) in the atmospheric 
wind is described by either the log. law or the more 
commen power law in the form  

 

0( ) ( ) ln ( )U z U z zτ κ= ; g g( ) = ( )U z U z z α   (1a, b) 
 
where z is the height above ground and z0 is the 

aerodynamic roughness length. The subscript g 
refers to the geostrophic values. The velocity profile 
in the atmospheric boundary layer over suburban 
terrain is properly described with z0 = 0.15 m. In the 
power law, appropriate parameters are α = 0.22 and 
zg = 350 m. 

The simulated velocity profile exhibits very 
good agreement with the log. law between 3 m and 
40 m height in real dimensions, the level of 
turbulence shows the requested characterstics, and 
the shear stress is practically constant in the so-
called Prandtl layer (cf. [11, 12]). The adaptation of 
the logarithmic law by regression analysis leads to 
z0 = 0.137/0.126 m (upscaled to real dimensions) for 
U10 = 4.7/2.8 m/s. An appropriate analysis for the 
power law yields α = 0.226 in both cases which 
closely matches the desired value. 

3.3. Similarity considerations 
Reynolds number independence of the pressure 

distribution at sharp edged bodies is achieved if  
ReH = (uH⋅W)/ν ≥ 5⋅104, where uH denotes the 
velocity in building height and W the building width 
perpendicular to the oncoming flow [13].  

For the roughness Reynolds number it can be 
specified that ReR = (Uτ⋅z0)/ν ≥ 5. 

Both requirements are fulfilled in the present 
experiments.  

For buildings with a height H much smaller 
than the thickness of the atmospheric boundary 
layer the Jensen number Je = H /z0 must be equal in 
nature (Je = 200) and model. In both cases of U10 
the values of z0 deduced from the experimental data 
lead to good agreement. 

3.4. Pressure measurements 
The pressure distribution on the building 

surface due to the atmospheric boundary layer flow 
was measured with low differential pressure sensors 
of type LBAS100B (SensorTechnics) with a full 
range of ±100 Pa. The 17 pressure sensors were 
positioned in the centre of the closed rectangular 
window area of an exchangeable, sensor-equipped 
storey. The pressure difference on floors 2 to 10 of 
the building model (scale 1:75) against the ambient 
pressure of the undisturbed flow was measured for 
both reference velocities U10. A sketch of the 
configuration is depicted in Fig. 2 above. 
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3.5. Velocity measurements 
The low-speed aerodynamic wind tunnel at 

Graz University of Technology (Göttingen type) 
was used for measuring the air exchange in rooms. 
The standard nozzle cross section is 2.0 m × 1.46 m, 
permitting uniform wind speeds up to 41 m/s with a 
low turbulence intensity of around 0.13%.  

The pressure distribution at the closed surface, 
measured in the boundary layer wind tunnel, was 
closely reproduced by setting the inflow velocities 
U∞ to appropriate values. In particular, the 
conditions for the 3rd and 8th floor and both 
reference velocities U10 could be achieved with U∞ 
= 3.6, 3.8. 5.1, and 5.7 m/s.   

The velocity measurements were performed 
with transducer models 8455 and 8465 (TSI Inc.). 
The range was set from 0.125 to 10.0 m/s. The 
output signals were processed with appropriate 
DAQ components from National Instruments. 

 

Figure 4. Velocity sensors in the gaps of tilted 
windows in the single room model (cf. [11]) 

For fully open windows, the velocity sensors 
were positioned near the diagonal intersection of the 
rectangular window, but inside the room (9 mm 
from the inner wall). A similar preocedure was 
applied for measurements in the doors [see [11]). 
The effect of the sudden constriction on calculating 
the flow rate from point-wise velocity data was 
accounted for by a procedure described in [14]. 

Measurements in the open gaps of tilted 
windows were realized in the single room model 
(1:10), with velocity sensors as shown in Fig. 4. 

3.6. Tracer gas measurements 
For determining air change processes 

quantitatively, in particular the ACH, the tracer gas 
method is well established [15]. In the present 
experiments, the concentration-decay method was 
used. Carbon dioxide was injected into the model 
room exposed to the defined external flow field 
with all windows closed. After formation of a 
homogeneous mixture of the room air with the CO2, 
the windows were tilted pneumatically for a fixed 
time interval ∆t = t2 – t1. The tracer gas 

concentration was measured at both times t1 and t2. 
by passing the CO2/air mixture to an infrared Multi 
Gas Monitor Innova 1316-2 (LumaSense 
Technologies). This procedure was repeatedly 
carried out to obtain a time profile of the decaying 
CO2 concentration in the room air. Following [15], 
for constant density the ACH can be calculated 
directly from  

 
( )(1 ) ln ( ) ( )ACH t C t C t t= ∆ ⋅ ∆ ∆ + ∆  (2) 

 
where ∆C(t) = Ci(t) – Co and the subscripts 

denote the internal and external environment. 

3.7. Thermal effects 
A difference in density between the external 

and internal air of a building due to temperature 
differences causes thermal buoyancy which may be 
an additional driving force. In order to account for 
this influence flexible heating foils (acting as a floor 
heating system) were installed in the single room 
model. To set a constant temperature inside the 
model, a thyristor TE10 A (Eurotherm) was used as 
a power controller. The current Ieff and voltage Eeff 
were measured by appropriate transducers 
(Eurotherm, Series E1). 

 

Figure 5. Positions of thermocouples and heating 
foils inside the single room model 

To measure the temperatures within the single 
room, 6 thermocouples of type K (Eurotherm) were 
positioned vertically centred as given in Fig. 5. The 
temperatures were recorded using the Foxboro 2500 
Controller (Eurotherm) and controlled by a PID 
controller of the software package LabView 
(National Instruments). 

The desired room temperature is calculated as 
the arithmetic mean of the temperatures T1 to T6. To 
quantify the heat losses caused by the heat transfer 
through the walls, the mean heat flux q of each wall 
was measured using heat flux sensors of type 
FQA018CSI (Almemo).  

4. NUMERICAL SIMULATIONS 
The first phase of the present work was done in 

the framework of a funded project. During this 
phase CFD simulations were performed by the 
Austrian Institute of Technology (AIT). Some cases 
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of experiments (1:25 scale) with fully opened 
windows and cross ventilation of rooms R3a and R3b 
(Fig. 1) with tilted windows were considered for 
comparison. In a further step the numerical domain 
was upscaled to real dimensions. Details and results 
are described in [11]. 

The 1:10 model with tilted windows was 
simulated in the present study to provide details of 
the complex flow structure inside the room.  

The wind tunnel test section was mapped into 
the computational domain with overall dimensions 
of 4×3×1,76m in streamwise, spanwise, and vertical 
directions. A tetrahedral mesh was used to cover 
walls and the complex geometry around the window 
openings, while tetrahedral elements were applied 
in regions of free stream flow in order to reduce the 
cell number without affecting the accuracy. The 
overall mesh consisted of around 3⋅106 cells with 
cell sizes ranging from 10 mm (minimum) upwards.  

Boundary conditions are defined to match the 
wind tunnel environment. The upstream (inlet) 
section is two-part, a solid wall representing the 
duct and the nozzle exit (2×1.46m) defined as a 
velocity inlet. The lower boundary represents the 
test section floor and is defined as a solid wall. All 
other boundaries are defined as pressure outlet with 
the atmospheric pressure prescribed. 

ANSYS Fluent was applied for the simulations 
applying the steady RANS approach and the 
realizable k-ε turbulence model. The inflow 
velocity was set to the experimental conditions with 
a turbulence intensity of 0.13% and a turbulence 
viscosity ratio of 10.  

In order to investigate possible drawbacks of 
the relatively coarse grid and the applied model, the 
computations were repeated on a finer mesh with 
~8.6⋅106 cells (2 windows) and ~14⋅106 cells (all 
windows), where the most critical configurations 
were considered using both RANS and LES.  

5. RESULTS 

5.1. The scaling law 
The conversion between the ACH in real 

dimensions and in a scaled model is determined by 
a scaling factor m. If the subscripts m and r denote 
model and real, respectively, the air exchange rate 
in the different scales is given as 

 

m m m r r r
m r

R,m R,m R,r R,m

;   
V U A V U AACH ACH

V V V V
= = = =
 

 (3a, b) 

 
Using a scale of 1:m and for equal velocities in 

real and model scale, Um = Ur, leads to 
 

m r r m R,m (1 ) ( )ACH ACH m ACH m V V= ⇒ = ⋅     (4) 
 

The length scale m enters into the window area  

A and the corresponding volumetric flow rate to the 
2nd power but to the 3rd power into the room volume 
VR. This fact was closely confirmed by the 
corresponding numerical simulations of AIT 
mentioned in section 4 (see also [11]). 

5.2. Pressure distribution 
To validate the pressure measurements, force 

coefficients were calculated and compared with 
data from the literature. The pressure distribution 
measured at the positions shown in Fig. 2 was fitted 
by a multidimensional function. The mean force 
coefficients result from integration of the fitting 
function over the building surfaces and subtracting 
the results for the windward and leeward side 
according to the directions. The notation is sketched 
in Fig. 6. It follows exemplarily for the x-direction: 

 

( )
,2

H , , 2
H

 =     
2 / 2

D x
D P fitted D x

A

F
F U c dA c

U WH
ρ

ρ
⇒ =∫   (5) 

 

Figure 6. Definition of angles and forces 

Following [16] the reference dynamic pressure 
is calculated with a velocity Ua averaged over the 
building height rather than with the velocity UH in 
building height. Applying the power law (Eq. (1b)), 
the conversion factor is given by UH / Ua = (1+α) 
which is independent of the building height. 

 

Figure 7. Force coefficients in x-direction. 
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The force coefficients derived in the present 
work were compared with data from [16, 17] in Fig. 
7. Only the x-direction is given here for brevity. The 
data of [16] are specified with deviation bars to 
highlight the wide scattering resulting from 
different boundary layer profiles and geometrical 
differences. 

Fig. 7 shows good agreement of the present 
data in the given range of experimental scatter, 
indicating realistic pressure measurements. 

5.3. ACH for tilted windows in the single 
room model, wind driven 

The results for the ACH obtained with different 
methods are compared in this section. ACH data are 
upscaled to real dimensions using Eq. (4). The wind 
directions and the notation of windows are sketched 
in Fig. 8. 

 

Figure 8. Wind direction, notation of windows 

5.3.1. Comparison of methods 
Figure 9 compares the ACH for two opening 

configurations resulting from the different methods 
exemplarily for a velocity U∞ = 3.6 m/s 
corresponding to the 3rd floor and U10 = 2.8 m/s. 

For cross ventilation with all windows tilted, 
the sensor readings yield larger ACH values than 
the tracer gas results. Major discrepancies can be 
observed for angles α ≤ 0° which may be ascribed 
to the very large separation regions near the 
downstream wall. In contrast, for single-sided 
ventilation, the sensor readings yield lower values 
and much smaller discrepancies occurred. 

 

 

Figure 9. ACH with different methods, two 
opening configurations 

Velocity measurements at only 3 locations in a 
tilted window may provide a plausible estimate of 
the ACH. The accuracy of the representation of the 
ACH, as an integral property of the flow, by local 
velocities depends strongly on the place of the 
measurements. In comparison to that, the tracer gas 
method seems more accurate. The computation of 
flow fields including vortex shedding with a steady 
state RANS approach and the k-ε model yielded an 
overprediction of the turbulent viscosity and a 
decrease of turbulence in critical regions (wakes). 
This implied higher flow rates through critical cross 
sections and an overprediction of the ACH 
(especially for α ≤ 0° and all windows tilted). 

5.3.2. Influence of wind velocity and direc-
tion on ACH 

The influence of the wind velocity is depicted 
in Fig. 10 based on tracer gas measurements only. It 
is evident that the ACH increases with the wind 
velocity for all incidence angles and all tilting 
scenarios, which corresponds to the expectation. 

With all windows tilted, the largest ACH are 
achieved at angles α = 0°/ 90° because of the flow 
frontally impinging two openings. The values are 
nearly equal because of geometrical similarity.  

In case of single-sided ventilation, clearly lower 
values are achieved, with the maximum at α = 40°. 
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Figure 10. Influence of wind velocity on ACH.  

In order to find a dependence of the ACH on the 
flow velocity U∞ and the incidence angle α the air 
change rate was modelled according to 

 
( ) 2

1 2 1 2

: :

( , ) cos (2 )
A B

ACH U a a U b b Uα α∞ ∞ ∞

= =

= + + +
((

((

   (6) 

 
where A and B are the fitting parameters. The 

excellent fit can be recognized from Fig. 11 for 
cross ventilation with windows W1 and W4 tilted. 

 

Figure 11. Measured and modelled ACH 

To depict the influence of the wind velocity on 
the air exchange, the results from the tracer gas 
measurements are exemplarily plotted in Fig. 12 for 
cross ventilation.  

It can be recognized that the air exchange rate 
and, hence, the volumetric air flow rate for angles 
between 0° and 90° are proportional to the wind 
velocity. These results are consistent with those of 
[8, 9], among others. For the depicted scenario of 
cross ventilation, the proportionalities result in 
parallel curves for the 0° / 90° and 20° / 80°. For 
angles 40° / 60° the data show a wider scattering 
and a lower ACH than for the other angles. 

The reason may be that the flow is directed 
along the walls with windows and no distinct 

stagnation region is formed. Comparable results are 
obtained for cross ventilation with only W1 and W4 
tilted, while single-sided ventilation with W1 and W2 
tilted exhibits a different behaviour.  

 

Figure 12. Dependence of ACH on velocity 

The fitting parameters A and B in Eq. (6) 
exhibit a linear proportionality to the wind velocity 
but different for different opening scenarios. This 
may be explained by the constant total pressure 
along a streamline from the undisturbed flow to a 
point of the room model and applying Bernoulli’s 
equation (see [12]). 

5.4. Thermal influence on ACH 
For all air velocities studied, the ACH increases 

with the temperature difference ∆T. We show the 
data for cross ventilation at 3.6 m/s. Fig. 13 shows 
that ACH increases by up to 20% due to ∆T=8K. 
The wind and thermal influences are not 
superimposed linearly. The temperature difference 
enhances the air exchange mainly for angles α ≤ 
20°. The difference between the effects of the two 
different ∆T is not significant. The effect of ∆T on 
ACH decreases with increasing wind velocity.  

For single-sided ventilation, the thermal effects 
on ACH are minor for all cases studied here. 

 

Figure 13. ACH with thermal influence 
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For pure thermally driven air exchange it is 
well known that the ACH is proportional to the 
square root of ∆T [7, 8]. In the present study it was 
found that, for inducing an ACH, ∆T must exceed a 
critical value, so that we have a dependency of the 
form ACH = thA ( critT T∆ −∆ )1/2. 

The data for all three tilting scenarios yielded 
critical temperature differences in the range 1.5°≤ 
∆Tcrit ≤ 1.64°. A complete derivation is given in 
[12]. 

6. SUMMARY  
Natural ventilation through tilted windows in 

residential buildings is investigated by model 
experiments with different methods and numerical 
simulations.  

In general, the agreement between different 
experimental results is satisfactory. The numerical 
data represent qualitatively the ACH experimentally 
measured. The steady RANS approach with the k-ε 
turbulence model tended to overestimate the ACH, 
even with the refined grid.  

The influence of wind direction and velocity on 
the ACH was described by a model equation. For a 
given tilting scenario and wind direction, the ACH 
was found to increase linearly with the wind 
velocity. 

In case of purely thermal effects, a critical 
temperature difference for the onset of convection 
was found. The combined effects of wind and 
temperature differences were quantified.   
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ABSTRACT  
Tidal stream is greatly attractive as an 

extremely reliable, predictable and continuous 
renewable energy resource. The performance of the 
power unit plays an important role in converting 
tidal stream to electric power. First of all, this paper 
presents a counter-rotating type horizontal-axis 
propellers, which is installed in a tidal stream power 
unit equipped with a peculiar generator composed 
of double rotational armatures, designed based on 
the traditional blade element momentum theory 
(BEMT). Subsequently, the Computational Fluid 
Dynamics (CFD) tool was employed to verify the 
performance of the designed counter-rotating type 
horizontal-axis tidal stream power unit, and then the 
propeller profiles were optimized numerically by 
CFD analysis. The numerical results indicate that 
the hydraulic efficiency of the propellers is greatly 
improved after optimization. The experimental 
research also provides an evidence of validation of 
the improvement of the proposed counter-rotating 
type horizontal-axis propellers. 

Keywords: BEMT, CFD, counter-rotating type 
horizontal-axis propellers, tidal stream 

NOMENCLATURE  
A [m2]    propeller area 
Cp [-]    power coefficient 
d            [m]            propeller diameter 
R            [m]            blade tip radius 
T            [Nm]        torque 
Vin              [m/s]          inlet speed 
Z            [-]              blade number 
λ [-]     tip speed ratio 
ρ [kg/m3]     fluid density 
ω [rad/s]     rotating speed 

β [°]     blade pitch angle 
 
Subscripts and Superscripts 
 
F front propeller 
R rear propeller 
T tandem propellers 
 
Abbreviation 
 
BEMT       blade element momentum theory 
CFD          Computational Fluid Dynamics 
EMEC       European Marine Energy Centre 
HATST      horizontal-axis tidal stream turbine 
MCT          Marine Current Turbines 
TSR            tip speed ratio 

1. INTRODUCTION  
With the rapid growth of oil and gas 

consumption, there is greatly increasing interest and 
investigation on the renewable energy in the past 
decade. Ocean energy as a kind of endless energy 
resource shows great potential to be harnessed in 
different ways. The forms of ocean energy can be 
categorized into tidal, wave, current, thermal 
gradient and salinity gradient [1]. One such major 
form of this sustainable energy is the tidal stream 
energy, which converts the kinetic energy to electric 
power. The horizontal-axis tidal stream turbine 
(HATST) has been proposed as a cost-effective 
turbine to harness energy from the ocean [2]. 

Over the past decade, both of model test in 
laboratory and prototype test at offshore sites have 
been carried out. Bahaj et al. [3-5] performed a 
series of experimental investigations on the 
hydrodynamic performance and cavitation 
performance of an 800mm diameter model tidal 
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turbine in a cavitation tunnel and a towing tank. 
Their research results provided useful information 
for the hydrodynamic design of marine current 
turbine and detailed data for the validation of 
numerical models. Wang [6] presented an 
experimental investigation on the cavitation, noise, 
and slipstream characteristics of an ocean tidal 
stream turbine. On the other hand, Marine Current 
Turbines (MCT) Ltd [7] installed a two-bladed 
turbine capable of generating 300kW off the Devon 
coast near Lynmouth in May 2003, which is the 
world’s first tidal current turbine in open sea 
conditions although not grid-connected. And by 
2008 they had a 1.2 MW turbine, SeaGen, in 
Strangford Lough, Northern Ireland which was able 
to feed electricity into the National Grid. The 
European Marine Energy Centre (EMEC) Ltd 
established in Orkney 2003, is the first and only 
centre of its kind in the world to provide developers 
of both wave and tidal energy converters, who has 
finished a lot of tidal turbine tests in its tidal test site: 
OpenHydro’s 250kW open centred turbine in 2006, 
Tidal Generation Ltd’s (TGL, now Alstom) 500kW 
turbine in 2010, Atlantis Resource Corporation’s 
1MW horizontal axis turbine AR1000 in 2011, 
ANDRITZ HYDRO Hammerfest’s 1MW pre-
commercial tidal turbine in 2012, Voith’s 1MW 
horizontal axis turbine HyTide 1000 in 2013, and so 
on [8]. 

Due to the high cost and long period of 
experimental tests, the Computational Fluid 
Dynamics (CFD) as an alternative to field 
measurements has been widely used in the design 
and optimization of tidal turbines. Macleod et al. [9] 
provide one of the earliest such studies for a TST, 
using a k-ε model to model a farm of tidal turbines 
using an actuator disk approach. Sun [10], Harrison 
[11] and Batten [12] also applied the actuator disk 
to simulate the wake characteristics of horizontal 
axis tidal turbines. O’Doherty [13] investigated the 
effects of five different RANS turbulence models 
on the predicted performance of a model horizontal-
axis tidal turbine using resolved blade geometry. 
Fan [14], Mcsherry [15] and Afgan [16] utilized the 
resolved blade model to validate the performance of 
a 3-bladed horizontal axis tidal stream turbine 
designed by Bahaj et al. Malki [17] developed a 
blade element momentum-computational fluid 
dynamics (BEM-CFD) model for the prediction of 
tidal stream turbine performance, and also validate 
this model with the experimental tow-tank results 
published by Bahaj et al. 

The current study first presents a counter-
rotating type horizontal-axis propellers, which is 
installed in a tidal stream power unit equipped with 
a peculiar generator composed of double rotational 
armatures, designed based on the traditional blade 
element momentum theory. On this basis, the blade 
profiles were optimized through the results of CFD 
analysis. 

2. DESIGN OF COUNTER-ROTATING 
TYPE HATST  

In this study, a model counter-rotating type 
tidal stream power unit with the diameter of 500 
mm was designed based on the blade element 
momentum theory (BEMT) as a trade-off between 
maximizing the Reynolds number and not incurring 
excessive tunnel blockage correction. The optimal 
hydrofoil named KIT001 developed from MEL002 
with higher lift-drag ratio as shown in Figure1 was 
selected as the blade elements for both of the front 
and rear blades. The original blade profiles of the 
model counter-rotating type HATST designed by 
BEMT are illustrated in Figure 2. The diameter of 
the front rotor is dF = 500mm and the rear rotor is 
dR = 420 mm, namely the diameter ratio [=dR/dF] is 
0.84. The number of blades for upstream rotor and 
downstream rotor is ZF = 3 and ZR = 5, respectively. 
The axial distance between the front and the rear 
rotors is set to 80mm, and the diameter of the hub is 
set to 90 mm.  

 

Figure 1. MEL002 hydrofoil and KIT001 
hydrofoil 

 

(a) Front blade 
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(b) Rear blade 

Figure 2. Original blade profiles of the model 
counter-rotating type HATST 

3. CFD MODEL 
In order to obtain the performance of the 

designed counter-rotating type HATST, the k-ω 
SST (shear stress transport) model in ANSYS CFX 
14.0 was used for all calculations in this paper. 

The computational domain consists of three 
parts: the front rotor, the rear rotor and the stator. 
The length of the stator domain was set to 10dF, in 
which 3dF and 7dF for upstream and downstream of 
the front blade respectively. The width and depth 
are 1500mm and 1000mm, respectively. The unit 
was placed centrally in the domain and the mooring 
wire or pillar was neglected in calculation. The 
diameters of the front and rear rotor domains were 
both set to 1.1dF.  

A block structured hexahedral grid method in 
ICEM CFD was employed to generate mesh for all 
the computational domains. A C-mesh was applied 
around the blades since it fits well for the hydrofoil 
shape of the blades. The front rotor block and rear 
rotor block were built in a 120°segment and 
72°segment which both include only one blade as in 
Figure 3. The refined grids were concentrated in 
regions of importance such as around the blades and 
towards and away from the tip. Table 1 presents the 
mesh statistics of every computational domain. 

 

 

(a) Front rotor 

 

(b) Rear rotor 

 

(c) Stator 

Figure 3. Blocking strategy and mesh 
distributions of the computational domains 

 

Table 1. Mesh statistics of the computational 
domains 

Domain Front 
rotor 

Rear 
rotor Stator 

Number of 
elements 605870 792133 613320 

Number of nodes 632418 821242 630652 
Number of blocks 91 90 175 

 
The k-ω SST model in ANSYS CFX was used 

in the current study to solve the incompressible 
Reynolds-average Navier-Stokes equations. The 
normal velocity and averaged static pressure 
boundary conditions were prescribed at the inlet and 
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outlet of computational domains, respectively. The 
no-slip and smooth walls were imposed on solid 
surfaces. To simplify the simulations and reduce 
computational cost, only single front blade and 
single rear blade were calculated assuming 
rotational periodic interface between the adjacent 
blades. The stage method which performs a 
circumferential averaging of the fluxes through the 
bands on the interface was used for the connection 
between each computational domain. The 
convergence criterion was set as the maximum 
values of the residuals reaching 10-4. 

In the counter-rotating type HATST, the radius 
of the front propeller was selected as reference 
variable, so the tip speed ratios and power 
coefficients were defined as follows: 
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F
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4. RESULTS AND DISCUSSIONS 
The comparison of power coefficients of the 

original propellers between CFD results obtained 
from CFD model described previously and 
experimental data obtained in a water tunnel for a 
range of TSRs are shown in figure 4. It can be seen 
that the trend of power coefficients shows good 
agreement between CFD results and experimental 
data. However, the experimental values is a little 
different from the predicted CFD, which can be 
attributed to the shallow tip-immersion in 
experimental test due to structural constraints. 

 

Figure 4. The comparison of power coefficients 
of the original propellers between CFD results 
and experimental data 

In order to improve the performance of the 
original propellers, especially the rear propeller as 
its torque is much lower than that of the front 
propeller in some range of TSRs, the new blade 
profiles of the model counter-rotating type HATST 
were shown in figure 5. The diameter ratio [=dR/dF] 
of the new blade profiles was increased to 0.9, and 
the blade thickness near the hub region was also 
increased to improve strength. 

 

 

(a) Front blade 

 

 

(b) Rear blade 
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Figure 5. New blade profiles of the model 
counter-rotating type HATST 

Figure 5 compares both of the CFD results and 
experimental data between the original and new 
blade profiles. It is clear that the power coefficients 
of the new propellers have been greatly increased as 
compared with the original propellers. At the same 
time, the TRS of the best efficiency point is shifted 
to the low value, which would account for 
suppression in cavitation occurrence. Thus it can be 
seen that  the new propellers have increased both of 
the efficiency and cavitation performance. 

 

 
Figure 6. The comparison of power coefficients 
between the original and new blade profiles 

5. CONCLUSIONS 
A model counter-rotating type tidal stream 

power unit with the diameter of 500 mm has been 
designed based on the BEMT in order to exploit 
renewable energies form tidal currents. A block 
structured hexahedral grid and the k-ω SST model 
in ANSYS CFX 14.0 were employed to predict the 
hydrodynamic performance of the tidal turbine. 
Tests in a water tunnel were also carried out to 
validate the CFD results and optimization results.  

The experimental data are consistent in the 
trend and a little lower in the value as compared 
with the CFD results, due to the proximity of the 
free surface in experimental tests. After numerical 
optimization, both of the efficiency and cavitation 
performance have been increased obviously. 
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ABSTRACT  

In this paper, the interaction of an Nd-YAG 

nanosecond laser pulse with a tungsten and boron 

target and plasma induced during ablation are 

studied theoretically. Tungsten and boron were 

chosen due to the significant differences in their 

chemical and physical properties. Both materials are 

of great practical importance. The model consists of 

equations of conservation of mass, momentum and 

energy, and is solved with use of the commercially 

available Ansys Fluent software. The calculations 

show the fundamental differences in ablation of 

both species. In the case of tungsten, the material 

evaporation is controlled by the plasma formation, 

and consequently, the absorption coefficient. The 

dense plasma plume can block laser radiation and 

limit energy transfer from the laser beam to the 

material. In the case of boron, explosive ablation is 

observed. The calculations also show sharp increase 

of the plume pressure after plasma formation and a 

resulting significant increase of the velocity of the 

plasma plume. The plume velocity obtained from 

the model is close to that observed in the 

experiment carried out in similar conditions. 

Moreover, the effect of laser wavelength on the 

quality of the deposited boron and tungsten films is 

discussed on the base of ablation model. 

Keywords: ablation mechanism, boron, critical 

temperature, plasma velocity, pulsed laser 

deposition, tungsten   

NOMENCLATURE  

a [m
2
/s] thermal diffusivity 

 [1/m] target absorption coefficient 

C  [-] numerical factor results from  

  normalization 

cp [J kg
-1

K
-1

] heat capacity  

F  [J/m
2
] laser fluence 

IL  [W/m
2
] laser intensity 

I0  [W/m
2
] peak intensity 

k [W/m K] thermal conductivity 

κ  [1/m] plasma absorption coefficient  

Lv  [J/kg] latent heat of vaporization 

λ  [m] laser wavelength 

�⃗�   [-]          unit vector perpendicular to the   

                surface 

p [Pa] pressure 

R  [-]  reflectivity 

 r  [m]   radial coordinate 

  [kg/m
3
] mass density 

s1 [m] Gauss parameter (0.098×10
-3

) 

s2 [s] Gauss parameter (6.0056×10
-9

)  

T  [K] temperature 

t [s] time 

t0  [s] time offset of the beam maximum 

τ [s] laser pulse duration  

�⃗�  [m/s] recession velocity 

v [m/s] velocity 

z [m]  axial coordinate  

 

Subscripts and Superscripts 

c  critical 

L  laser 

v  vapour 

s  surface 

T  target 

1. INTRODUCTION  

In recent years, growing interest in ultra-

incompressible and super-hard materials has been 

observed. Tungsten triboride WB3 is one of the 

most promising inexpensive candidates for ultra-

incompressible, super-hard materials [1-2]. Even in 

the form of thin films, it has super-hard properties 

[3] and in the future may be an alternative to other 

hard coatings, such as diamond-like DLC or cubic 

boron nitride (c-BN). One of the most promising 

methods of obtaining WB3 films is pulsed laser 

deposition (PLD), because it highly suits deposition 

of hardly meltable metals, such as tungsten [4].  

Pulsed laser deposition is a technique where a 

pulsed laser beam is focused inside a vacuum 
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chamber to strike a target of the material that is to 

be deposited. This material is ablated from the 

target, forms a plasma plume and subsequently 

deposits as a thin film on a substrate. Deposited 

films may have a thickness from several nanometres 

to several micrometres. The deposition of high-

quality films requires knowledge of the first step of 

the pulsed laser deposition process, which is laser 

ablation. The course of target ablation affects 

plasma plume composition, e.g. vapour to 

nanoparticle and microparticle ratio. 

Besides the deposition of functional films 

containing boron [3, 5] or tungsten [4], the laser 

ablation phenomenon is used in applications such as 

micromachining [6], cleaning [7], and fabrication of 

microstructures and nanostructures [8]. Tungsten is 

one of a few possible materials for in-vessel 

components in forward-looking thermonuclear 

reactors. Therefore, any investigation of its 

properties and behaviour is important, and in 

particular the characterisation of its evaporation 

processes from the inner wall of a tokamak is 

needed [9]. Despite numerous applications, the 

physics of the laser ablation process is not yet 

thoroughly understood. The physics of the laser 

ablation process depends not only on the properties 

of the material, but also laser parameters such as 

pulse duration, frequency [6], fluence [10] and 

wavelength [11]. 

The simple mechanism of ablation consists 

of three stages. During the interaction of the laser 

beam with a material, the target is heated to a 

temperature exceeding its boiling point and 

sometimes also its critical temperature. In the 

second stage, material evaporated from the target 

forms a thin layer of dense plume, consisting of 

electrons, ions and neutrals. This plasma plume 

absorbs energy from the laser beam (by means of 

photoionization and inverse Bremsstrahlung) and its 

temperature and pressure grow. The resulting 

pressure gradient accelerates the plume to high 

velocity perpendicular to the target.  At the next 

time steps, the laser pulse terminates and the plasma 

plume expands adiabatically [12, 13]. This ablation 

pattern can be used up to some limit of fluence in 

which there is no phase explosion yet [10, 13]. It is 

assumed that the explosive boiling begins when the 

temperature exceeds 0.9 of the critical temperature 

[13]. This type of ablation results in the appearance 

of nanoparticles and microparticles in the plasma 

plume.  

Therefore, detailed knowledge on laser-

induced flow dynamics of plasma and 

understanding of the mechanisms of ablation is 

necessary for optimizing technological processes 

and promoting powerful lasers with nanosecond 

pulse durations for cost-effective use in industries. 

In this paper, the theoretical modelling of 

the target heating and plasma formation during 

interaction with nanosecond laser pulse is 

presented. The set of equations consists of the 

equations of mass, momentum and energy 

conservation, and are solved with the use of Ansys 

Fluent software. The main goal of the study is a 

comparative analysis of the phase transition in the 

surface layer of a boron and tungsten target induced 

by nanosecond laser radiation at the wavelengths of 

1064 nm and 355 nm with an intensity of 10
9
 W/cm

2
 

in vacuum. The comparison of the properties of 

tungsten plasmas for both laser wavelengths is 

presented.  The simple experimental validation of 

theoretical model is shown.    

2. THEORETICAL MODEL 

The theoretical model that describes the target 

heating, formation of the plasma and its expansion, 

was presented in [14, 15]. The main goal of the 

present research is a comparative analysis of 

ablation mechanism of a boron and tungsten target 

and the impact of this phenomenon on the 

properties of the plasma for different laser 

wavelengths.  Calculations were made for two 

wavelengths of an Nd:YAG laser – 355 nm and 

1064 nm. The laser beam with a Gaussian profile 

(10 ns FWHM) was focused to a spot size of 0.055 

mm
2
 with a fluence of 10 J/cm

2
. It was assumed that 

the boron or tungsten plume expands to ambient air 

at a pressure of 10
-3

 Pa. In the case of a nanosecond 

laser, the ablation is thermal; hence, the initial 

conditions for plume expansion were taken from the 

theory of the rapid surface vaporization [16]. 

Therefore, it was assumed the vapour velocity at the 

end of the Knudsen layer is sonic and the other 

parameters are Tv ~ 0.67 Ts, pv ~ 0.21 ps, v ~ 0.31s 

[16]. In the area with ambient pressure 10
-3

 Pa, the 

Knudsen number is greater than the threshold value 

(0.1). However, this is the less important area for 

calculations of the ablation process. At the place 

where the laser beam interacts with the target, the 

pressure suddenly grows and continuum regime is 

fulfilled.  As the laser ablation plume expands into a 

low-pressure background gas, eventually the 

density becomes so low that the flow is no longer in 

a continuum regime. Based on model results, during 

the first 100 ns the Knudsen number is below 0.1. It 

is a commonly accepted limiting value above which 

the mean free path is too long to justify a fluid 

approximation. 

The intensity of laser beam reaching the target 

surface IL was used in the form that fits the shape of 

the laser pulse used in our experiments.  

 

  


















































 


dz

s

r

s

ttCF
rtIL





exp

expexp),(

2

1

2

2

0

 

 

(1) 

CMFF15-027 79



 The first part of the equation (1) describes 

temporal evolution of the laser intensity, the second 

energy distribution in the laser beam and the last 

exponential component takes into account the 

attenuation of the laser beam on its way to the point 

(r, z) in plasma.  

The laser radiation reflected from the surface of 

target R was included. Due to reflectance, the 

source component in energy equation is  RI L 1  

in the case of plasma, and     TL dzRI  exp1  for 

the target. The exponential component takes into 

account the attenuation of the laser beam on its way 

to the point (r, zT) of target. 

The presented ablation model consists of two 

parts. The first part, which is settled with 

conduction equation [14, 17], was responsible for 

the determination of the temperature distribution 

and mass removal in the target. In the second part, 

the Eulerian system of equations of continuity and 

the diffusion equation [14, 17] were solved for 

plasma. 

The system of equations was solved iteratively. 

The target temperature was calculated and then the 

stream of ablated particles was determined at the 

end of the Knudsen layer. These conditions were 

taken as inlet conditions for plume expansion. Next, 

the absorption of the laser radiation in developing 

the plasma plume was determined and the target 

temperature was recalculated according to actual 

laser intensity at the target surface. The new target 

temperature was used to determine the conditions at 

the end of the Knudsen layer, which were 

subsequently used as inlet conditions for plume 

expansion. The other boundary conditions for 

plasma system of equations were as follows. The 

stream of boron or tungsten vapour was directed 

perpendicularly to the target surface. At the wall the 

no-slip boundary and a fixed temperature condition 

were applied. At the outflow boundary the pressure 

outlet boundary conditions [17] were used, which 

required the specification of a static pressure at the 

outlet boundary. This static pressure value is 

relative to the operating pressure. The axis 

boundary conditions were used at the centerline of 

the axis-symmetric geometry [17].  

The boundary condition at the place where the 

laser beam strikes the surface of the target is 

 

v
s Ltu

n

T
k )(


 




      (2) 

where u


 is the recession velocity given by the 

Hertz-Knudsen equation [10, 14]. Energy losses due 

to thermal radiation from the surface are small 

compared to other terms and were neglected. At 

other boundaries T = 300 K was assumed.  

All the material functions were described in 

[15] and depend on the temperature in the target and 

pressure and mass fraction in plasma.  

For the plasma, the calculation domain was 

r = 0.01 m and z = 0.025 m with nonuniform grid 

with 60 × 200 nodes. The smallest computational 

cells had dimensions of 50 × 0.1 μm at the vapour 

inlet. In the case of the target, the calculation 

domain was r = 0.005 m and z = 2×10
-6

 m with 130 

× 500 nodes, respectively. While the smallest 

computational cells had dimensions of 12 × 0.004 

μm at the target surface. The cell dimensions were 

fit to appearing gradients after preliminary 

calculations. Next, it was checked that further 

decreasing of cell dimensions did not change the 

results. The time step was adjusted to the smallest 

cells. Both cases were time-dependent and were 

solved in axisymmetric geometry. In the case of the 

plasma, the system of equations was solved by 

density based (coupled) solver [17] with second 

order spatial discretization for flow. The default 

settings [17] were applied for the target.   

3. EXPERIMENTAL SETUP 

Irradiation of a tungsten and boron target was 

performed using an Nd:YAG laser (Quantel, 981 E) 

in a chamber evacuated to a residual pressure of 

1×10
-5

 Pa. All ablation parameters were the same as 

in the theoretical model. Both harmonics were 

polarized horizontally. The spatial and time profiles 

of the laser beam were Gaussian. The laser spot 

diameter defined by I0/e
2
 was determined by 

registration of the spot size by ICCD camera after 

attenuation of the laser beam and was 310 µm in the 

case of 1064 nm and 260 µm in the case of 355 nm 

wavelength. The incident angle of the laser beam 

was close to the surface normal. The high-quality 

targets - boron from Kurt J. Lesker (2.35 g/cm
3
 

mass density, 99.5% purity) and tungsten from Kurt 

J. Lesker (19.35 g/cm
3
, 99.95% purity) were used. 

Boron and tungsten thin films were deposited on a 

silicon (100) polished substrate (Spi Supplies) with 

ambient temperature. During deposition, the target 

was rotated to avoid crater formation. The 

deposition time was 30 minutes (18000 pulses) for 

each experiment. The laser deposited film surface 

was subject to inspection under a Scanning Electron 

Microscope: JEOL, JSM-6010PLUS/LV 

InTouchScope™. The images of the plasma plume 

were registered with the use of an ICCD camera. 

The plasma was imaged on the camera using a 180 

cm focal length camera lens. The image intensifier 

was gated for an exposure time of 5 ns, while the 

delay time between the laser pulse and the pulse 

triggering the image intensifier was gradually 

changed. 

4. RESULTS AND DISCUSSION 

4.1. Mechanisms of Ablation  

During the interaction of the laser beam with a 

material, the target is heated to a temperature 
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exceeding its boiling point and sometimes its 

critical temperature [10, 13]. Assuming a constant 

fluence, the different mechanisms of ablation can 

occur depending on the critical temperature. In the 

case where the target temperature is lower than 0.9 

Tc mainly evaporation occurs. Explosive boiling 

begins above this limit. This phenomenon results in 

nanoparticles and microparticles with target 

composition present in the plasma plume, besides 

the expected electrons, ions and neutrals. Both 

models can be observed during the ablation of 

tungsten and boron, depending on the laser fluence. 

Due to the high critical temperature (14778 K [18]) 

and high absorption coefficients 4.4×10
7
 and 

8.9×10
7
 1/m [19] respectively, for  1064 nm and 355 

nm laser wavelengths tungsten is a material for 

which evaporation takes place primarily for the 

laser intensity below 6×10
10

 W/cm
2
 [20]. Figure 1 

shows evolution of surface temperature at beam 

centre r = 0 for laser wavelengths 1064 nm and 355 

nm for tungsten and boron at the laser fluence 10 

J/cm
2
. For  

 

 
 

Figure 1. Target surface temperature Ts and 

laser intensity IL during first 40 ns (r = 0). a) 

tungsten target, b) boron target. Broken line 

denotes case without plasma absorption. 

 

tungsten and the first harmonic of an Nd-YAG 

laser, the maximum surface temperature is 11700 K 

and for the third 13700 K (Fig. 1a). In both cases, 

the maximum surface temperature is reached in 16 

ns. At the next time steps the temperature suddenly 

decreases due to absorption of the laser beam in the 

plasma.  

The laser ablation mechanism is different in the 

case of boron. For both laser harmonic the 

maximum temperatures exceed the critical 

temperature (Fig. 1b), which is about 10000 K [18]. 

In this case, the explosive boiling occurs, which 

results in a film on which there are different sized 

irregularly shaped contaminants (Fig. 2a, 2b).  

  
 

  
 

Figure 2. SEM micrograph (×1000) of deposited 

films: a) boron 355 nm, b) boron 1064 nm c) 

tungsten 1064 nm, d) tungsten 355 nm. F = 10 

J/cm2. 

The number and size of debris depends 

mainly on the optical properties of boron. In the 

case of λ = 1064 nm, the absorption coefficient is 

1.3×10
6
 m

-1
 [21] and is 23 times lower than for 355 

nm. The low absorption coefficient results in a 

much thicker layer of heated material and the 

critical temperature is exceeded much further (Fig. 

3).  

 

 
 

Figure 3. Target temperature T and laser 

intensity IL along target axis at the time moments 

when the surface temperature reaches its 

maximum value.  

 

The result is an increase in the amount of 

larger fragments of the target in the deposited film. 

The maximum temperature for 1064 nm is obtained 

a) 
a) 

b) 

b) 

c) d) 
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only in 22 ns. Due to the small amount of vaporized 

material, there is practically no plasma absorption. 

The high maximum temperature ~19000 K is the 

result of failure of the model neglecting 

phenomenon of explosive boiling. The rate of 

temperature equalization with increasing of distance 

over time is controlled by the coefficient of thermal 

diffusivity a = k/(cp). Above the melting point, 

where it is assumed that the thermal properties and 

the density does not change, the value of diffusion 

coefficient is 2.58×10
-5

 and 1.48×10
-6

 m
2
/s [15] for 

tungsten and boron, respectively.  The magnitude of 

this parameter indicates that subsurface overheating 

of a boron target is equalized much more slowly 

than in the case of tungsten. Moreover, in the case 

of tungsten, in connection with larger absorption 

coefficients, the laser beam penetrates the target to a 

lower depth.  

Both of these phenomena result in the 

maximum temperature located at the surface and the 

ablation process mainly by the evaporation of the 

surface. As a result, the surface of deposited 

tungsten films is smooth (Fig. 2c, 2d).   

This phenomenon is quite different in the 

case of boron when evaporation from the surface 

results in maximum of temperature placed at a 

certain depth. The critical temperature is achieved 

earlier below surface. The target surface erupts as a 

result of high stress. In the case of 1064 nm, a large 

amount of energy is accumulated at a depth of about 

1 µm. Lower thermal diffusivity of boron causes the 

increase of target cooling time (Fig. 1b). The 

studies of ablation of non-metallic materials showed 

that the process should be carried out with a 

sufficiently low fluence in order to avoid the phase 

explosion [10, 11]. However, in the case of boron 

ablation with the first harmonic, such a procedure 

could result in temperature decrease below the 

critical, but simultaneously could cause the lack of 

ablation. 

4.2. Plasma Properties 

The first attempt in modelling the expansion of 

boron and tungsten plasma plume was taken in [15]. 

The calculated distributions of plasma parameters in 

the early phase of expansion show that plasma 

temperatures are higher in the case of tungsten, but 

the velocities are higher in the case boron [15]. 

 

 
 

Figure 4. Absorption of 1064 nm and 355 nm 

laser radiation in tungsten vapour under 

pressure 10, 100 and 500 MPa. 

 

Differences in the distribution of velocity are 

logical and based on the weight difference of the 

two elements. In the case of the temperature 

distribution, it was necessary to analyse absorption 

of laser radiation by the plasma of both elements 

[15]. It was assumed that the ablation process 

occurs only as a result of evaporation. As shown in 

the previous section, in modelling of boron the 

significant approximation was used. Therefore, the 

effect of the laser wavelength on the behaviour of 

the plasma is discussed only for tungsten ablation. 

Figure 4 shows the distribution of the absorption 

coefficient of tungsten for different temperatures, 

pressures, and laser wavelength. For the pressure 

10
8
 Pa, the absorption coefficient of 355 nm laser 

radiation is 8.4 times lower than that of 1064 nm. 

 

 

a) 
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Figure 5. Distribution of density, temperature 

and velocity in plasma induced during laser 

ablation of tungsten 100 ns after the beginning of 

the laser pulse for a) 1064 nm and b) 355 nm 

laser wavelength.  

 

This affects the plasma ignition timing and its 

properties. The calculated distributions of plasma 

temperature and pressure after 100 ns of expansion 

(Fig. 5) show that plasma temperatures are higher in 

the case of 1064 nm, but the pressures and densities 

are higher in the case of 355 nm, which is in 

agreement with experimental findings [11, 22]. 

Smaller penetration depth and reflection coefficient 

R in the case of 355 nm causes a higher surface 

temperature of the target; thus, the greater the rate 

of ablation. The greater ablation rate results in 

larger mass density of the ablated plume; hence, in 

higher pressures. An additional consequence of a 

higher ablation rate is slower expansion and smaller 

dimensions of the plasma plume. Higher plasma 

temperature in the case of 1064 nm is the result of 

lower density and stronger plasma absorption. At 

100 ns after the beginning of the laser pulse, the 

maximum temperature for the third harmonic is 2 

times lower than in the case of the first harmonic of 

laser irradiation and is about 45000 K. 

 

 
 

Figure 6. Tungsten plasma parameters during 30 

ns after the beginning of laser pulse (at r = 0) for 

1064 nm and 355 nm laser wavelengths. Dotted 

line- velocity, broken – pressure, solid – 

temperature.  

 

The distribution of tungsten plasma 

parameters during 30th ns after the beginning of 

laser pulse at r = 0 is shown in Figure 6. As has 

been discussed in previous works, the acceleration 

of the plasma is caused by the hydrodynamic effects 

[23]. The same is in the case of tungsten. To about 

15th ns, pressure increases and there is plasma 

ignition.  

Due to the large difference in absorption 

coefficients depending on the wavelength of the 

laser, the ignition in the case of 1064 nm occurs at a 

pressure of about 3×10
8
 Pa, which is three times 

lower than that for 355 nm. In the next time steps, 

the pressure decreases rapidly, causing the 

acceleration of the plasma plume. The decrease in 

density due to the expansion and intensive 

absorption of energy from the laser beam causes a 

rapid increase of temperature and velocity. After 30 

ns, the velocity of the plume ablated by 355 nm is 

14850
 
m/s, while the velocity of the plume ablated 

by 1064 nm reaches 20750 m/s (Fig. 6). For 10 

J/cm
2
, the total absorption of laser beam is at the 

level of 6% in the case of 355 nm radiation and 

about 3.5% in the case of 1064 nm. As shown in 

Figure 7a, the decrease in intensity of laser radiation 

due to laser absorption occurs just before the pulse 

maximum; e.g., in 13th ns in the case of 355 nm and 

14th ns for 1064 nm. In both cases, the maximum of 

absorption is in 17th ns, and is the biggest on the 

axis of the plasma (Fig. 7b). Greater value of the 

absorbed energy for third harmonic is due to the 

earlier ignition and higher absorption coefficient, 

which strongly grow with increase of plasma 

pressure (Fig. 4). 

 

  
 

a) 

b) 

b) 
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Figure 7.  Distribution of laser intensity for 1064 

nm and 355 nm laser wavelengths: a) on the axis 

during laser pulse, b) radial distribution at t = 17 

ns.  

4.3. Experimental Validation 

 

                

                
 

Figure 8. ICCD images of tungsten plasma at 

delay time 100 ns for a) 1064 nm and b) 355 nm. 

Solid line denotes the intensity distribution of 

plasma radiation on the axis of plasma r = 0. 

The plasma plume propagation was studied by 

optical imaging at 80-400 ns time delay after the 

laser shot. The images of tungsten plasma at delay 

time 100 ns for 355 nm and 1064 nm are presented 

in Figures 8a and 8b, respectively. For every single 

image of the plasma plume, the half-Lorentzian plot 

was fitted to an axis intensity. The Lorentzian plot 

position is taken as a maximum intensity of the 

plasma plume, and FWHM is a level of plasma 

expansion. 

 

     

   
 

Figure 9. Experimental tungsten plasma plume 

parameters for 1064 and 355 nm laser 

wavelengths. a) velocity of plasma propagation, 

b) velocity of plasma expansion. 

 

Figure 9 presents tungsten plasma position and 

FWHM of Lorentzian plot fitted to plasma intensity 

distribution. On the basis of plasma propagation and 

expansion in time, the plasma displacement and 

expansion velocity were calculated, respectively. 

Total velocity of plasma front is defined as a sum of 

both velocities mentioned above. Results are 

presented in Table 1. 

 

Table 1. Comparison of tungsten plasma velocity 

of different wavelengths.  

 

Velocity [m/s] 355 nm 1064 nm 

Plasma displacement 3580 5800 

Plasma expansion 10545 13000 

Total  14125 18800 

 

The quantitative comparison of the experimental 

plasma shape with the theoretical results is difficult 

because the images show plasma radiation, which 

depends both on plasma density and temperature. 

However, plasma dimensions are similar; e.g., after 

100 ns, the tungsten plasma diameter is about 2 mm. 

The front velocities obtained from the experimental 

plasma images are only 10% lower than those 

calculated in the model. 

5. SUMMARY  

In this paper, the interaction of an Nd-YAG 

nanosecond laser beam with a tungsten and boron 

target induced during ablation plasma are studied 

theoretically. The calculations show the 

fundamental differences in ablation of both species. 

In the case of tungsten, the evaporation of material 

is controlled by the plasma formation, and 

consequently, the absorption coefficient. The dense 

plasma plume can block laser radiation and limit 

energy transfer from the laser beam to the material. 

In the case of boron, the explosive ablation is 

observed. Such behaviour is affected by subsurface 

heating and transition to super critical state.  In the 

a) 

a) 

b) 

b) 
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case of 1064 nm wavelength, the effect is magnified 

by the high penetration depth of the laser beam. 

Therefore, in the ceramics target with a boron 

excess [1, 24], there may be adverse phenomena 

which impact the quality of the deposited film. 

The calculations show considerable 

increase of the velocity of the plasma plume due to 

hydrodynamic effects. In the case of laser ablation 

of tungsten with 1064 nm wavelength, in 

comparison with 355 nm, the plasma plume has a 

higher energy due to the higher temperature and 

velocity. At the same time, less material is 

transported in the plume. Both of these parameters 

are responsible for the deposition rate of the film 

and its adhesion. The plume velocity obtained from 

the model is close to that observed in the 

experiment carried out in similar conditions. 
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ABSTRACT 

The subject of this study is the determination of 

the hydraulic loss coefficient of a bore on a 

cylindrical pipe with a given diameter and wall 

thickness, which is the main element of the 

hydraulic model of fluid distribution systems. In the 

case of a single-phase flow, the loss coefficient 

depends on four dimensionless parameters: the 

Reynolds number in the header, the ratio of the flow 

velocities in the bore and the header, the diameter 

ratio and the ratio of the wall thickness and the 

diameter of the pipe. Due to the large number of 

cases, it was not possible to investigate this four-

dimensional parameter space thoroughly by the 

methods described in the literature; hence, a novel 

approach is used for the determination of the loss 

coefficient by means of the modern three-

dimensional computational fluid dynamics methods. 

In order to determine the loss coefficient of the 

bore, more than 1000 three-dimensional simulations 

were run. The results of these numerical simulations 

provide an opportunity to elaborate more accurate 

and simple correlations based on a novel formalism 

in the most important parameter range for the 

engineering practice. The accuracy of the new 

model is proved by comparing its results with 

literature data. 

Keywords: CFD, cylindrical bore, loss coefficient  

NOMENCLATURE 

A1 [-] constant 

A2 [-] constant 

B1 [-] constant 

B2 [-] constant 

C [-] constant 

Cf [-] turning loss coefficient 

D [-] constant 

D1 [m] inner diameter of the header 

D2 [m] inner diameter of the bore 

L1 [m] length of the segment of the pipe 

L2 [m] wall thickness of the pipe 

Re [-] Reynolds number 

n [-] number of simulations for a fitting 

pd [Pa] dynamic pressure 

pt [Pa] total pressure 

p0 [Pa] ambient pressure 

qv [m
3
/s] volume flow rate 

v [m/s] average velocity 

1 [-] loss coefficient belongs to the 

  dynamic pressure in the header 

1t [-] total loss coefficient belongs to 

  the dynamic pressure in header 

2 [-] loss coefficient belongs to the  

  dynamic pressure in the bore 

2t [-] total loss coefficient belongs to  

   the dynamic pressure in the bore 

3 [-] loss coefficient belongs to the 

  dynamic pressure in the bore 

  assuming 11 

3t [-] total loss coefficient belongs to  

  the dynamic pressure in the bore  

  assuming 1 1 

 [-] pipe friction factor 

 

Subscripts and Superscripts 

 

crit critical value 

e extended value 

j jth simulation 

1 at the inlet of the investigated segment 

2 at the outlet of the bore 

 calculated with power-law formulas 

^ obtained by fitting 

1. INTRODUCTION 

Fluid distribution systems are widely used in 

industrial processes. Dividing flow manifolds are 

major elements of these systems, which are applied 

to the situations where a fluid stream has to be 

divided into several parallel streams. 

This paper focuses on the determination of the 

hydraulic loss coefficient of a perpendicular, 

cylindrical bore on a cylindrical pipe with a given 

diameter and wall thickness. The bore is one of the 

main elements of the hydraulic model of fluid 
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distribution systems and its hydraulic resistance 

involves the largest uncertainty.  

In the case of a single-phase flow, the loss 

coefficient depends on four dimensionless 

parameters: the Reynolds number in the header, the 

ratio of the flow velocities in the bore and the 

header, the diameter ratio and the ratio of the wall 

thickness and the diameter of the pipe. The latter 

parameter approaches infinity for “T” junctions, 

which allows for the comparison of new results 

with known correlations at the high limit of wall 

thickness to diameter ratio. Experimental 

investigations [1-3] could not resolve the four-

dimensional parameter space in detail and in some 

cases it is difficult to estimate the model error rising 

from geometrical differences. Moreover, earlier 

studies do not investigate the effect of the length of 

the port, which has a major impact on flow 

structure, and the port length of dividing-flow 

manifolds is often small. 

A novel approach is used for the determination 

of the loss coefficient with the help of the modern 

three-dimensional computational fluid dynamics 

(CFD) methods, which makes it possible to 

investigate the mentioned parameter space in more 

detail. The loss coefficient of the bore is determined 

for 40 different geometries by using the results of 

more than 1000 three-dimensional CFD 

simulations. The results of these numerical 

simulations provide an opportunity to elaborate 

more accurate and yet simple correlations based on 

a novel formalism in the most important parameter 

range for the engineering practice. 

2. RESISTANCE CHARACTERISTICS OF 
A BORE 

2.1. The definition of loss coefficients 

A small section of a header pipe with one single 

bore of normal axis is investigated. The 

interpretation of geometrical details can be seen in 

Figure 1. The length of the segment and the wall 

thickness of the pipe are L1 and L2. The inner 

diameters of the header and the bore are D1 and D2, 

respectively. We assume that D2 ≤ D1. 

 

Figure 1. The geometrical model of the bore 

In the case, when fluid is discharged through 

the bore, the flow is divided into two paths. The 

total pressure loss along each path can be expressed 

in terms of distinct physical origin. Each term has 

unique dependence on geometrical and kinematical 

parameters, which can be expressed by the 

Bernoulli equation formulated for an 

incompressible flow. The total pressure drop 

between the inlet of the investigated section and the 

outlet of the bore can be written as 

 

2d

2

2
22d1d

1

1
12t1t

2
p

D

L
pCp

D

L
pp f    (1) 

 

in which pd and pt are dynamic and total pressures 

in locations indicated by numerical indices. 

Hydraulic losses are expressed in terms of  pipe 

friction factors and Cf turning loss coefficient. The 

exit loss is modelled according to an isobaric jet 

model by assuming pt2 p0 = pd2. 

In our analysis we reformulate the above 

expression of turning losses, which is 

conventionally applied in numerous related studies 

such as by Wang et al. [4, 5], by introducing, 

according to Eq. (2), the loss coefficients 1 and 2 

which incorporate the dependence of total pressure 

loss on dynamic pressures in cross-sections 1 and 2. 

We also assume that 1 and 2 are simpler step 

functions of the velocity ratio v2/v1, having constant 

values below and above a critical value of the 

velocity ratio. This assumption, which greatly 

simplifies the function parameterization, will be 

validated during the fitting procedure. 

 

2d21d12d pppC f    (2) 

 

Eq. (1) can be written in a more compact form 

considering the ambient pressure the reference and 

introducing the total loss coefficients 1t and 2t: 

 

2dt21dt11t ppp   , (3) 

 

where 

 

1

1
11t1

2D

L
   and (4) 

 

1
2

2
22t2 

D

L
 . (5) 

 

2.2. CFD model 

Determination of the loss coefficient of a single 

branch or bore by CFD simulations is a relatively 

new method. Liu et al. [6], Badar et al. [7] and 

Ramamurthy et al. [8] have already applied CFD to 

this purpose; however, their formalisms are 

different from that of this study. They use the 
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classical loss coefficient approach and express the 

flow turning loss by only one loss coefficient; 

moreover, the CFD models are also different and 

earlier models were not aimed at the exploration of 

the parameter space. 

In this paper, the loss coefficients are 

determined for 40 different geometries. Due to the 

large number of cases, it is reasonable to use easily 

parameterizable geometry designer and meshing 

programs; hence, geometries are created by ANSYS 

DesignModeler and meshes are prepared by 

ANSYS Meshing using ANSYS Workbench 14.5. 

The geometry is slightly simplified: only one 

half of the manifold segment is modelled taking 

advantage of the symmetry and the outlet of the 

bore is modelled as a planar surface neglecting the 

effect of the curved surface of the cylindrical pipe. 

Hence, the bore is treated as a short branch. 

High-quality meshes for the investigation of 

pipes can be created using the MultiZone method of 

the ANSYS Meshing program. The created mesh is 

not structured, but its performance is similar to a 

well-prepared structured mesh. Tetra cells are used 

only in the vicinity of the branch and inflation layer 

is generated near the walls.  

The ANSYS FLUENT 14.5 CFD software is 

applied for the execution of the simulations. The 

model solves the standard three-dimensional 

Reynolds-averaged continuity and Navier–Stokes 

equations for turbulent steady-state flow based on 

the k- SST turbulence model [9]. The investigated 

fluid is incompressible water; hence, the pressure-

based solver is chosen. The pressure-velocity 

coupling is achieved using the Coupled algorithm. 

The second order upwind differencing scheme is 

used for flux formulation.  

For the header, at the inlet, velocity inlet 

boundary condition is used. At this cross-section the 

input profiles for velocity and turbulent quantities 

are defined case-by-case from the results of 

supplementary simulations of flow in infinite 

cylindrical pipes with the help of periodic boundary 

conditions. In the case of a manifold with multiple 

bores this velocity profile is modified by the bores, 

therefore the results presented herein correspond to 

a single bore junction; however, it is assumed that 

this modification has only very small influence on 

lateral discharge. At the outlet of the header, static 

overpressure is applied (pressure-outlet). In order to 

provide realistic outlet conditions even in the 

presence of recirculating flow, pressure-outlet 

boundary condition is not prescribed at the outlet of 

the bore, but on the boundary surfaces of an 

extended cuboid around it (pressure-outlet-0). Here, 

the pressure is specified as zero. Wall and 

symmetry boundary conditions are applied 

according to the pipe wall and the plane of 

symmetry, respectively.  

All the simulations are run until convergence is 

achieved. The results of numerical modelling are 

also checked for mesh independence. According to 

the mesh independence study, a mesh with a cell 

number of about 240,000 can be accepted; the mesh 

was refined two times and all the relative 

differences between the results obtained on the 

coarsest and finest meshes were below 2.9%. A 

typical mesh for the investigated flow manifold 

segment can be seen in Figure 2. The boundary 

conditions are also represented. 

 

Figure 2. A typical mesh for the investigated 

section. The boundary conditions are also 

represented.  

2.3. The fitting procedure 

According to Eq. (3), the pt1 total pressure can 

be illustrated as a function of the v2 outlet velocity 

at a given v1 inlet velocity and the obtained curve is 

a parabola. Hence, for a prescribed v1 velocity the 

simulation points corresponding to the different v2 

velocities are located along a parabola. If the loss 

coefficients are functions of geometric parameters 

and Re1 only, they can be determined for all 

geometries by applying a fitting procedure, e.g. the 

least squares method (LSM). Applying LSM for the 

determination of the loss coefficients in Eq. (3) one 

obtains the following two equations: 
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where pt1j is the total pressure at the inlet obtained 

by the jth simulation, n is the number of the 

simulations used for a given fitting procedure and 

jp̂ 1t  can be calculated as follows: 
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jj ppp̂ 2dt21dt11t    (8) 

 

with pd2j dynamic pressure in the bore obtained by 

the jth simulation. Substituting Eq. (8) into Eqs. (6) 

and (7) and performing the derivation the following 

system of linear equations can be written: 
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The loss coefficients can be determined by solving 

this system of equations (consists of Eqs. (9) and 

(10)). The fitting procedure is applicable for 

different Reynolds numbers and the loss 

coefficients can be illustrated as a function of Re1. 

If the total pressure in the header is relatively 

low, it could be necessary to set the value of the 1 

loss coefficient to unity in order to avoid negative 

flow rate through the bore. In this case, the flow 

turning loss can be calculated with the following 

formula: 

 

2d31d2d pppC f   (11) 

 

and the total loss coefficient 3t is defined as 

follows: 
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If 1 = 1 is assumed, the following one equation has 

to be solved for the determination of the 3t loss 

coefficient: 
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The fitting procedure is presented in detail for a 

particular geometry with D2/D1 = L2/D1 = 0.625. 

The loss coefficients are determined for nine 

different Reynolds numbers (from 10,000 to 

300,000) and 5-10 simulation points are used for 

each fitting. The required quantities for the fitting 

procedure in Eqs. (9), (10) and (13) could be 

determined by the simulation results. The mass-

weighted average of the total pressure at the inlet 

(pt1j) and the volume flow rate in the bore (qv2j) – 

from which the v2j velocity is calculated as  

v2j = 8qv2j/(
2
2D ) – are reported for each 

simulation. The prescribed inlet velocities (v1) are 

known for all simulations. Some representative 

results of the fitting procedure can be seen in  

Figure 3. 

 

Figure 3. Representative results of the fitting 

procedure: Total pressure loss as a function of 

the velocity ratio for fitting both loss coefficients 

The total loss coefficients 1t, 2t and 3t can be 

directly determined by applying this fitting 

procedure. The 1, 2e and 3e loss coefficients can 

be calculated as 1 = 1t – 1L1/(2D1), 2e = 2t – 1 

and 3e = 3t – 1, respectively. The value of 2e and 

3e also involves the non-negligible friction loss due 

to the wall of the bore (2L2/D2); however, it is 

reasonable to introduce 2e and 3e because they can 

be represented as a function of the Reynolds 

number in the header (Re1). 

In the case of a smooth pipe, the m friction 

factor can be calculated with the following well-

known formulas: 
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with m = 1 for the header and m = 2 for the bore. 

According to the nine investigated Reynolds 

number, the 1, 2e and 3e loss coefficients can be 

illustrated as a function of Re1 (Figure 4). 
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Figure 4. Representative results – loss 

coefficients as a function of Re1. Upper: fitting 

two loss coefficients; Lower: fitting only one loss 

coefficient (assuming 1 = 1). D2/D1=L2/D1=0.625 

As can be seen in Fig. 4, each loss coefficient 

approximately follows a power-law. Therefore, the 

loss coefficients can be calculated with the 

following power-law formulas for all Reynolds 

numbers: 
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where 1

~
  and e2

~
 are the approximated loss 

coefficients obtained by fitting both loss 

coefficients, e3
~

 is the approximated loss 

coefficient assuming 1 = 1, A1, A2, B1, B2, C and D 

are constants depend on the geometry.  

Analyzing the upper diagram in Fig. 4, it can be 

clearly seen that the value of the 1 loss coefficient 

is always larger than unity, and accordingly fitting 

both loss coefficients provides physically incorrect 

results for low velocity ratios, because inflow 

through the bore is made possible for relatively low 

positive total pressure values in the header – which 

could be physically meaningless. Therefore, the 

method with one fitted loss coefficient has to be 

used for low velocity ratios, and the critical velocity 

ratio should be determined, above which the 

effective turning loss coefficient can be determined 

by fitting two loss coefficients. 

The turning loss coefficients for the two 

different methods can be expressed by the 

previously introduced loss coefficients as follows: 
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It is important to point out that the Cf1 and Cf2 

loss coefficients depend directly on the velocity 

ratio, while 1, 2e and 3e depend only on the 

geometry and Re1. Hence, Cf1 and Cf2 can be 

illustrated as a function of the velocity ratio. 

According to the two different approaches, one 

obtains two different turning loss coefficient curves 

(Figure 5) and the critical velocity ratio is located at 

the intersection of the two curves where the 

following equation is valid: 
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The critical velocity ratio (v2/v1)crit can be calculated 

as: 
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If 1
~

1   and e2e3 
~~

 , or 1
~

1   and 

e2e3 
~~

 , then (v2/v1)crit exists and can be 

calculated with Eq. (23). 

 

Figure 5. Turning loss coefficients as a function 

of the velocity ratio for the two different 

approaches 
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3. VALIDATION OF THE NEW MODEL 

According to a detailed analysis of the model 

error, all of the fittings are performed by using only 

three simulation points. 40 different geometries and 

9 different Reynolds numbers for each of the 

geometries are investigated; therefore, 1080 

simulations are run. During the simulations, the 

D2/D1 ratio is varied between 0.2 and 1, while a 

range from 0.1 to 2 is investigated for the L2/D1 

ratio. The A1, A2, B1, B2, C, D constants are 

determined for each of the geometries from the 

simulation results. 

The largest investigated wall thickness  

(L2/D1 = 2) can be considered as a 90-degree “T” 

junction; therefore, the calculated Cf values can be 

directly compared with the experimental data 

provided by Idelchik [10]. It is important to note 

that the values of 2e and 3e also involve the non-

negligible friction loss due to the wall of the bore; 

this can moderately increase the calculated turning 

loss coefficient values and the differences from the 

reference data [10]. However, Idelchik implies that 

his loss coefficient values for 90-degree “T” 

junctions also involve friction losses, which verifies 

the reasonableness of the introduction of 2e and 3e. 

Figure 6 shows the comparison of the 

calculated turning loss coefficients with literature 

data for a diameter ratio of 0.75 and a Reynolds 

number of 10,000. 

 

Figure 6. Turning loss coefficients as a function 

of the velocity ratio – comparison of calculated 

values with literature data 

The calculated turning loss coefficient values 

approximate the reference data very well. The 

agreement between the results of fitting one loss 

coefficient and the data provided by Idelchik is 

perfect for low velocity ratios; however, there are 

significant differences between the results of fitting 

two loss coefficients and the reference data for the 

low velocity ratio range. The accuracy of the latter 

method increases with the increase of the velocity 

ratio and sufficiently accurate results can be 

obtained for higher velocity ratios. 

The small vicinity of the intersection of the two 

theoretical curves is very important and it is 

scrutinized with the help of Figure 7. 

 

Figure 7. Turning loss coefficients as a function 

of the velocity ratio – comparison of calculated 

values with literature data: The small vicinity of 

the critical velocity ratio 

It can be seen in Fig. 7 that below the critical 

velocity ratio, fitting one loss coefficient gives a 

better solution for the Cf value; above the critical 

velocity ratio, the results obtained by fitting two 

loss coefficients approximate the reference data 

better. 

The calculated turning loss coefficient values 

are slightly larger than the reference data in all 

cases. These results agree well with our 

expectations because the calculated Cf values are 

moderately increased by an additional friction loss. 

This friction loss is presumably larger than that in 

the case of the reference data. 

Figure 8 shows the turning loss coefficients as a 

function of the ratio of the wall thickness and the 

inner diameter of the pipe for two different diameter 

and velocity ratios. 

 

Figure 8. Turning loss coefficient as a function of 

the ratio of the wall thickness and the inner 

diameter of the pipe for fitting both loss 

coefficients – validation of the asymptotic values 

for large L2/D1 

0

5

10

15

20

25

30

0 0.5 1 1.5

C
f 
[-

] 

v2/v1 [-] 

D2/D1 = 0.75; 
Re1 = 10,000 

Fitting both loss coeffs.

Fitting one loss coeff.

Idelchik

1.3

1.85

2.4

2.95

3.5

0.5 0.7 0.9

C
f 
[-

] 

v2/v1 [-] 

D2/D1 = 1; 
Re1 = 80,000 

Idelchik 

Fitting both 
loss coeffs. 

Fitting one 
loss coeff. 

0.5

1

1.5

2

2.5

3

0 1 2

C
f 
[-

] 

L2/D1 [-] 

Fitting; D₂/D₁=0.75, 
v₂/v₁=1.6 

Idelchik; D₂/D₁=0.75, 
v₂/v₁=1.6 

Fitting; D₂/D₁=0.875, 
v₂/v₁=1 

Idelchik; D₂/D₁=0.875, 
v₂/v₁=1 

CMFF15-030 92



The value of the turning loss coefficient 

decreases with the increase of the wall thickness 

ratio and approaches the loss coefficient value 

determined by Idelchik [10] for a 90-degree “T” 

junction. It can be seen in Fig. 8 that a wall 

thickness ratio of 2 can be indeed considered as a 

90-degree “T” junction. 

According to the results of the comparisons, the 

newly developed fitting procedure is applicable for 

the determination of the loss coefficients. Below the 

critical velocity ratio, the turning loss coefficient 

should be calculated with the approach which uses 

one loss coefficient; above the critical velocity 

ratio, this approach can be replaced by the method 

which uses two loss coefficients. The calculated 

results approach the available literature data very 

well; this points to the fact that the investigated 

four-dimensional parameter space has been 

accurately resolved. 

4. RESULTS AND DISCUSSION 

The loss coefficients of the bore are determined 

for 40 different geometries and 9 different Reynolds 

numbers for each of the geometries. The loss 

coefficients as a function of the Reynolds number 

are approximated by power-law formulas, and the 

constants of these formulas are determined for all of 

the geometries. The loss coefficients are calculated 

with two different approaches in order to achieve 

the highest accuracy; a flexible method is worked 

out that properly operates the loss coefficients. The 

A1, A2, B1, B2, C and D constants are summarized in 

Tables (1) and (2) and a guideline is presented for 

the application of them. 

The turning loss coefficient can be calculated as 

follows: 

If 
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according to fitting one loss coefficient. If 
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according to fitting both loss coefficients. 

Table 1. Constants for the calculation of the loss 

coefficients – fitting both loss coefficients 

D2/D1 [-] L2/D1 [-] A1 [-] B1 [-] A2 [-] B2 [-] 

0.2 0.1 10.083 -0.114 0.8728 0.0313 

0.3 0.1 5.8802 -0.087 0.8595 0.0306 

0.4 0.1 4.2036 -0.071 0.8274 0.0288 

0.5 0.1 3.6174 -0.068 0.7982 0.0302 

0.625 0.1 3.4798 -0.075 0.5538 0.0625 

0.75 0.1 3.5127 -0.084 0.3438 0.1046 

0.875 0.1 2.8319 -0.071 0.3222 0.1122 

1 0.1 2.2115 -0.055 0.3855 0.0987 

0.2 0.3 3.6332 -0.045 0.8278 0.0087 

0.3 0.3 5.8706 -0.087 0.6124 0.0358 

0.4 0.3 7.1233 -0.111 0.3742 0.0797 

0.5 0.3 4.4354 -0.083 0.401 0.0748 

0.625 0.3 5.6771 -0.114 0.1713 0.1489 

0.75 0.3 4.2993 -0.099 0.1137 0.1898 

0.875 0.3 2.7394 -0.068 0.2005 0.1505 

1 0.3 2.8628 -0.078 0.1836 0.1759 

0.2 0.625 12.968 -0.168 0.6428 0.0063 

0.3 0.625 5.3769 -0.093 0.5567 0.0176 

0.4 0.625 5.1465 -0.092 0.4231 0.0421 

0.5 0.625 5.1426 -0.099 0.2707 0.0801 

0.625 0.625 5.4776 -0.113 0.1331 0.1408 

0.75 0.625 3.8547 -0.091 0.1361 0.1422 

0.875 0.625 2.3516 -0.056 0.249 0.0993 

1 0.625 2.3556 -0.064 0.1674 0.1571 

0.2 1.25 23.848 -0.224 0.9259 -0.029 

0.3 1.25 6.2569 -0.125 0.7591 -0.017 

0.4 1.25 3.2917 -0.074 0.6613 -0.01 

0.5 1.25 2.7183 -0.059 0.5255 0.0031 

0.625 1.25 2.7805 -0.062 0.3379 0.033 

0.75 1.25 2.6523 -0.062 0.1999 0.074 

0.875 1.25 2.6878 -0.067 0.1616 0.0898 

1 1.25 2.0689 -0.051 0.1502 0.1096 

0.2 2 42.031 -0.265 1.291 -0.051 

0.3 2 9.7335 -0.165 0.9867 -0.037 

0.4 2 3.7704 -0.095 0.8852 -0.035 

0.5 2 2.4843 -0.064 0.7852 -0.032 

0.625 2 1.5854 -0.025 0.8916 -0.054 

0.75 2 1.6507 -0.029 0.6665 -0.039 

0.875 2 2.141 -0.053 0.2594 0.0347 

1 2 1.4355 -0.025 0.4249 0.0067 
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Table 2. Constants for the calculation of the loss 

coefficients – fitting one loss coefficient 

D2/D1 [-] L2/D1 [-] C [-] D [-] 

0.2 0.1 0.9385 0.0305 

0.3 0.1 0.9503 0.0305 

0.4 0.1 0.9419 0.0295 

0.5 0.1 0.9644 0.0288 

0.625 0.1 0.7926 0.0482 

0.75 0.1 0.6455 0.0682 

0.875 0.1 0.6293 0.0726 

1 0.1 0.7741 0.0566 

0.2 0.3 0.8316 0.0129 

0.3 0.3 0.6911 0.035 

0.4 0.3 0.5352 0.0641 

0.5 0.3 0.5505 0.0645 

0.625 0.3 0.3766 0.1013 

0.75 0.3 0.3129 0.1233 

0.875 0.3 0.437 0.1024 

1 0.3 0.4808 0.109 

0.2 0.625 0.7374 -0.002 

0.3 0.625 0.6353 0.0145 

0.4 0.625 0.5532 0.0334 

0.5 0.625 0.4344 0.0578 

0.625 0.625 0.3367 0.0827 

0.75 0.625 0.3529 0.0829 

0.875 0.625 0.4635 0.0665 

1 0.625 0.445 0.0878 

0.2 1.25 1.1157 -0.041 

0.3 1.25 0.9025 -0.027 

0.4 1.25 0.7771 -0.016 

0.5 1.25 0.6345 -0.00004 

0.625 1.25 0.5011 0.0192 

0.75 1.25 0.3897 0.0417 

0.875 1.25 0.4194 0.037 

1 1.25 0.3785 0.0539 

0.2 2 1.6259 -0.067 

0.3 2 1.2471 -0.053 

0.4 2 1.1091 -0.048 

0.5 2 0.9682 -0.043 

0.625 2 0.932 -0.046 

0.75 2 0.7977 -0.037 

0.875 2 0.6103 -0.015 

1 2 0.8706 -0.037 

5. CONCLUSIONS 

The hydraulic loss coefficient of a 

perpendicular, cylindrical bore on a cylindrical pipe 

was determined for 40 different geometries; the 

available experimental database was extended by 

using the results of modern three-dimensional CFD 

models. Instead of experimental data, three-

dimensional simulation results were used for the 

fitting of the resistance characteristic of the bore. A 

four-dimensional parameter space with wide 

parameter ranges were investigated with a high 

resolution using the results of more than 1000 three-

dimensional simulations. 

The total pressure loss was decomposed into 

two additive parts which are assumed to be 

proportional to the dynamic pressure in the header 

and the dynamic pressure in the branch; 

consequently, two loss coefficients were introduced. 

These loss coefficients were determined as a 

function of the Reynolds number at the inlet by 

applying a fitting procedure. Two different 

correlations are developed for high and low velocity 

ratios and the formula for the critical velocity ratio 

is provided. The results of the novel loss coefficient 

formula were compared with several known 

experiments and good correspondence was found. 

The novel resistance model can be implemented in 

hydraulic network models. 
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ABSTRACT
The work deals with numerical simulation of tur-

bulent flows in turbine cascades taking into account
transition to turbulence. The mathematical model
is based on Favre-averaged Navier-Stokes equations
closed by a turbulence model. The transition to tur-
bulence is modelled by 2-equation model of Lodefier
and Dick (2006) solving equations for intermittency
and free-stream factor. In the model, arbitrary trans-
ition criteria based on empirical correlations can be
used. The turbulence model is the EARSM (expli-
cit algebraic Reynolds stress model). The results are
shown for 3D turbine cascade with prismatic geo-
metry and side walls. Fully turbulent and transitional
simulations are compared. The implementation of
the transition model in the multi-block grids enabling
computation of boundary layer thickness and free-
stream velocity and turbulence is discussed. The
numerical method uses implicit finite volume solver
with AUSM-type scheme.

Keywords: 3D turbine cascade, bypass transition
model, EARSM turbulence model

1. INTRODUCTION
The mathematical modeling of turbulent flow in

turbine cascades serves as design tool as well as im-
proves the understanding of complicated flow pat-
terns typical of these flows. Mathematical models
based on the Favre-averaged Navier-Stokes equa-
tions present accuracy sufficient in most cases, at
acceptable computational cost. However, the ac-
curacy is influenced by turbulence model and its
capability to predict bypass transition to turbulence,
which occurs at higher free-stream turbulence intens-
ities typically found in turbines, as pointed out by
Mayle [1]. Correct prediction of turbulent bound-
ary layer is important for heat exchange between
blade and fluid and also can influence the losses e.g.
by interaction with shock waves which is different
on laminar boundary layer. Common two-equation
eddy-viscosity turbulence models usually predict too
early start of transition and then the transition is too

fast. This problem is further emphasized by over-
prediction of the turbulent energy production on the
leading edge of the blade which has its origin in
the eddy-viscosity assumption. Some ad hoc rem-
edies of the later problem has been proposed e.g.
by Kato, Launder [2] or Medic, Durbin [3]. Better
option is the use of more elaborate constitutive rela-
tion for turbulent stress as is the explicit algebraic
Reynolds stress model (EARSM), e.g. the variant
by Wallin [4] which is used in this work. However
the transition still requires explicit triggering. Con-
sidering models based on transport equations which
seem more general as algebraic ones, the models con-
tain equation for an intermittency variable and also
for other auxiliary variable or variables. More re-
cent examples are 3-equation model by Walters and
Cokljat [5] or 2-equation model by Menter, Langtry
[6]. Also 1-equation model is proposed by Durbin
[7]. These models have "local" form enabling easy
parallel implementation. However they also share
disadvantage of containing transition criteria impli-
citly. Any non anticipated mechanism of transition
requires re-calibration of the model. In this work we
apply theγ-ζ model of Lodefier, Dick [8] and Ku-
backi et al [9] instead. The model contains transition
criteria explicitly and any new criterion can be added
easily. The downside is that the model distinguishes
free-stream and boundary layer and thus is not local.
Nevertheless we show for typical 3D cascade geo-
metry that when using multi-block grids the model is
block-local and does not require case-specific input
under assumption that the whole thickness of bound-
ary layer is contained in one block, at least in region
where transition occurs. This can be easily achieved
with suitable O-type grid around the blade.

2. MATHEMATICAL MODEL AND NU-
MERICAL METHOD
The mathematical model of turbulent flow is

based on Favre-averaged Navier-Stokes (NS) equa-
tions, see e.g. Wilcox [10]. The system consisting of
continuity, 3 momentum and energy equation can be
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written in 3D in Cartesian coordinates
∫
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whereV is control volume,ni outer unit normal
vector of its surface,t time,ρ density,ui velocity vec-
tor, E total energy per unit volume,H = E + p/ρ is
total enthalpy andp static pressure. The magnitude
of normal velocityuc = uini. Equation of state for
perfect gas is prescribed

E =
1
γ − 1

p
ρ
+

1
2

(u2
1 + u2

2 + u2
3) + k, (4)

with the ratio of specific heatsγ = 1.4 andk is tur-
bulent energy. The molecular stress tensor and heat
flux vector respectively are assumed in the form

ti j = µ2S i j, S i j =
1
2

(

∂ui

∂x j
+
∂u j

∂xi

)

−
2
3
δi j
∂uk

∂xk
,(5)

qi = −
γ

γ − 1
µ

Pr
∂(p/ρ)
∂xi

, (6)

whereδi j is Kronecker delta. The dynamic vis-
cosityµ and Prandtl number

µ = const, Pr = const. (7)

The effect of turbulent fluctuations is present by the
Reynolds stress tensorτi j and turbulent heat fluxqt

i,
which need to be modeled. An explicit algebraic
Reynolds stress model (EARSM) is used here since
it is generally superior to eddy viscosity models in
3D. In the EARSM model proposed by Wallin [11],
the Reynolds stress is given by

τi j = ai jρk +
2
3
ρkδi j, (8)

ai j = β1τS i j

+ β3τ
2(ΩikΩk j − IIΩδi j/3)

+ β4τ
2(S ikΩk j −ΩikS k j)

+ β6τ
3(S ikΩklΩl j + ΩikΩklS l j − 2IVδi j/3)

+ β9τ
4(ΩikS klΩlmΩm j −ΩikΩklS lmΩm j),

where τ is turbulent time scale,Ωi j =

1
2

(

∂ui

∂x j
−
∂u j

∂xi

)

rotation rate tensor andIIΩ, IV are in-

variants formed fromS i j, Ωi j. The coefficientsβ j are
taken from Hellsten [12] wherek-ω system is used
for turbulent scales prediction.

Thek-ω system can be written
∫

V

∂

∂t

[

ρk
ρω

]

dV +
∮

∂V
uc

[

ρk
ρω

]

dS = (9)

∮

∂V

[

(µ + σkµT ) ∂k
∂xi

(µ + σωµT ) ∂ω
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nidS

+

∫

V

[

Pk − β
∗ρωk

αωk Pk − βρω
2 +CD

]

dV (10)

where the turbulent productionPk = τi j
∂ui

∂x j
, the

α, β, β∗, σk, σω are model coefficients andCD a
cross-diffusion term. The eddy viscosityµt is defined
as usual from the linear part of Reynolds stress which
is dominant. Further the turbulent heat flux is

qt
i = qi

Pr
µ

µt

Prt
(11)

with the turbulent Prandtl numberPrt = 0.91.
In order to model bypass transition to turbulence,

the two-equation model of Lodefier and Dick [8] is
used. The Reynolds stress is multiplied by turbulence
weighting factor

γT = max[min(γ + ζ,1),0] (12)

whereγ is near-wall intermittency andζ free-
stream intermittency. The governing equations are
∫
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with boundary conditions in the inlet:γ = 0, ζ =
1, in the outlet:∂γ/∂n = ∂ζ/∂n = 0 and on the wall:
∂γ/∂n = 0, ζ = 0.

The ζ is zero in the boundary layer. Theγ is
zero in laminar flow and starts to increase to 1 in
the turbulent boundary layer as soon as the starting
function Fs = 1. In laminar partFs = 0 and the
switch to 1 is triggered by satisfying a transition cri-
terion. The Mayle and Abu-Ghannam, Shaw criteria
are used in this work. These express the critical value
of the Reynolds numberReθ from momentum bound-
ary layer thicknessθ and free-stram velocityUe at
which the boundary layer starts to be turbulent. If
the computed localReθ exceeds value from any of
the criteria, theFs is set to 1.

The intermittencyγT multiplies the turbulent
stress. Besides the production terms ink-equation
are modified in the transitional part of boundary layer
according to:

FGPk −min[1.0,max(γT ,0.1)]β∗ρωk (15)

where

FG = B + (1. − B)γ0.75
T , B = 0.056Tu (16)

CMFF15-032 96



whereTu [%] is local turbulence intensity.
Solving the above systems of equations, the do-

main contains 1 period of turbine cascade. Subsonic
flow in normal direction is assumed in the inlet as
well as in the outlet. Then we prescribe in the in-
let: flow angle, total density and total pressure. In
the outlet, the mean value of static pressure is fixed
which determines the flow regime.

2.1. Numerical solution

For spatial discretization we use a cell centered
finite volume method with quadrilateral (in 2D) or
hexahedral (in 3D) finite volumes composing a struc-
tured grid. The numerical inviscid flux is computed
by the AUSMPW+ splitting [13]. The higher order
of accuracy is achieved by linear interpolation in the
direction of grid lines with e.g. van Leer limiter. The
discretization of diffusive flux is central. The approx-
imation of cell face derivatives needed in diffusive
terms uses octahedral dual finite volumes constructed
over each face of primary volume – the vertices are
located at end of primary face and in centers of ad-
jacent primary volumes. For time discretization, the
implicit backward Euler scheme is employed where
the steady residual at new time level is approximated
by linear extrapolation. The Jacobi matrices of the
flux are obtained as derivatives of discrete expres-
sions for flux with respect to nodal values from the
stencil of implicit operator. We chose 7-point sten-
cil, which leads to block 7-diagonal system of linear
equations. The size of a block equals to the number
of coupled equations. Numerical solutions of some
3D cases of incompressible flow are given in [14].

2.2. Remarks to the implementation of
transition model

The transition model source terms depend on
distinction between laminar and turbulent state of
boundary layer. Therefore the distinction is needed
if the finite volume is located inside a boundary layer
and then if a transition criterion is met. The edge of
boundary layer is indicated by magnitude of vorticity
vector small enough. The threshold is 1 % of max-
imum value found on the normal to the wall, where
maximum is on the wall in attached boundary layer.
This distance is then further increased by 30 %.

In 3D geometry with multiple walls, only
corners with meeting 2 walls are considered (which
is the case in present simulations). Then the eval-
uation of source terms proceeds in planes perpen-
dicular to the walls. Each finite volume is assigned
either to boundary layer or free stream. Near the
corner, however, the magnitude of vorticity goes to
zero and the algorhitm searching for the free-stream
fails. Therefore the still well defined boundary layers
on both walls are extrapolated defining an intersec-
tion point. All grid points in the corner area are
then assigned the free-stream parameters and bound-
ary layer thickness from this intersection point. For
simplicity of implementation the terms "normal" or

Figure 1. The 12-block finite volume grid in (x, y)
plane

"perpendicular" are understood in terms of grid lines.
These are sufficiently normal to the wall and suffi-
ciently straight in considered boundary layers thanks
to the use of O-grid around blade.

For parallel implementation it is desirable that
the evaluation of different expressions be local. This
is not satisfied when free-stream values or boundary
layer thickness are parameters of the model. How-
ever the present work uses multi-block grids where
it is natural to distribute the work to computing
threads block-wise. Then if the whole thickness of
the boundary layer is contained within one block,
the evaluation is block-local. The finite volume
grid is composed of O-grid, consisting of several
blocks, around the blade and the thickness of O-
grid is chosen large enough to contains the boundary
layer.

3. COMPUTATIONAL RESULTS
The computational results are shown for an ex-

perimental nozzle guide vane with pitch-to-chord ra-
tio 0.7. The flow regime is transonic with outlet
isentropic Mach numberM2is = 0.9. The Reyn-
olds numberRe2is ≈ 8.5 · 105 based on chord length.
Ideal gas fluid is assumed with the specific heat ra-
tio κ = 1.4. The inlet turbulence intensity was set
to 5% and ratio of turbulent and laminar viscosity
set to 100. For simplicity, uniform inlet data were
considered along the whole span. The recovery of
boundary layer on side walls is very fast.

The 3D cascade geometry is prismatic with side
walls. The span inz-direction equals the chord length
b. The grid in (x, y) plane consists of 12 blocks with
O-grid around the blade, see Fig. 1, and has approx.
15500 finite volumes. In span-wise direction, 128
finite volumes are used. The total number of finite
volumes is thus approximately 2· 106. The grid is
refined along all walls with minimum thickness of fi-
nite volume of 5· 10−6b, giving wall distancey+ < 1
for cell-centers of first finite volume. The time step
for simulation was constant,∆t ≈ 0.002b/

√

p01/ρ01.
The solution is considered converged if the inflow
and outflow rates are equal (with some tolerance) and
friction and pressure on the blade no more change.

The Fig. 2 shows 3D view of suction side and
one of the side walls in terms of isolines of isentropic
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Figure 2. Isolines of Mach number near walls.
Above: fully turbulent, below: with transition
model

Mach number very near the walls (first off-wall ver-
tices of wall adjacent finite volumes). With transition
there is abrupt increase of Mach number where the
transition starts on the suction side. The location of
transition can be observed on the value of near-wall
intermittencyγ plotted in Fig. 3. The figure showsγ
on the wall, where values near 0 correspond to lam-
inar state and 1 to turbulent state. The transition point
in the mid-span agrees with the transition in 2D simu-
lation. In the proximity of the side wall the transition
moves upstream. The boundary layer on the pressure
side is fully laminar.

Both transition model variablesγ and ζ in the
mid-plane are shown in Fig. 4. The free-stream factor
ζ differs from 1 only very near the wall and in the
wake.

The Fig. 5 shows detail of isolines of turbulent
energy in the mid-plane mainly in the rear part of
suction side where the transition occurs. One can see
increase of turbulent energy shortly after start of the
transition. Further down-stream the turbulent energy
decreases.

The Fig. 6 shows friction on the blade at differ-
ent span-wise positions. Note that the negative values
merely correspond to suction side, there is no separ-
ation of the flow (no zero crossing except at leading

X

Y

Z

gamma: 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

Figure 3. Isolines of intermittencyγ near the walls

Figure 4. Isolines of near-wall intermittency γ
(above) and free-stream intermittencyζ (below)
in the mid-plane
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Figure 5. Isolines of turbulent energy in the mid-
plane. Above: fully turbulent, below: with trans-
ition model

and trailing edge). The value ofz/b = 0 denotes mid-
span plane. Results of fully turbulent and transitional
simulation are shown. The shear stress reaches max-
imum shortly after transition and then decreases to
reach nearly same value as in fully turbulent case
near the trailing edge. The transition occurs latest in
central part of the blade. Approaching side wall, the
transition moves forward but very near the side wall
(z/b = 0.49) is again shifted slightly downstream.
However the treatment of corners is not necessar-
ily physical and needs confirmation with experiment.
There is some influence of transition on the pressure
side too. The friction in transitional case is slightly
lower which is expected as the boundary layer is lam-
inar.

The static pressure on the blade in the simulated
case is practically independent of transition modeling
and span-wise position, see the Fig. 7. The influence
very near the wall has been already shown in terms
of surface isentropic Mach number.

It is expected that transition may change energy
losses in the turbine. The local value of loss coeffi-
cient is defined using Laval numbersλ andλis

ξl = 1−
λ2

λ2
is

=

[

1− ( p0

p01
)
γ−1
γ

]

( p
p0

)
γ−1
γ

1− ( p
p01

)
γ−1
γ

(17)

where p0, p01 is local and inlet total pressure re-
spectively andp is local static pressure. The local
total pressure is computed from local Mach num-
ber and static pressure by isentropic relation. The
local coefficient ξl is then integrated over 1 period
in y-direction giving mean valueξ. The results are
shown in Fig. 8 versus span position in several planes
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Figure 6. Friction on blade surface at different
positions along the span. Above: fully turbulent,
below: with transition model. Negative values
correspond to suction side
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Figure 7. Static pressure on blade surface at dif-
ferent positions along the span. Above: fully tur-
bulent, below: with transition model
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Figure 8. Energy loss coefficient across the span.
Above: fully turbulent, below: with transition
model

x = const. The loss is essentially zero at lead-
ing edge (x/b = 0) and increases up to the trailing
edge (x/b = 1). After that it settles on a lower
value behind the cascade. The fully turbulent sim-
ulation shows clear local maxima next to side walls,
whereas with transition model, these maxima are di-
minished. In general the fully turbulent simulation
shows higher loss. However the losses seen in the
mid-plane are nearly same in fully turbulent as well
as transitional case.

4. CONCLUSIONS
The work presented simulations of 3D turbu-

lent flow through a model turbine cascade with the
EARSM turbulence model complemented with the
γ-ζ model of transition to turbulence. The math-
ematical model is solved by implicit AUSM finite
volume method on multi-block structured grids. The
implementation of transition model does not rely on
explicit prescription of boundary layer edge and is
adaptive as long as the whole thickness of boundary
layer is contained in one block, which is typically O-
grid around the blade (consisting of several blocks in
tangential direction). Also the treatment of corners
is automatic. The physical correctness of transition
prediction in the flow in convex corner however still
needs to be confirmed by measurement. The results
are compared with fully turbulent simulation in terms
of pressure and friction on the blade and the flow-
field. The energy loss coefficient distribution along
the span is also presented. The results exhibit qualit-
atively correct behavior but quantitatively need to be
confirmed by a detailed measurement.
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ABSTRACT
Within the last decades, the power density of

electrical machines strongly increased. Nevertheless,
air as cooling medium is still the cheapest and most
reliable choice. In technical flows, the fluid encoun-
ters very different flow conditions, which obviously
influence enthalpy transport. One of today’s chal-
lenge is e.g., the identification of indicators to ana-
lyze such heat transfer phenomena. Therefore, re-
gions with a high potential for optimization should
be located in complex geometries. Considering only
these regions, the number of design parameters can
be heavily reduced. As final step, Evolutionary Al-
gorithms in combination with Computational Fluid
Dynamics (CFD) can be used in order to optimize
the flow field (see e.g., [1]). One of such an indic-
ator could be the residence time distribution (RTD),
which is commonly used in a wide range of engineer-
ing applications and will be analyzed in this work.
The fields of RTD are compared to the literature
for internal and external flows and finally a numer-
ical study with a „canonical configuration“ will be
present. The configuration itself represents the flow
conditions occurring in an electrical machine. The
results show how RTD can be used to quantify flow
processes for further applications.

Keywords: External flow, heat transport, internal
flow, residence time distribution, transport phe-
nomena

NOMENCLATURE
V̇ [m3/s] Volumetric flow-rate
AInlet,int [m2] Area of the inlet interface
D [m] Cylinder diameter
E(θ) [−] Differential RTD
F(θ) [−] Cumulative RTD
Re [−] Reynolds number
T [K] Temperature

U [m/s] Velocity
V [m3] Volume
q̇ [W/m2] Heat Flux
r [m] Radius in polar coordinate

system
dh [m] Hydraulic diameter
k [W/(m.K)] Thermal conductivity
p [Pa] Pressure
r [m] Radius
u0 [m/s] Tangential velocity
u∞ [m/s] Oncoming flow
x, y, z, [m] Coordinate
y [m] wall-normal
y+ [−] Dimensionless wall distance
τ̄ [s] Mean residence time
β [rad] Opening angle
εa [−] Air change efficiency
λ [−] Dimensionless velocity
µ [Pa.s] Dynamic viscosity
Π [−] Radius ratio
ρ [kg/m3] Density
σ [N/m2] Molecular stress tensor
τ [s] Local mean age of air
θ [−] Residence time distribution

(RTD)
θF [−] First appearance time
Γ [Pa.s] Diffusivity
ϕ [−] Conserved quantity

Subscripts and Superscripts
0 Inner cylinder
1 Outer cylinder
ana Analytical
crit Critical
max Maximum
∗ Dimensionless
∞ Ambient
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1. INTRODUCTION
Due to higher demands of power density

for electric machines, investigations regarding the
thermal management are getting more important.
This ensures higher reliability and efficiency of the
device, to name just two significant aspects. There-
fore, enthalpy transport plays an increasing role for
the development of electronic devices like, e.g., al-
ternator systems. In turn, the enthalpy transport is
strongly influenced by the flow field. Inside an al-
ternator, fan blades generate a pressure gradient by
their rotational motion. Air from the engine bay
streams through the alternator, flows through the rec-
tifier domain and finally leaves the system in radial
direction. In the rectifier domain electronic compon-
ents are pressed or glued on a heat sink. The design
involves openings through the heat sink as well as
ribs or pins. Therefore, the fluid encounters differ-
ent flow conditions that influence enthalpy transport.
In most cases, a better cooling is in conflict with
other aspects (e.g., costs or aeroacoustic emissions).
For instance, a higher volumetric flow-rate increases
enthalpy transport. However, the maximum sound
pressure level is strictly restricted as well and con-
strains the available range for the engineer. Due to
the complexity of the pathlines and the large quantity
of data, the flow field inside an alternator is mainly
poorly characterized. To detect local areas where
heat transfer to the fluid could be intensified, a first
obvious step is to check the temperature on the solid
side. However, the temperatures show only the fi-
nal outcome of the enthalpy transport. They con-
vey no further information about the underlying pro-
cesses. Looking only at temperatures, it cannot be
found what is limiting heat transport and where or
why this occurs. In order to solve this issue, the RTD
offers a new way to look at heat transport processes
inside an alternator. RTD should show the regions
where the cooling rate of the fluid undergoes a crit-
ical limit and, therefore, limit the heat transport.
In the sequel, we give in section 2 a short introduc-
tion for the RTD method, which is typically used in,
e.g., building energy industry but also in the chem-
ical industry. In section 3, we introduce the „canon-
ical configuration“ with its geometrical setup. The
link between the simple configuration and the com-
plex alternator system will be discussed. In sec-
tion 4 the physical model as well as the numerical
method that are used in this work will be described.
In section 5, code validation tests for internal and ex-
ternal flows are discussed by comparing the numer-
ical results with the literature. Section 6 shows the
first results from the canonical configuration. A grid-
independence test is finally done in section 7 for the
results presented in the previous section. In section 8
we present our conclusions.

2. RESIDENCE TIME DISTRIBUTION
The efficiency of heat transfer largely depends

on the enthalpy transport and therefore particularly

on the flow field. The varying velocity profiles cause
fluid elements to spend different times in the altern-
ator system, which results in a wide distribution of
RTD in the system. A three dimensional CFD sim-
ulation delivers a huge data quantity of e.g., vector
arrows, which are difficult to interpret and analyze
efficiently. To characterize such complex flow field
processes, the chemical industry uses the RTD to
study the mixing behavior in e.g., stirred tank react-
ors. Commonly the local mean age of air (LMA) in
seconds is plotted on different planes. From these
plots regions where backflow areas or bypassing
paths occur are directly visible, which is a huge ad-
vantage compared to a confusing vector plot. Liu et
al. [2] demonstrated that the moments of age can be
computed at only a small fraction of the computing
cost required to get the transient concentration solu-
tion. The RTD is also widely considered in the build-
ing energy industry (e.g., [3, 4, 5]). The residence
time distribution θ is defined as:

θ =
τ

τ̄
=

τ

V/V̇
. (1)

The age of the air is defined with τ and represents the
time that a particle spends between entering and leav-
ing the considered system. Analytical formulations
are available in the literature to calculate τ for aca-
demic problems (see e.g., [6, 7, 8]). Another method
is the experimental or numerical calculation of this
value, whereby the numerical method is used in this
work as described in section 4.2. The mean (hy-
draulic) residence time is τ̄ , the volume is V = LA
and the volumetric flow-rate at the inlet is V̇ = Au.
Based on the dimensionless form, different studies
with with e.g., varying inlet velocities become pos-
sible. The American Society of Heating, Refrigerat-
ing and Air-Conditioning Engineers (ASHRAE) pro-
pose an alternative formulation, called air change ef-
ficiency (ACE) factor [4]:

εa =
V/V̇
2τ

. (2)

The factor represents the ratio between the shortest
possible time needed for replacing the air in the room
(V/V̇) and the average time for air exchange (2τ). A
variety of other indicators are available in the literat-
ure as well. For example, Li et al. [9] extended the
typical indicators by considering the impact of air de-
livery processes between airflows with different ages.
In addition they consider the mixing of the fresh air
entering the system with the recirculating air coming
from the system. Commonly, the differential RTD
and the cumulative RTD are used to characterize the
flow processes:

E(θ) ≡ τ · E(t) , dF(θ) = E(θ)dθ. (3)

Following Fogler [10], the differential RTD E(θ) de-
scribes in a quantitative manner how much time dif-

CMFF15-034 103



ferent fluid elements have spent in the reactor. The
cumulative distribution function F(θ) gives the frac-
tion of effluent material that has been in the reactor
during a time t or less.

3. CANONICAL CONFIGURATION
A three-dimensional numerical study of an elec-

tric alternator delivers a huge quantity of data. Due to
the geometrical and physical complexity of the setup
a large number of finite volumes have to be used for
a simulation (small cells being especially needed in
near-wall regions). In most cases, a detailed quant-
itative analysis of these huge data set is not per-
formed. Looking at the LMA appears as a promising
approach. In order to check this point, a simplified
but relevant configuration has been first identified,
called „canonical configuration“ in this work. Eger
et al. [11] introduced the concepts underlying this
configuration and showed its benefit based on a Nus-
selt number analysis. Figure 1 explains the choice of
the canonical configuration.

Flow passing cylinder

Re∞ =
u∞ ·d0
ν∞

T∞

T0 or q̇∗0
or adia.

r0

Rotating cylinders
T1 or q̇∗1
or adia.

T0 or q̇∗0
or adia.r0

r1

Re0

Re1 =
ω1 ·r1 ·d1
ν∞

Canonical configuration

Re∞
T∞

β
r0

r1

T1 or q̇∗1
or adia.

Re0 =
ω0 ·r0 ·d0
ν∞

T0 or q̇∗0
or adia.

Figure 1. Canonical configuration used for fur-
ther investigations of transport phenomena and
for the development of physically-based indicat-
ors of heat transport

Using it, it is possible to investigate fluid pro-
cesses and heat transport at different scales, con-
trolled either by ambient parameters (global scale) or
by near-wall gradients (local scale), alone or in com-
bination, while keeping a single geometrical setup
described by a small number of parameters. Thanks
to such a simple configuration, the data quantity to
analyze is heavily reduced. However, the transport
phenomena found in real electric alternator systems
are still represented. Thus, the canonical configura-
tion offers the opportunity to investigate physically-
based indicators, e.g. residence time distribution for
such systems with a high level of generality. Ulti-
mately, a thermal optimization of electric machines

regarding fluid and heat transport should become
possible. Compared to a single cylinder, two ad-
ditional design parameters have been added, here β
and Π. Table 1 gives an overview about the paramet-
ers that have an influence on the flow field locally
(within the annuli) as well as globally (in the whole
domain). The opening angle β in main flow direction
defines the openings on both sides. Its range is ob-
viously defined by 0 ≤ β ≤ π/2. The dimensionless
radius ratio Π between the external sleeve (r1) and
the rotating cylinder (r0) is strictly Π = r1/r0 ≥ 1.
For increasing opening angle β→ π/2, the canonical
configuration converges toward the (external) flow
around a cylinder. A decreasing opening angle β→ 0
leads to the study of the (internal) flow between two
concentric rotating cylinders. For the range 0 < β <
π/2 transport processes involve both aspects.

Table 1. Parameters influencing the flow and tem-
perature field

Locally Globally
Dynamic u0 u∞
Heat transfer (T1 − T0), u0 (T1 − T0), u∞
Design Π = r1/r0 β

4. PHYSICAL MODEL AND NUMER-
ICAL METHOD

In this section the settings for the physical model
as well as for the numerical method are presented.
The problem described in section 3 is considered as
three-dimensional problem. However, the problem
can be modeled as two-dimensional, but for achiev-
ing a more realistic approach, a three-dimensional
model is more appropriate.

4.1. Physical model

D
2D

D

10
D

20D

5D 10D

Figure 2. Defined dimensions for the geometrical
setup of the canonical configuration

Figure 2 shows the cylinder and surrounding
sleeve, which are mounted in a rectangular domain.
The area of the interface, where fluid can enters and
leave the annuli is defined by:

AInlet,int = π · D ·
2β

180◦
· D. (4)
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Based on the three-dimensional construction, the
walls of the rectangular domain are defined with
symmetry boundary conditions. The inlet is typic-
ally defined as velocity inlet and we set τ = 0 as
boundary condition. Static pressure is defined on the
outlet of the rectangular domain. The flow field in all
following simulations is considered as steady and in-
compressible. Ideal gas has been chosen as working
fluid (air in this study). Due to the small temper-
ature change in the flow field, the thermo-physical
properties such as dynamic viscosity µ and thermal
conductivity k are assumed constant.

4.2. Numerical method
The equations of conservation of mass, mo-

mentum, and energy are discretized with ANSYS
CFX 15.0, relying on the Reynolds-Averaged Navier
Stokes (RANS) approach. The mean equations are
solved as a steady, incompressible Newtonian fluid
with variable density [12]:

∂

∂x j

(
ρU j

)
= 0, (5)

∂

∂x j

(
ρUiU j

)
= −

∂p
∂xi

+
∂

∂x j

(
σi j − ρuiu j

)
+S M , (6)

where ρ is the density, U the velocity, p the pres-
sure, S M the momentum source and σi j the molecu-
lar stress tensor, defined as:

σi j = µ

(
∂ui

∂x j
+
∂u j

∂xi

)
−

2
3
µ
∂uk

∂xk
δi j. (7)

The term −ρuiu j is the Reynolds stress tensor result-
ing from the averaging procedure on the nonlinear
convective terms in the momentum equations. The
Reynolds averaged energy equation is:

∂

∂x j

(
ρU jhtot

)
=

∂

∂x j

(
λ
∂T
∂x j
− ρu jh

)
+

∂

∂x j

[
Ui

(
σi j − ρuiu j

)]
+ S E .

(8)

The viscous work term is expressed by
∂
∂x j

[
Ui

(
τi j − ρuiu j

)]
, since it is needed for cal-

culations with high velocity gradients. The mean
total enthalpy is given by:

htot = h +
1
2

UiUi + k, (9)

with the turbulent energy:

k =
1
2

u2
i . (10)

The solution of Navier Stokes equation enables to
calculate age of particles, based on an additional par-
tial differential equation (PDE). The PDE itself, is

derived from the concentration equation and there-
fore does not interact with the velocity field. Con-
cerning the transport equation for a three dimen-
sional system with turbulent and stationary flow, it
is defined as:

∂

∂x j

(
ρU jϕ

)
=

∂

∂x j

(
Γ
∂ϕ

∂x j
− ρu jϕ

)
+ S ϕ, (11)

with ϕ as the conserved quantity which can be e.g.,
age of air and ρu jϕ as the Reynolds flux. The ad-
ditional variable equation (Eq. 11) are implemented
in conjunction with the coverning equations (Eq. 5,
6 and 8) with a defined source term defined as S ϕ =

φ. To calculate the turbulent terms, Menter’s Shear
Stress Transport turbulence model (SST) is used in
this work. The selected advection scheme uses a
second-order scheme when possible and blends to
a first-order scheme if needed to maintain bounded-
ness. The flow equations are solved sequentially
with double precision. For the mesh, hexahedra ele-
ments are chosen. In all simulations the mesh veri-
fies y+ < 1, as needed for high accuracy, see [12] for
details. The convergence criteria for mass, velocity
components, enthalpy and the additional variable τ
are set as a factor of 10−6. No difference was ob-
served in the convergence behavior when including
the viscous work term.

5. CODE VALIDATION
To validate the implemented system, examples

for internal as well as external flows are considered.
Our numerical results are compared to analytical for-
mulations or experimental data.

5.1. Internal flow: Hagen-Poiseuille flow
For a diffusion-free laminar pipe flow, several

analytical formulations are available in the literature,
see [13] for a detailed overview. In their work, Er-
dogan and Wörner [14] gave analytical formulations
for elliptical channels of arbitrary aspect ratio, for a
family of moon-shaped channels and for an equilat-
eral triangular channel. They studied the diffusion-
free residence time distribution of each geometry and
described it by an one dimensional model. As a res-
ult, they show that the analytical expression for any
elliptical channel is identical with the RTD of a cir-
cular channel. The differential RTD E(θ) and cumu-
lative RTD F(θ) function are [13]:

E(θ) =
1

2θ3 , F(θ) = 1 −
1

4θ2 (12)

under the consideration of a Hagen-Poiseuille flow.
As described in section 2, the residence time distribu-
tion θ can be calculated analytically or numerically.
The analytical formulation is given by:

θana =
θF,ana

λana
=

u∞/umax

u(r)/umax
(13)
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with the first appearance time θF,ana and the dimen-
sionless velocity λana. The fully developed velocity
profile u(r) can be found in the literature (e.g. [15]).
Numerically, the RTD can be calculated as described
in Eq. 1, where τ is the numerically calculated age of
air, defined by Eq. 11. The Reynolds number Re∞ in
this study is defined as:

Re∞ =
dhu∞ρ∞
µ∞

= 512. (14)

Figure 3 shows the comparison between the ana-
lytical and numerical calculations for E(θ) and F(θ)
plotted against θ. For both functions, the analytical
and numerical results are in a very good agreement to
each other. However, the results represent one Reyn-
olds number, only. To validate the local age of air for
different Reynolds numbers, τ has to be calculated
analytically, as well:

τana =
L

u(r)
=

V

2V̇
(
1 −

(
r

rmax

)2
) . (15)
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Figure 3. Comparison of E(θ) (�) and F(θ) (�) over
θ for a Hagen-Poiseuille flow

Figure 4 shows the comparison of τ (calculated
analytically and numerically) for various Reynolds
numbers Re∞,crit. The numerical results are in a very
good agreement with the analytical formulation, till
the critical Reynolds number of Re∞,crit = 2300 for
laminar flows is reached. In this figure, R is the di-
mensionless radius, defined as R = r/rmax. As a
whole, the validation for E(θ), (F(θ)) as well as τ is a
success for a Hagen-Poiseuille flow.

5.2. Internal flow: Couette flow

As a further validation the age of air in a Cou-
ette flow is investigated. The method is similarly to
the previous section. Considering one dimensional
flow as well, τana is defined with the fully developed
velocity profile of a Couette flow:

τana =
L

u(r)
=

V
U y

ymax

(16)
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Numerical Analytical

Re∞ = 128
256
512
1,024
2,048

Figure 4. Comparison of τ for various Re∞,crit for
a Hagen-Poiseuille flow

where U is the velocity of the moving plate and Y the
dimensionless distance defined with Y = y/ymax. In
Figure 5 the analytical and numerical values for τ are
shown for different Reynolds numbers Re∞,crit. For
the Couette flow the results are in a very good agree-
ment for the range of 128 ≤ Re∞ ≤ 1024. Following
[15], the critical Reynolds number for a laminar Cou-
ette flow is Re∞,crit = 1300. Therefore, the imple-
mented procedure delivers a perfect agreement with
the analytical formulation for the two considered ex-
amples.
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Numerical Analytical

Re∞ =
128
256
512
1,024

Figure 5. Comparison of τ for various Reynolds
numbers for a Couette flow

5.3. External flow: room ventilation
For an overall validation, the RTD for external

flows has to be investigated as well. In [16], the au-
thors compared experimental results with their nu-
merical study for a room with a mixing ventilation.
The room is modeled as a simple cube with two win-
dows (inlet and outlet, respectively) inside the wall
(see [16] for further details of the model). They used
the k− ε turbulence model to calculate the turbulence
terms in the transport equations. Figure 6 shows the
experimental and numerical data from Bartak et al.
[16] compared to our numerical results. The values
are taken from a plane located in the middle of the
room. The magnitudes of all three data are very close
to each other. The minimum of θ at n = 2.25 is de-
tected in all three cases. The values of our numerical
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results are smaller than the numerical results of Bar-
tak et al. [16], but in a good agreement with their
experimental results. To explain the differences with
their numerical results, one reason could be that we
used the more advanced Menter’s SST model to cal-
culate the turbulence terms.
This last comparison concludes the validation of our
numerical approach regarding internal and external
flows. For the tested configurations and parameters,
the numerical results are identical or very close to
the analytical predictions and experimental observa-
tions. However, it was also observed that values of
y+ well below 1 are needed for an accurate analysis
of the flow field and of the associated residence time
distribution.

0
0.2
0.4
0.6
0.8

1
1.2
1.4

0 0.5 1 1.5 2 2.5 3

θ

Normal direction in m

Numerical Ref. Exp. Ref. Num.

θ = τ
V/V̇

Figure 6. Comparison of θ to the results from Bar-
tak et al. [16] for a ventilated room

6. RESULTS
Using now the canonical configuration for a first

study, the dimensionless radius ratio is set to Π = 2.
The opening angle β will change its magnitude in the
range of 20◦ ≤ β ≤ 85◦. For such values the trans-
port processes involve external and internal flows and
therefore describe the processes found in a real al-
ternator system. The sleeve is defined as adiabatic
and the inner cylinder corresponds to a dimension-
less heat flux of:

q̇∗ =
q̇2r0

k∞T∞
= 0.05. (17)

The ambient temperature T∞, the dynamic viscosity
µ∞ and the thermal conductivity k∞ are considered
as constant with values of 300 K, 1.831 · 10−5 Pa.s
and 0.0261 W/(m.K), respectively. For a first study,
the inner cylinder is not in motion, which results in
Re0 = 0 for the local tangential velocity. This en-
sures that the flow field is not becoming too com-
plex at this early stage. Therefore, only one Reynolds
number (Re∞) influences the flow field together with
the varying design parameter β. The range for the
simulations is given by 0.5 ≤ Re∞ ≤ 4, 096, chan-
ging the values by a factor 2 between two cases. The
range for the opening angle is defined with 20◦ ≤
β ≤ 85◦. For values β ≤ 15◦ the residuals are not

converging, especially for small Reynolds numbers.
Figure 7 shows the volumetric flow-rate for a vary-
ing Reynold number Re∞ and opening angle β in a
double logarithmic reference frame. The volumetric
flow-rate V̇ is analyzed on the interface located at the
inlet of the sleeve, where the flow is entering the an-
nuli. With an increasing opening angle β, the area
of the inlet interface increases as well (see Eq. 4).
Therefore, the volumetric flow-rate V̇ increases with
the opening angle β.
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Figure 7. Effect of Re∞ and β on V̇

Figure 8 shows the same analysis with respect to
the age of air τ inside the annuli.
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Figure 8. Effect of Re∞ and β on τ

Both results are in very good agreement to each
other. When increasing Reynolds number Re∞ the
volumetric flow-rate increases as well, and the age of
air decreases, due to the faster transport of particles.
An increasing opening angle β decreases the resid-
ence time τ, due to the reduced sleeve surface. For
both variables (V̇ and τ), the Reynolds number is
the dominating parameter. Looking only at the volu-
metric flow-rate and age of air values, a comparison
between the different arrangements is difficult, due
to the changing boundary conditions (β and Re∞).
By looking at these results, the surrounding sleeve
appears to have only a very small influence on the
flow field and, therefore, on the residence time as
well. As previously discussed in section 2, it is ne-
cessary to consider different volumetric flow-rates V̇
and volumes V as well. Therefore, the air change
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efficiency factor εa is now considered for the same
cases. As previously discussed, this factor quantifies
the ability of a system to renew the air and could be
helpful as an indicator for heat and flow processes
within the annuli. The results are shown in Figure 9.
With an increasing opening angle β → π/2 the air
change effectiveness εa decreases rapidly.
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0 1 10 100 1,000 10,000

ε a

Re∞

β =
20◦
30◦
35◦
40◦

55◦

70◦
75◦
80◦
85◦

εa =
V/V̇
2τ

Figure 9. Effect of Re∞ and β on θ

Since the total volume V is constant in this case,
only V̇ and τ change their magnitude. Considering
Fig. 7 and Fig. 8, V̇ is more strongly influenced by an
increasing β compared to τ, due to the increasing area
AInlet,int. Therefore, the shortest possible time needed
for replacing the air (V/V̇) decreases much faster than
the average air exchange rate (2τ) with β→ π/2. The
setup with the smallest opening angle β = 20◦ is thus
the most efficient case when considering the input
and output parameter V̇ and τ, respectively. There
is no advantage connected to a higher V̇ , due to the
small changes of τ obtained when increasing opening
angle. For the range 20◦ ≤ β ≤ 40◦ the behavior of
the different opening angles as function of the Reyn-
olds number Re∞ are qualitatively similar to each
other. A minimum in efficiency can be found for each
series at a specific, relatively high Reynolds number
Re∞. The opening angle of β = 55◦ can be con-
sidered as a transition condition. Above this angle
(in the range of 70◦ ≤ β ≤ 85◦) the curves are again
qualitatively similar to each other, but show consid-
erably more complex profiles compared to the small
opening angles. Here, different extrema can be de-
tected in the range of 8 ≤ Re∞ ≤ 128. Note that the
air change efficiency of the flow field increases for
all cases at high Reynolds numbers, Re∞ ≥ 1, 024.
In Figure 10 the age of air τ is shown for the cases
β = 20◦ and Re∞ = 8 and 512, respectively.

Re∞ = 8 Re∞ =

512

Figure 10. Effect of Re∞ for β = 20◦ on τ

It can be seen that the configuration with Re∞ =

512 results in the lowest air change efficiency εa due
to increasingly large backflow areas. For the case
Re∞ = 8 no backflow exists and, therefore, εa shows
the highest value. The flow passes the whole an-
nuli and heat transfer occurs in a continuous manner.
Large backflow areas have been found during post-
processing for all cases, where a minimum of the air
change efficiency is observed in Fig. 9.

7. GRID-INDEPENDENCE TEST
Since the grid plays a major role for our invest-

igations, a grid-independence test is shown in Fig-
ure 11.

0.01

0.1

1

0 1 10 100 1,000 10,000

ε a

Re∞

Standard Fine Coarse Tetra

β =

20◦

55◦

85◦

Figure 11. Effect of different grid sizes on εa

The element size (maximum and first element
size) as well as the growing ratio factor were in-
creased by 25% for the coarse and decreased by 25%
for the fine mesh. Additionally, a pure tetrahedral
mesh is also considered, to quantify possible devi-
ations between a structured and unstructured mesh.
The results show, that for different hexahedral ele-
ment sizes, only small discrepancies occur. The un-
structured mesh delivers also results very close to
those of the structured mesh as well, except for the
limit case β = 20◦. Here, large discrepancies are
found for high Reynolds numbers of 256 ≤ Re∞ ≤
4, 096. Compared to the structured mesh, the min-
imum is not so clearly visible when using an un-
structured tetra mesh. For the other Reynolds num-
bers, the results are more close to each other. How-
ever, a larger number of elements are needed for the
unstructured mesh in order to reach the same level
of precision. This results in a higher computing
time as well as memory requirements. As a whole,
these tests show the standard grids employed in this
work are sufficient to reach grid-independent results.
Small differences are only found for an unstructured
mesh for β = 20◦ and at high Reynolds numbers.
Even there, the extremal values are still located at
the right Reynolds number. Therefore, the discrep-
ancies observed in section 5.3 did not result from
the mesh setup. This is in agreement with the res-
ults from Bartak et al. [16], who also carried out a
grid-independence test and found no big deviation.
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Therefore, the better prediction obtained in our case
is probably due to the better turbulence model, SST.

8. CONCLUSION
Numerical investigations of residence time dis-

tribution relying on a canonical configuration have
been done. The developed simulation approach
was compared with analytical or experimental results
from the literature. Grid-independence tests show
that the employed grid is sufficiently fine. A con-
stant wall heat flux along the static cylinder was con-
sidered. The oncoming flow u∞ enters the annuli
between static sleeve and cylinder through a vary-
ing opening angle 20◦ ≤ β ≤ 85◦. The age of air
τ decreases with an increasing flow rate in the range
of 0.5 ≤ Re∞ ≤ 4, 096. However, for a quantitat-
ive analysis and a comparison between different ar-
rangements, the dimensionless residence time distri-
bution θ or the air exchange efficiency εa have to be
considered. The results show that with an increas-
ing opening angle β, the efficiency decreases. A min-
imum can be found for each series at a specific Reyn-
olds number. The lower air change efficiency can be
correlated with the existing of large backflow areas,
which are visible in the contour plots. The canonical
configuration shows, that the residence time distribu-
tion can be an efficient way to analyze external and
internal flow fields. Therefore, this approach can be
used for complex flow fields which can be found in
e.g., electrical machines. Based on the air change ef-
ficiency εa an integral analysis can help to compare
different alternator systems with each other. High
values of εa can indicate a better performed cooling
system. The age of air distribution τ characterizes
the complexity of the flow field and shows where the
lower heat transport comes from. With this know-
ledge, promising regions for optimization can be loc-
ated.
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ABSTRACT
In this work, the focus is laid on numerical stud-

ies of LDV-based flow field measurements in the stay
vane channel of a Francis-type pump-turbine model,
operating in pump mode. After evaluating the nu-
merical model by means of integral quantities of the
pump-turbine, extensive CFD simulations are per-
formed to better resolve the flow characteristics in the
stay vane channel. To assess altering flow structures,
the computational mesh includes sampling planes,
halved into a near-hub and shroud region. Starting
at zero discharge, experiments revealed that a fur-
ther increase of the discharge leads to an flow shifting
between shroud and hub of the runner. Close to zero-
discharge, three-dimensional flow separation in the
stay vane channel is observed, changing to an asym-
metric flow in meridional direction when increasing
the discharge. Near the best efficiency point, the
flow of both hub and shroud side starts getting redis-
tributed uniformly. Numerical investigations in flow
characteristics were carried out to allow an examina-
tion of onsetting flow disturbances in the distributor.
It is found that slightly below the best efficiency point
the stay vane channel flow is most affected by un-
steady mechanisms. Experimental data of mean flow
quantities are fairly well predicted by time-depended
flow simulations.

Keywords: transient simulations, OpenFOAM,
pump-turbine, rotating stall, stay vane channel

NOMENCLATURE

A/Amax [−] normalized amplitude
C [ms−1] mean velocity magnitude
Cp [−] dimensionless pressure coefficient
D1 [m] impeller inlet diameter
H [m] net head
Kg [−] dimensionless torque,

Kg = T/ρgHbot2
o

N [−] cell number
Q [m3s−1] flow rate

QED [−] flow coefficient,
QED = Q/

√
gHD2

1
S [kgm2s−2K−1]entropy
T [Nm] impeller torque
ao [mm] gate opening
bo [m] distributor height
f [−] grid study solution
f [Hz] frequency
fΩ [Hz] impeller rotary frequency
fRS [Hz] rotating stall frequency
h [m] cell edge length
k [m2s−2] turbulent kinetic energy
m [−] number of stall cells
n [rpm] impeller rotational speed
nq [rpm] impeller specific speed,

nq = nQ0.5/H0.75

p [Pa] static pressure
q [m3s−1] zonal flow rate
r [−] grid refinement ratio
to [m] arc length of gate pitch circle
u1 [ms−1] circumferential velocity,

u1 = ΩD1/2
η [−] hydraulic efficiency
µ [kgm−1s−1] dynamic viscosity
Ω [s−1] impeller angular speed
ω [s−1] specific dissipation frequency rate
Φ [m3s−1] face flux
φ [−] scalar or vector quantity
ψ [−] flux limiter
ε [−] discretization error
ϕ [−] flow coefficient,

ϕ = 8Q/πD3
1Ω

Subscripts and Superscripts
cone draft tube cone
h, l high, low
hrs high resolution scheme
i refinement level
j face index
lo, up lower, upper
max maximum
n nominal
prim priming chamber
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m, θ, z streamwise, pitchwise, spanwise
x, y, z cartesian coordinate

1. INTRODUCTION
Especially when operating a pump-turbine in

pump mode, the occurrence of several unsteady flow
phenomena upstream of the impeller like rotating
stall (RS) or Rotor-Stator-Interaction (RSI) were in-
vestigated by many authors in the past.

Only a few studies dealing with the flow in the
stay vane channel of a pump-turbine were found,
e.g. [1], who merely analyzed the flow between
wicket gates and stay vanes. In [2], experimental
analysis were performed with a centrifugal pump
(nq = 21rpm) at Q/Qn = 0.8 which revealed a very
slow rotating stall in the diffuser channel, rotating at
1% of the impeller rotational speed. Strongly uneven
flow in the stay vane channel of a pump-turbine was
qualitatively observed by [3] when operating near
the best efficiency point at a flow rate Q/Qn = 0.8.
The onset of rotating stall phenomena has been in-
vestigated by several authors [4, 5], who observed
rotating jet flow patterns and blockage in the stay
ring at a flow rate Q/Qn = 0.8. A dominant fre-
quency peak at 1− 2Hz was determined by instation-
ary LDV-measurements in [6] at a part-load flow rate
Q/Qn = 0.77. To assess the ability of the computa-
tional model to capture transient effects, the work in-
cludes a detailed numerical investigation of the spe-
cific operating point (Q/Qn = 0.74) at which the on-
set of rotating stall in the distributor is evident.

As the main purpose of this study was the eval-
uation of the flow behavior in the stay vane chan-
nels, numerical simulations were performed for six
“off-design” operating points, ranging from zero-
discharge to full load condition. The results ob-
tained from the CFD simulations were compared
to data from experiments for each operating point.
Experiments were performed with a reduced scale-
model pump-turbine which provides accessibility in
the spiral case for optical flow measurements using
LDV technique. Details about the experimental setup
and employed measurement techniques can be found
in [7].

2. GRID INDEPENDENCE STUDY
2.1. Computational setup

Transient Reynolds-Averaged-Navier-Stokes
(RANS) simulations of discretization order pi were
performed for systematically refined grids Gi with
the solutions fi. Since a reference solution fEXP is
known from experiments, only two meshes were
considered in this grid study. The reduced compu-
tational model consists of the draft tube, impeller
and an extended vaneless space domain (see Fig. 2),
operating at BEP (Best Efficiency Point) in pumping
mode. The cell number Ni of each grid Gi was
chosen in a way such that N2/N1 = r3. As recom-
mended in [8], the grid refinement ratio r should

be at least greater than 1.3, hence r = h1/h2 =
√

2
is chosen in the present case. The grid topology of
both grids includes hexahedral cell structures only
and has been adapted to the usage of wall functions.
Grid details can be found in Tab. 1.

The standard two-equation turbulence model k-
ω SST was applied to account for the turbulent flow.
The case is modeled as a single rotating reference
frame and simulated for approximately 30 runner re-
volutions.

2.2. Discretization Order

A flux-blending discretization scheme is used for
all convection terms which yields more numerical
robustness for transient simulations of highly turbu-
lent flow. Velocity and turbulence fields are spatially
discretized by a blended high resolution TVD (Total
Variation Diminishing) scheme, using a flux limiter
ψ(r) reading

φhrs = φl + ψ(r)(φh − φl). (1)

A solution of second-order accuracy (central differ-
encing) is given when ψ(r) is close to one, defined by

ψ(r) = max
(
min

(
2
k

r, 1.0
)
, 0.0

)
(2)

An upwind differencing scheme of first order is ap-
plied when ψ(r) = 0. In Eq. 2, k denotes a user
defined blending factor, satisfying 0 ≤ k ≤ 1. As in
Jasak [9], this limiter function is mainly based on a
smoothness parameter r, characterizing the smooth-
ness of the flow region by gradients of the quantity
φ. As k < 0.5 is chosen in the present simulation, the
order of accuracy pi may varies in the flow field of
grid Gi. Thus, the formal order of accuracy for grid
Gi is obtained from

phrs
i = pl

i + ψi(ph
i − pl

i) i = 1...2 (3)

where pl
i = 1.0 and ph

i = 2.0. In order to take the
blending into account, a flux-averaged and time av-
eraged blending factor ψ is calculated with

ψ =

J∑
j=0

Φ jψ j

J∑
j=0

Φ j

(4)

where Φ stands for the face flux and J is the total
number of faces in the computational domain. Upon
evaluation of Eq. 3 and Eq. 4, a formal order of ac-
curacy phrs

1 = 1.86 is calculated on the coarse grid
and phrs

2 = 1.90 on the successively refined grid. The

Table 1. Details of grid study.

grid N y+ detmin ψ phrs εh,i(p̂)
G1 4.2E5 32 0.31 0.85 1.86 0.033
G2 1.2E6 30 0.22 0.90 1.90 0.011
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Figure 1. Discretization error: coarse grid G1
( � ), fine grid G2 ( N ), second-order ( ).
observed order of accuracy of the solution reads

p̂ =

ln
(∣∣∣∣∣ fEXP − fi+1

fi+1 − fi

∣∣∣∣∣)
ln(r)

(5)

where i denotes the grid refinement level.

2.3. Results of the grid study
The reference solution fEXP is expressed by the

measured static pressure difference between the pres-
sure in the draft tube cone pcone and the pressure
in the priming chamber pprim. The positions of the
tapered pressure sensors were used for the accord-
ing wall pressure monitoring during the simulations.
The solutions are defined by means of a dimension-
less quantity, following

fGi =
8|pprim − pcone|

ρD2
1Ω2

(6)

where D1 denotes the runner inlet diameter and Ω

the impeller angular speed. As suggested in [10], the
discretization error of the grid Gi is estimated by the
common formulation

εh,i(p) =
| fEXP − fi|

rp − 1
. (7)

Grid quality and details of the grid study can be
found in Tab. 1. In Fig. 1, it is shown by means of the
discretization error estimator that the solutions nearly
reach second-order accuracy. For G1, the observed
order of accuracy is slightly greater than the formal
order of accuracy, which might be an indicator for
non-asymptotic behavior. However, as the order of
accuracy phrs and p̂ computed on the refined grid G2
are almost identically, a grid spacing h2 was used for
all further investigations.

3. NUMERICAL METHOD
For all simulations performed, the open-source

CFD software OpenFOAM was used. All grids have
been created with the meshing tool ICEM [11] to
obtain block-structured grids of high quality. Di-
mensions and parameters of the scale-model pump-
turbine can be found in Tab. 2.

Simulations were carried out for a fully turbu-

Figure 2. Velocity measurement positions (left),
schematic of the computational domain (right)
DT draft tube, IM impeller (rotating domain),
WG wicket gate, SV stay vane, SC spiral case, (◦)
wall pressure taps.

Figure 3. Mesh plot of the complete computa-
tional domain.

lent pump-turbine flow, governed by the incompress-
ible Navier-Stokes equations. A limited 2nd-order
scheme was used for all convection and diffusion
terms. As shown in Fig. 3, the computational domain
consists of fully block-structured grid sub domains
which are coupled by mesh interfaces, as shown in
Fig. 2-right. The grid has N = 2.5 × 106 cells in total
and has a constant aspect ratio in normal direction
of the walls. The spatial discretization was focused
on the stay vane channel where the cell number is in
pitchwise direction Nθ = 27, in spanwise direction
of the stay vane Nz = 26 and in streamwise direction
Nm = 32. As in the grid study, the widely used k-ω
SST turbulence model was used for turbulence mod-
eling, which allows an improved near-wall treatment
in ducted flows. For ω-based models, OpenFOAM
provides an automatic wall treatment for a better grid

Table 2. Machine data.
specific speed nq 41.5 rpm
inlet diameter D1 0.276 m
distributor height bo 0.054 m
arc length of gate pitch circle to 0.088 m
number of blades zb 7 -
number of guide vanes zg 20 -
number of stay vanes zs 20 -
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Figure 4. Grid spacing (Nm × Nθ × Nz) of domain
SV and sampling zones: qup flow rate upper chan-
nel zone, qlo flow rate lower channel zone; radial
inward (+), outward (−).
refinement in near-wall regions. Depending on the
operating point of the pump-turbine, the mean di-
mensionless wall distance is y+ = 20 on average, but
at least beyond the buffer layer (y+ > 12). A constant
flow enters at the draft tube inlet with prescribed pro-
files for the velocity and the turbulent quantities. In
order to evaluate the wall-bounded flow regime sep-
arately, the inter-blade flow was divided into an upper
and lower channel zone, as shown in Fig. 4. For time
marching, a 0.96 deg time step was chosen to accur-
ately predict the influence of the wake characteristics
of the impeller blades on the wicket gates. Simula-
tions were run about 40 runner revolutions for each
operating point. After reaching a quasi steady-state
flow solution (>10 runner rev) all quantities of in-
terest were sampled over time for approximately 25
runner revolutions.

4. RESULTS
4.1. Integral Quantities

In what follows, all dimensionless quantities are
based on the reference diameter D1, as recommen-
ded in [12]. Besides flow analysis, the hydraulic
efficiency of the pump-turbine ηh was assessed by
the numerical model and compared to IEC compli-
ant measurements, as can be seen in Fig. 5. Even in
deep part load, the hydraulic efficiency is still well

η
h/
η

hn

0.5

0.6

0.7

0.8

0.9

1

1.1

QED/QEDn

0 0.25 0.5 0.75 1 1.25

Figure 5. Off-design efficiency at ao/aon = 0.67:
CFD _, EXP #.

predicted by CFD. Even at zero discharge condition,
simulation indicates a well agreement with the exper-
imental data from [7]. The average percentage devi-
ation of the simulated values from the model meas-
urements is ±1.2%, which is found to be in an allow-
able range.

Depending on the wicket gate opening angle and
the flow rate of the pump-turbine, the wicket gates
tend to either open or close. Opening tendency at
small opening angles means that the swirling dis-
charge flow of the impeller has an unfavorable in-
clination angle at the wicket gates leading edge. This
in turn greatly affects the flow in the stay vane chan-
nel. Owing to ‘off-design’-flow of the pump-turbine,
the separation behavior of the wicket gate flow prob-
ably has a strong influence on the flow under invest-
igation. Mean flow patterns at the impeller outlet
were examined by means of evaluating the torque T
of wicket gate no 12 (see Fig. 2-left). As in Fig. 6,
model test results and simulation show a reasonable
agreement, whereas measurements for ao/aon = 0.67
were not available. Low flow rates show an open-
ing tendency of the wicket gates. Near QED/QEDn =

0.75, the torque coefficient Kg becomes positive what
indicates a closing tendency.

K
g

-0.04

0

0.04

0.08

0.12

QED/QEDn

-0.5 0 0.5 1 1.5 2

Figure 6. Mean torque coefficient Kg of WG12:
CFD ao/aon = 0.67  , EXP ao/aon = 0.78 ^ ,
EXP ao/aon = 0.56 � .

4.2. Stay vane channel flow patterns
Referring to Fig. 2-left, velocity components Cm

and Cz of the guide vane flow were analyzed at 25%
(E1) and 75% (E3) of the distributor height, each at
50% in pitchwise direction. In streamwise direction,
the two sampling points were located near the chan-
nel outlet at 90% of the stay vane length. Figure 7
shows velocity contours and the respective stream-
lines in the region between runner outlet and spiral
case inlet. As can be seen from Fig. 7-a, no net flow
enters the spiral case during zero-discharge, but leads
to reversal flow in meridional direction in the inter-
vane region due to high circumferential momentum
from the runner outlet. As can be seen in Fig. 8, this
flow behavior is not revealed by experiments, where
a slight flow radially outward can be seen.
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Figure 8. Normalized meridional velocity com-
ponent Cm in the stay vane channel: CFD E1 _ ,
CFD E3 N , EXP E1 � , EXP E3 � .

Contours of the averaged meridional velocity are
shown in Fig. 7-b for QED/QEDn = 0.21 and Fig. 7-
c for QED/QEDn = 0.42. Here, the flow enters
the wicket gate section mainly in the upper channel
height, possibly due to prerotation at the runner inlet,
and gets redistributed throughout the channel height
again. In Fig. 7-d at QED/QEDn = 0.74, a more less
uniform distribution of the mean meridional velocity
in the wicket gate section is shown, whereas in the
inter-stay vane region a slight downward flow is pre-
dicted. Simulations show that for QED/QEDn = 1.33
a uniform flow in meridional direction throughout the
stay vane and wicket gate channel occurs.

Mean values of the velocity components Cm and
Cz in the stay vane channel near the shroud (E1) and
hub (E3) are given in Fig. 8 and Fig. 9 respectively.
At zero discharge, the simulation revealed reversal
flow in the stay vane channel what is not observed by
flow velocity measurements, as can be seen in Fig. 8.

C
z/

u 1

-0.05

0

0.05

-0.05

0

0.05

QED/QEDn

0 0.25 0.5 0.75 1 1.25 1.5

Figure 9. Normalized spanwise velocity compon-
ent Cz in the stay vane channel: CFD E1 N ,
CFD E3 _ , EXP E1 � , EXP E3 � .

However, it should be noted that the increased meas-
urement errors bars (representing the standard devi-
ation) in Fig. 8 indicate strong velocity fluctuations.
Below the best efficiency point at QED/QEDn = 0.74,
the uneven flow reaches its maximum and leads to
high velocity rates in the upper stay vane channel re-
gion. Under full-load conditions, the flow redistrib-
utes to a symmetric velocity profile across the chan-
nel height, which becomes abundantly clear from
Fig. 7-e. In general, the simulations predict compar-
able changes in flow structure at position E1 and E3
when increasing the flow rate.

Time histories of partial flow rates in the stay
vane channel over more than 20 runner revolutions
are shown in Fig. 10. In general, when comparing
this data with Fig. 8, the flow in the stay vane chan-
nel appears to be different at some operating points.
This remaining discrepancy may be assigned to the
different evaluation procedure of the integral values

Figure 7. Contour plots and streamlines of the time-averaged meridional velocity Cm in the stay vane chan-
nel: a) QED/QEDn = 0.0, b) 0.21, c) 0.42, d) 0.74, e) 1.33, sampling plane ( ).
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Figure 10. Normalized flow in the stay vane chan-
nels: qup upper sampling zone ( ), qlo lower
sampling zone ( ), a) QED/QEDn = 0.0, b)
0.21, c) 0.42, d) 0.74, e) 1.33.

qup and qlo and the local velocity components Cm
(see Fig. 8). The time development of the stay vane
channel flow at QED/QEDn = 0.42 shows no remark-
able periodic fluctuation, but is governed by a non-
uniform mean flow field. At QED/QEDn = 1.33, the
flow rates remain almost constant over time, where
qup is predicted to be smaller than qlo. The prediction
of both lower and upper flow rate is significant for
operating point QED/QEDn = 0.74. The simulation
shows a periodically appearing jet flow and blocked
flow in both upper and lower channel region.

Figure 11 presents power spectra of the stay vane
channel flow for various operating points where the
amplitudes are normalized by the maximum amp-
litude calculated. From the waterfall plot, periodic
disturbances at QED/QEDn = 0.74 are evident. Inter-
estingly, the spectrum for QED/QEDn = 0.21 shows
a remarkable similarity to this operating point in the
low frequency region, at least for the upper flow qup.
It must be noted that higher frequencies may not be
detected as no sufficient time resolution was provided
by CFD, even though the signal in the time domain
covered 40 impeller revolutions.

Based on these findings, a detailed study of op-
erating point QED/QEDn = 0.74 is presented in order
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Figure 11. Waterfall plot of power spectra of the
stay vane channel flow qup ( ) and qlo ( ).

to verify whether these observations respond with ex-
periments.

4.3. Study of rotating stall in the stay vane
channel at QED/QEDn = 0.74

To ensure an appropriate identification of low-
frequency mechanisms, 40 impeller revolutions were
simulated. The instantaneous velocity in the stay
vane channel 1 to 20 is presented in Fig. 12 for two
different time instants. Velocities were evaluated at
50% in streamwise direction and 50% in spanwise
direction of the stay vane channel. The diagram
shows an arbitrary impeller position t and the pos-
ition of the impeller after one quarter revolution of
the stalled cells t + fRS /m. As shown in the plot,
four dominant jets with adjacent blocked cells come
apparent in pitchwise direction for θ = 0, θ = π/2,
θ = π and θ = 3π/4 so that four stalled cells m = 4
can be easily encountered.

According to Fig. 10-d, time history of both par-
tial flow rates qup and qlo show a significant period-
icity. Compared to the lower channel height, how-
ever, the flow blockage in the upper channel height
appears to be more pronounced and results in reversal
flow at short times. This asymmetric distribution is
also evident from Fig. 8.

In Fig. 13, a Fourier transform is performed for
both experimental and simulated static pressure sig-
nal pprim. The frequency is normalized by the im-
peller rotation frequency fΩ where the fundamental
impeller blade passing frequency and its harmonics
are i zb fΩ. The peaks at f / fΩ = 7, 14, 21 and 28
show a considerable correlation between simulation
results and experiments. However, the pressure amp-
litudes at f / fΩ = 14 and f / fΩ = 28 are underes-
timated by CFD. At QED/QEDn = 0.74, a domin-
ant propagation frequency at 1.8Hz of stalling cells
is found by simulations, as can be seen from the de-
tail plot in Fig. 13-top.

Considering four spatial modes according to
Fig. 12, the rotating stall fundamental frequency is
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Figure 12. Velocity C in the stay vane channel at QED/QEDn = 0.74 for two different time instants: time t
( ), time t + fRS /m ( ).

fRS = 0.135 fΩ/4, which is equal to a propagation
speed of 3.4% of the impeller rotational speed. This
dominant sub-synchronous frequency modulates the
blade passing frequency 7 fΩ = 93.3Hz, resulting in
remarkable side bands.

Figure 13 below shows a Fourier transform of the
measured pressure signal for 40 impeller revolutions
with a peak at at 1.77Hz, which is about 25% lower
than the simulated peak, as can be see in the detail
plot. Furthermore, the frequency analysis of the re-
corded pressure signal shows symmetric side bands
at this rotating stall frequency.

To better visualize the blockage and discharge
flow in the distributor, iso-surfaces of the entropy S
and velocity magnitude C are introduced. As sug-
gested in [13], the local generation of entropy of a
isothermal and incompressible fluid S = S D + S ′ can
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Figure 13. Frequency spectra of the pressure sig-
nal pprim at QED/QEDn = 0.74: CFD (top), EXP
(bottom), ( ) 4 × fRS in the detail plot.

be divided into the part due to mean flow gradients

S D =
µ

T

2 (
∂Cx

∂x

)2

+ 2
(
∂Cy

∂y

)2

+ 2
(
∂Cz

∂z

)2

+(
∂Cx

∂y
+
∂Cy

∂x

)2

+

(
∂Cx

∂z
+
∂Cz

∂x

)2

+

(
∂Cz

∂x
+
∂Cy

∂z

)2
(8)

and the part resulting from dissipation in the turbu-
lent shear of separating flow [14]

S ′ =
ρβ∗ωk

T
(9)

where T is the mean fluid temperature and β∗ = 0.09
a model coefficient of the k-ω model. In Fig 14, as
expected, four notable regions of strong dissipation
are visible, which fully block the channel. These
cells of high entropy mainly appear at the stay vane
channel inlet and result in a strong stay vane channel
flow upstream in direction of the impeller rotation.

Low frequency peaks of the frequency spectrum
of various quantities at QED/QEDn = 0.74 are sum-
marized in Tab. 3. For the wicket gate torque T , a sig-
nificant peak arises at 1.83Hz, which is close to the
experimental value of pprim (peak at 1.77Hz) and the

Figure 14. Iso-surfaces of instantaneous velocity
magnitude C and entropy S at 50% in spanwise
direction, QED/QEDn = 0.74.
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Table 3. Low frequency peaks (Hz) of frequency
response of simulated and measured quantities.

pprim EXP pprim CFD qup,lo CFD T CFD
1.77 1.80 1.87 1.83

value obtained by numerics (peak at 1.80Hz). Com-
pared to experiments, the Fourier transform of both
upper flow qup and lower flow qlo shows significant
side bands with a discrepancy of +13% and −7% re-
spectively, caused by the limited frequency resolu-
tion and the so called picket-fence effect. Follow-
ing [15], an interpolation between this peaks yields a
frequency of 1.87Hz.

5. CONCLUSION
Besides specific parameters of the pump-turbine,

unsteady flow in the stay vane channel was numer-
ically predicted by unsteady RANS-simulations and
compared to experimental data. Focusing on the dis-
cretization scheme, an extensive grid study gave use-
ful conclusions about resolution and size.

From simulations it was found that the flow
structure between the stay vanes is sensitive to in-
let flow conditions. At part-load condition, a flow
distribution with a maximum near the hub is identi-
fied, where at a higher discharge the streamlines of
the bulk velocity are slightly deflected towards the
shroud. Results from the analysis of the velocities
indicated by CFD qualitatively agree with the LDV
measurements.

Just 20% below the design flow, four stalling
cells traveling at 3.4% of the impeller rotary fre-
quency were encountered. The sub-synchronous
peak obtained in the frequency spectrum of the com-
puted pressure corresponds well with measurements
and is in agreement with observations of many other
authors. This dominant frequency became evident in
all transient signal recorded in the distributor for this
operating point.

In further studies, the influence of the wicket
gate opening on stall flow in the distributor is invest-
igated, as uneven wicket gate flow may gives rise to
increase the risk of rotating stall onset.
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ABSTRACT  

This paper presents the numerical investigation 

of a single-stage centrifugal compressor stage with 

focus on the interaction between IGV induced inlet 

flow conditions and the impeller performance. The 

inlet flow distortions induced by various IGV types 

have been applied to different mesh models (single-

passage and full-annulus) to perform steady 

simulations with ANSYS CFX v14.5. The 

simulation result was validated and compared with 

previous experimental data. The CFD results show 

that the flow incidence controlled by the IGV and 

circumferential flow non-uniformity induced by the 

IGV are the main factors impacting the impeller 

performance. Thus the development of new IGV 

designs with novel geometries, which aim at 

reducing flow distortions and maintaining moderate 

preswirls, is demonstrated to be effective in 

obtaining high stage efficiency over a wide 

operation range. 

Keywords: Centrifugal compressor, CFD, full 

annulus, IGV, inlet distortion, single passage 

NOMENCLATURE  

C [m/s] Velocity 

D [m] Impeller outlet diameter 

N [rpm] Rotational speed 

T [K] Temperature 

Tu [-] Turbulence intensity 

U [m/s] Impeller tip peripheral speed 

cp [J/kgK] Specific heat at constant pressure 

h [-] Head coefficient 

�̇� [kg/s] Mass flow rate 

p [Pa] Pressure 

y
+
 [-] Dimensionless wall distance 

Φ [-] Flow coefficient 

Π𝑡 [-] Total pressure ratio 

𝜅 [-] Isentropic Exponent 

𝜂 [-] Impeller polytropic efficiency 

𝜌 [kg/m
3
] Density 

𝜏 [-] Impeller work coefficient 

Subscripts and Superscripts 

abs Absolute 

norm Normalized 

s Static 

t Total 

u Circumferential 

Abbreviations 

FA Full annulus 

IGV Inlet guide vanes 

PS, SS pressure side, suction side 

SP Single passage 

Sec Measurement/model section 

 

1. INTRODUCTION  

In modern jet propulsion and the oil & gas industry, 

improvements in efficiency and operating range are 

essential to the success of compressor design. If a 

stable operating range is insufficient, variable inlet 

guide vanes (IGV) can be introduced to provide 

preswirls to the inlet flows. A research project was 

conducted at the Institute for Flight Propulsion, 

Technische Universität München to experimentally 

investigate an industrial centrifugal compressor 

stage (Figure 1) together with different IGV types 

on a high-speed rotating test rig described in [1]. 

Typically an IGV stage is used to expand operation 

range at surge margin [2, 3, 4]. Firstly a 

symmetrical airfoil with standard symmetric profile 

(NACA0022) was chosen as the baseline IGV 

(Type-A). Previous study showed a symmetric 

profiled IGV works practically with a low setting 

angle range up to ±30° [5]. Therefore, two newly 

designed IGVs, which are based on uniquely 

cambered geometries, have been developed to 

enlarge the operation range especially at low mass  
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Figure 1. Conceptual sketches of the three IGV 

types (from [6]). 

flow range, and specially treat circumferential flow 

non-uniformities created by the radial inlet plenum 

[6]. The first new design has a uniquely cambered 

airfoil (Type-B), and the second new design features 

a multi-airfoil consisting of both a uniquely 

cambered fixed part and a rotating tail (Type-C). 

This tandem blade design was designed to achieve 

low incidences at high setting angles by preventing 

the flow separation on the suction surface [7]. More 

details on the tandem IGV can be found in [8, 9]. 

The experimental results show that up to 40% of the 

pressure losses in the inlet plenum can be reduced 

by adopting the new circumferentially non-uniform 

IGV designs, and overall stage efficiency can be 

increased by 2 points at the stage design point [6]. 

However, the internal flow mechanisms behind the 

improved performance with those IGVs still need to 

be understood fully. As a consequence, this 

numerical research is an attempt to conduct a 

systematic analysis to reveal the relationship 

between the new IGV designs and compressor 

behaviour. 

As indicated in [6], to match the different flow 

conditions at each vane positions along the 

circumference of the IGV plenum, the two new IGV 

concepts adopt individual profiles at each fixing 

location. Therefore, in practice no periodic 

symmetry exists in the distribution of IGV airfoils 

or the flow fields created by them. This feature 

prevents using single-passage modelling with 

simplified periodic sidewalls. To deal with the 

rotor-stator interactions regarding flow non-

uniformities and unsteadiness, an entire annulus 

CFD model may be applied ([10, 11]). To avoid 

introducing a complete 360° mesh model for the 

IGV plenum alone, previously measured flow 

quantities at the impeller inlet section will be 

applied as inlet boundary conditions. This requires a 

computation domain starting from Sec10 (Figure 2). 

In addition, due to the non-uniform inlet distortions, 

only a full-annulus mesh model for the impeller is 

able to exactly predict response to inlet distortions.  

 

Figure 2. Schematic cross section of compressor 

stage (mesh domain denoted between red lines). 

However, due to time and computation limits in 

most engineering applications, single-passage 

models are still regarded as the conventional 

method to conduct CFD simulations. Therefore, this 

study employs both single-passage and full-annulus 

models in the analysis. For the single-passage 

model, the 1D profiles were calculated by averaging 

the experimental data along the entire 

circumference, and then employed at the impeller 

inlet, while for the full-annulus model the complete 

inlet flow fields measured were specified as inlet 

boundary conditions. The measurement result (in 

[6]) provides full flow fields ( 𝑝𝑡 , 𝑇𝑡 , yaw, 𝑝𝑠 , 

velocities) using 360° measurement of flow 

mappings, enabling an exact inlet profiles for the 

CFD simulations. 

This numerical study includes two parts as a 

whole. First a single-passage mesh model is used to 

conduct steady-state simulations, covering most of 

the speedlines collected by the previous 

measurement. Secondly, several steady-state cases 

are calculated at nominal points with a newly 

introduced full-annulus model, which is used to 

further investigate the impact of circumferential 

non-uniformities existing in the real conditions. 

2. COMPUTATION SETUP  

2.1. Mesh Domain 

The modelling of the compressor stage (depicted in 

Figure 2) starts from the impeller inlet section 

(Sec10) up to its outlet (Sec20), follows a vaneless 

diffuser (Sec20 to Sec40) and a U-bend (Sec42), 

and ends before the flow reaches the return channel. 

An artificial contraction is put in place at the 

domain outlet to prevent backflow during the CFD 

calculations, similar to the treatment described in 

[12]. For the single-passage model, while the grids 

for the impeller were generated by ANSYS 

TurboGrid, and the grids for the diffuser were 

generated by ANSYS ICEM. For the full-annulus 

model, the impeller and diffuser models were  
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Figure 3. Grid fragments at midspan plane. 

(Left: single-passage; right: full-annulus; Top 

right: contraction at diffuser outlet) 

 

coarser per passage to limit the total number of 

mesh grids, an thus to save on computation 

resources and memory. All the mesh elements are 

hexahedron. The statistics of the mesh models 

applied is summarized in Table 1. A total number of 

4.6 million elements were built for the single-

passage model, and about 6 million elements for the 

360° full model. 

Table 1. Summary of mesh statistics (P: Inlet 

ring; I: impeller; D: diffuser) 

Type of 

Model 
Grid size 

Min. Orth. 

Angle [°] 
y+ [-] 

Single 

passage 

I: 1.1x10
6
 

D: 3.5x10
5 

I: 27.9 

D: 64.1 

I: 1.5 

D: 25 

Full 

annulus 

I: 4.3x10
6
 

D: 1.6x10
6 

I: 33.0 

D: 74.1 

I: 4.5 

D: 25 

 

2.2. Simulation Set-up 

2.2.1. Single-passage Case 

The modelled impeller is a shrouded impeller 

designed for the petrochemical industry. For the 

numerical simulation, the working fluid is set as air 

ideal gas. The k-ω turbulence model with automatic 

wall functions was chosen for all the test cases 

investigated.  The frozen-rotor interface was set to 

connect the impeller to the vaneless diffuser. For 

the single-passage cases, rotational periodicity was 

specified at the sidewalls. All the boundary 

conditions were based on the real experimental 

data, which was obtained from the rotating test rig 

as summarized in [6]. Those experimental results 

were used for setting up the cases extensively, 

including the combinations of total pressure, total 

temperature and cylindrical velocity components at 

the inlet, mass flow rate at the outlet, and impeller 

rotational speed which varied slightly during the 

 

Figure 4. Turbulence decay with 𝑻𝒖=7.7% and 

different estimated viscosity ratios (50, 100 and 

200) at Sec10 together with interpolation curves 

based on the experimental database from [13]. 

measurement mass flow rate at the outlet, and 

impeller rotational to ensure Mach number 

similitude. For the single-passage cases, 𝑝𝑡 , 𝑇𝑡, and 

yaw angle measured at Sec10 were specified as 1D 

inlet boundary conditions after averaging along the 

circumference. Non-slip adiabatic walls were 

specified at the hub, shroud and blade walls. 

Moreover, the turbulence intensity was given as 

7.7% from earlier CFD results on the IGV plenum 

alone. The eddy viscosity ratio was estimated as 

200, resulting in a turbulence decay curve that 

remains close to the correct transition at design 

point (Figure 4 from [13]), when the inflow is 

approximately equal to 90m/s. 

 

2.2.2. Full-annulus Case 

If not otherwise stated, the physical and solver 

settings are identical for both the single-passage and 

full-annulus model. Some additional changes for the 

full-annulus model are as follows:  

 The impeller model is a full replica of all single 

passages. No additional rotational periodicity is 

defined. 

 The data from the measured 360° flow fields of 

𝑝𝑡 , 𝑇𝑡 , and the velocity direction were 

employed as inlet boundary conditions, without 

performing a circumferential average. 

       To evaluate the impact of using the new, coarse 

full-annulus model, a sensitivity study was 

conducted with IGV = 0° and 60°. The coarse mesh 

for the full-annulus simulations tends to decrease 

impeller efficiency by 0.5-1.0 percent, and thus 

does not significantly alter the results produced by 

the full-annulus model. 
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3. SIMULATION RESULTS 

The following section describes the test results 

and analysis with the two types of modelling. The 

discussion mainly focuses on the nominal points, 

which were defined as the middle points along each 

speedline from surge to stall during the experiment. 

Table 2 lists the flow coefficients (normalized) for 

all the nominal points discussed. The nominal 

points at IGV=0° are actually the design point of 

the compressor stage. 

Table 2. Flow coefficients at the nominal points 

(normalized with the value with IGV=0°) 

IGV 

angle 
0° 20° 40° 60° 

Φ𝑛𝑜𝑟𝑚 1.000 0.944 0.751 0.616 

3.1. Steady single-passage test 

Before analysing the CFD results in this 

section, a validation process is performed by 

extracting the CFD data from a normal slice plane 

located 2mm downstream from the inlet section. 

The flow quantities are circumferentially averaged 

to compare with experimental data specified as 1D 

profile at Sec10. For example the validation for the 

three IGV types at 0° is shown in Figure 5. A 

complete comparison is made for circumferential 

averaged 𝑝𝑡 , 𝑇𝑡 , yaw, 𝑝𝑠, 𝑇𝑠, and 𝐶𝑎𝑏𝑠. (𝑇𝑠 and 𝐶𝑎𝑏𝑠 
are not directly measured by the aero probes but 

calculated using Equations 6 and 7). Fig. 5 shows 

that most parameters match well with the 

experimental data. Although small differences 

(max. 5%) occur in the prediction of velocity, the 

profile shapes are well-preserved. This validation 

process was conducted for all simulation points at 

0°, 20°, 40° and 60° (not shown), which 

demonstrates the good quality match between CFD 

and the experiment. Therefore, the averaged 1D 

profile is able to mostly represent the inlet flow 

conditions created by the upstream IGVs. 

As the first step of the result analysis, the CFD test 

cases were extracted from the same locations as 

previous measurement sections (Sec10, Sec20 and 

Sec40), through which the performance parameters 

can be calculated.  Since the domain outlet has been 

changed, the performance parameters discussed 

here are primarily for the impeller part (from Sec10 

to Sec20), including impeller total pressure ratio, 

work coefficient, impeller polytropic efficiency and 

head coefficient. The equations for calculating these 

parameters can be found in the appendix. To save 

space only the total pressure ratio Π𝑡 and polytropic 

efficiency 𝜂 are shown as Figure 6 and 7.  

 Figure 6 shows the impeller total pressure ratio 

along each speedline for the three IGV types 

investigated.  The CFD results are plotted together 

with previously collected experimental data. The 

steady-state calculations run stable until the last 

point on the left side near stall, where the CFD  

 
Figure 5. Circumferentially averaged inlet 

profiles for IGV=0° at nominal points. Shown 

are measurement data and single-passage CFD 

result. 
 

failed to converge. Similar problem were 

experienced when attempting to simulate the 

speedline with the negative IGV angle (-20°). 

Therefore, the measurement points at these 

locations were not covered by the CFD points in 

Fig. 6. In Fig. 6 a good agreement regarding total 

pressure prediction was achieved for all IGV types 

at different settings angles. The relative levels 

between Type-A, Type-B and Type-C from 0° to 

60° were faithfully reproduced by CFD, indicating 

that this method is appropriate for analysing the 

relative impacts among different IGV types. In 

addition, there is a tendency in the CFD data to 

over-predict the total pressure rise in the impeller. 

This over-prediction may be due to the fact that the 

numerical cases are simplified rather than the real 

cases, which contains local leakage flows due to the 

cavities and unsteadiness [14]. The amount of over-

prediction is highest at the speedlines with IGV=0°. 

Here all the CFD points are higher than the 

corresponding measurement points, which suggest 

that if the incidence angles are in line with the 

impeller leading edge, then the modelled impeller 

functions more smoothly than the real impeller. 

This benefit was cancelled out by the highly over-

turned incidence angles with high IGV setting 

angles, which decreases the level of total pressure 

ratio, bringing the value back into the measured 

range. Another discrepancy is found with the 

baseline type near choke at IGV=60°. Here the  
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Figure 6. Total pressure ratio (Section10-

Section20) as function of normalized flow 

coefficient. Shown are measurement data and 

CFD single-passage result. 

 

 

 
A-00 

 
C-00 

 
A-60 

 
C-60 

Figure 8. Midspan contours of relative stream 

velocity at nominal points, IGV setting angles 0° 

and 60° (above and below) for IGV type-A and 

type-C, shown together with vector of relative 

velocity 

predicted points are lower than the measured levels 

of values. It could be that the mass flow rates 

between CFD and the experiment are not exactly 

the same, which induces predicted points right to 

the measured speedline. Thus, a big gap near choke 

may reflect a relatively small shift in the mass flow. 

  It should be emphasized that, as discussed in 

[6], the seemingly massive improvements delivered 

by the two new IGV types compared to the baseline 

IGV  (e.g at 60°) may be misleading, because at  

 
Figure 7. Impeller polytropic efficiency (Sec10-

Sec20) as function of normalized flow coefficient. 

Shown are measurement data and single-passage 

CFD results. 

 

nearly all setting angles tested, the baseline IGV 

tends to generate stronger preswirls than the other 

two types. When the preswirl is larger than the 

setting angle itself, this results in an over-turned 

incidence angle. This is the case for the Type-A at 

60°, when the incidence angle seen by the impeller 

leading edge is even larger than 60°, as illustrated in 

Figure 8. Here the test cases for Type-A and Type-

C at the nominal points and IGV= 0° and 60° are 

shown. Type-B has similar velocity conditions as 

Type-C, and is omitted here. The relative velocities 

on the midspan plane are plotted as contours from 

blade-to-blade view. To visualize the velocity 

direction, the vectors of relative velocities are also 

presented. It is clear from the dark blue regions for 

the A-60 case that under this working condition 

with extremely high turning, the incidence angle 

generated by the baseline is over-turned in such a 

way that the flow at the leading edge is driven 

towards the suction side of the impeller blades. This 

leads to a recirculated region immediately after the 

blade’s leading edge on the pressure side. Finally, a 

pressure-side flow separation further downstream 

becomes inevitable. It may be deduced that when a 

smaller IGV setting angle for the baseline is chosen 

which guarantees an exact 60° of preswirl, the 

operational condition for the baseline might be 

improved. However since this situation was not part 

of the experimental test campaign, this feature 

cannot be supported by experiment data. 

Additionally, the measured flow fields produced by 

Type-A always contained more pressure losses at 

Sec10 than the other types. Thus the new two types 

of IGV should work still better, even if all three 

IGV types produce the identical degree of preswirls.  
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Figure 7 presents the impeller polytropic 

efficiency for all three IGV types at each simulated 

speedline. Compared to Fig. 6, more deviations 

from the experimental results are observed. 

Although at the nominal point for IGV = 0° the 

differences are fairly small (~2 percent), large gaps 

show up as the IGV setting angle becomes larger 

and as the impeller moves to the off-design regions 

near-stall (left) and near-choke (right). The reason 

discrepancy is dependent on the under-predicted 

total temperature at Sec20 (𝑇𝑡20) predicted by CFD, 

which results in lower work coefficient values. In 

other words, under the same given conditions (𝑝𝑡10, 

𝑇𝑡10 and yaw) the simulated cases require less 

change of total enthalpy transferred from an 

external energy source than the cases during the 

experiment. The reasons for this may lie in the heat 

transfer or the specific work. For the simulation 

cases all the modelling walls were defined as non-

adiabatic walls, while in the real testing 

environment heat losses always occurred due to the 

temperature difference between the warm working 

fluid and the cold environment outside. Without 

taking into account these heat losses, the CFD 

should achieve the same compressed total pressure 

level by transferring less total enthalpy, which 

could lead to the decreased 𝑇𝑡20  (Equation 8). 

Another reason for this discrepancy may be related 

to the amount of specific work 𝑤 , which is 

correlated to the circumferential velocity 

components, known as the Euler’s turbomachinery 

equation (Equation 9). While 𝑈20 , 𝑈10  and 𝐶𝑢10 

values are precisely specified, 𝐶𝑢20  is associated 

with the slip factor of the impeller and measurement 

accuracy of velocity magnitudes and flow angles at 

the impeller outlet. At this location the traversing 

probes experienced great unsteadiness produced by 

the passing blades. Meanwhile, a certain amount of 

cavity flow leaves the shroud-wall through the 

labyrinth sealing, which only exists in the real 

stage. Thus a correct estimation of 𝐶𝑢20 at Sec20 is 

difficult. To take into consideration the unsteady 

effect and secondary flows due to cavities, a 

dedicated mesh model, as suggested in [6], and 

transient measurement technique, such as fast-

response multi-hole probe, are necessary. This last 

point goes beyond the scope of this study, and 

should be examined in the future. 

There are also some other parameters of interest 

such as the impeller work coefficient and the head 

coefficient, which are not shown here due to space 

limitations. The results show that CFD tends to 

predict lower work coefficients because of lower 

calculated 𝑇𝑡20 . Together with higher polytropic 

efficiency, the impeller head coefficient happens to 

be in line with the experimental results. For an 

industrial compressor stage, the head coefficient is 

an important parameter since it combines two 

factors the compression efficiency on the one hand 

and the energy cost for the compression on the 

other. Therefore the alignment between CFD and 

our experiment may be valuable for judging the 

compressor performance in the early phases of the 

design process. 

In conclusion, the relative benefits of using 

different IGV designs can be successfully predicted 

by CFD, and the absolute values of total pressure 

ratio predicted by CFD calculations are in most 

cases accurate. However, for the single-passage 

model the inlet flow fields have to be averaged as 

1D profiles. The simplification creates one source 

of discrepancy between CFD and the experiment. In 

order to reproduce the 2D flow fields containing 

large circumferential non-uniformities, several full-

annulus test cases were conducted, which will be 

discussed in the next section. 

 

3.2. Steady full-annulus test 

For the full-annulus model, a similar validation 

process is conducted in order to evaluate the effects 

of using 2D inlet flow fields. For example, Figure 9 

shows the flow fields simulated by CFD at nominal 

points for the three IGV types at 0°. The contour 

maps for the experiment are a little smaller than 

those for CFD, because the first and the last probe 

heads were located in the near vicinity of the hub 

and shroud walls. The CFD results in Fig. 9 were 

extracted 2mm downstream from the inlet section. 

From the contour plots in Fig. 9 it is clear that the 

imposed 2D inlet flow fields comprising of local 

low-momentum regions passed from the IGV 

plenum, circumferential non-uniformities as well as 

extreme flow turning angles, were faithfully 

reflected by the flow fields generated by the CFD 

simulations. The validation process was conducted 

for the other cases at 20°, 40° and 60°, and the 

quality also proved to be good. Therefore, using a 

2D inlet section for is more appropriate than the 1D 

profile. 

Figure 10 compares the total pressure ratio of 

the simulation results between the single-passage 

model and the full-annulus model. In total three 

data groups are shown. The curves denote the 

experimental results, the points with the same 

colours are the simulation results from the single-

passage model, and the points with the yellow dots 

are the results from the full-annulus model. The 

simulation cases for the full-annulus test were 

conducted only at the nominal points, because in 

reality the non-nominal points can be replaced by 

another point with higher efficiency at a better 

setting angle. To help better orientate the points, the 

left and right neighbouring points near the nominal 

points are shown for the experimental and single-

passage cases. As expected, for all the IGV types 

and setting angles, the full-annulus cases predict 

lower levels of total pressure ratio than the single- 

passage model. The differences are larger than the 
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Figure 9. Contours of normalized total pressure 

and yaw angle at Section10, compared between 

experimental data and CFD result 

changes due to model switching previously 

discussed, and thus can be regarded as the 

consequence of introducing extra distortions into 

the inlet section leading to a total pressure decrease 

of 0.5 to 1.5 percent. For most cases at 0°, 20°, and 

40° where previously CFD predicted higher 

pressure ratios, the new full-annulus model predicts 

that the total pressure ratio is within the 

experimental range. However at 40° and at 60° for 

all the three types, the total pressure ratio was 

located even lower than the experimental lines. This 

difference may suggest that independent of whether 

a single-passage or a full-annulus model is used, 

CFD tends to exaggerate the effects of the incidence 

angle.  

Figure 11 shows the polytropic efficiency 

calculated by the full-annulus model, compared 

with the experimental data and the single-passage 

model. Similar to Fig. 10, the full-annulus model 

predicts lower levels of efficiency, which are nearer 

to the experimental data. This indicates that by 

prescribing the 2D flow fields, the additional 

circumferential non-uniformities caused by the 

IGVs can be better evaluated using the CFD 

simulations, especially when the incidence angle 

created by preswirls is still not large enough to 

generate more inaccuracy. 

In order to quantify the fluctuations along the 

circumferential direction by introducing flow 

distortions, the total pressure values were extracted 

at the trailing edge of the impeller along the 

circumference. A total of three spanwise circles at 

the impeller trailing edge (10%, 50% and 90% span 

from hub to shroud) were chosen to visualize total 

pressure fluctuations. The result for Type-A at the  

 

Figure 10. Total pressure ratio as function of 

normalized flow coefficient. Shown are 

measurement data, single-passage CFD results 

and full-passage CFD results. 

 

Figure 11. Impeller polytropic efficiency as 

function of normalized flow coefficient. Shown 

are measurement data, single-passage CFD 

results and full-passage CFD results. 

 

nominal point for IGV=60° is plotted in Figure 12. 

To clearly identify the varying progress of 𝑝𝑡 , the 

predicted data from the full-annulus model (red  
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Figure 12. Total pressure (normalized) at 

impeller outlet varying with the circumference 

calculated by steady full-annulus CFD, shown 

are three locations at 10%, 50% and 90% for 

Type-A with IGV=60°  

 

lines) is shown with the simulation data from the 

single-passage model, which has been post-

processed by repeating 𝑝𝑡  across all the blade 

passages (blue dash lines), with each line 

normalized by the average value. The 120°-240° 

range of the whole circumference, where the largest 

fluctuations occur, is presented. By examining the 

highlighted regions with the dashed spaces, it is 

clear that circumferential fluctuations after the 

impeller are preserved, although they are induced 

far upstream by the flow uniformities at the inlet. 

For this specific case, the fluctuations are present 

mostly near hub (10% spanwise plan) as well as in 

the core region (50% spanwise plane), and the 

magnitude of fluctuation reached up to 3 percent. 

Therefore, using a full-annulus model is useful for 

taking into account circumferential non-

uniformities. For this case with high non-

uniformity, the previous experimental data shows 

that at the inlet, the whole flow field contains 7.8% 

deviation of average 𝑝𝑡  as well as 9.5% deviation of 

average yaw angle. Started from these inlet 

conditions, up to 3% fluctuation along the 

circumference is transmitted throughout the 

impeller to trailing edge. 

 

4. SUMMARY AND CONCLUSIONS 

This numerical study investigates a centrifugal 

compressor stage with IGV induced flow distortions 

as inlet boundary conditions. Both single-passage 

and full-annulus models have been applied to 

conduct steady simulations on the impeller 

performance. The numerical results were validated, 

and then compared with the experimental data. Both 

model types predict the correct relative levels of 

performance parameters for the three IGV types. In 

addition, circumferential non-uniformity was taken 

into account by using the full-annulus model, which 

predicts the impeller efficiency closer to the 

experimental data. While incidence angle is the 

main contributor shifting the speedlines in the 

performance map, circumferential non-uniformities 

further reduce the impeller performance by creating 

flow fluctuations through the blade passage to the 

impeller trailing edge. Both maintaining moderate 

preswirls and reducing circumferential non-

uniformities are beneficial for the centrifugal 

compressor, and thus desirable when adopting new 

IGV designs. 

The future work will concentrate on the 

transient simulations with the full-annulus model, 

which takes into consideration the unsteady effects 

between IGV and impeller. Other work may include 

adding cavity modelling and using the transient 

blade row method to substitute for the full-annulus 

model.  
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APPENDIX 

Calculation of impeller performance 

 Flow coefficient 

Φ =
4�̇�

𝜌10𝜋𝐷
2𝑈

            (1) 

 Impeller total pressure ratio 

Π𝑡 = 𝑝𝑡20 𝑝𝑡10⁄            (2) 

 Impeller work coefficient 

𝜏 = 𝑐𝑝(𝑇𝑡20 − 𝑇𝑡10) 𝑈2⁄           (3) 

 Impeller polytropic efficiency 

𝜂 =
𝜅−1

𝜅
∙
ln(𝑝𝑡20 𝑝𝑡10⁄ )

ln(𝑇𝑡20 𝑇𝑡10⁄ )
              (4) 

 Impeller head coefficient 

ℎ = 𝜏 ∙ 𝜂                    (5) 

Calculation of 𝑇𝑠 and 𝐶𝑎𝑏𝑠 using measured data 

 Static temperature 

𝑇𝑠 = 𝑇𝑡 (
𝑝𝑡

𝑝𝑠
)
𝜅−1

𝜅⁄                    (6) 

 Absolute velocity 
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𝐶𝑎𝑏𝑠 = √2𝑐𝑝(𝑇𝑡 − 𝑇𝑠)                  (7) 

 Impeller total enthalpy change 

∆ℎ𝑡 = 𝑐𝑝(𝑇𝑡20 − 𝑇𝑡10) = 𝑤 + 𝑞          (8) 

       where: 𝑤 = 𝑈20𝐶𝑢20 − 𝑈10𝐶𝑢10         (9) 
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ABSTRACT
Axisymmetric oscillations of a polymeric liquid

drop in a gas are used to measure the deformation re-
tardation time λ2 of a viscoelastic liquid. The linear
theory is applied for describing the oscillatory mo-
tion of the drop.

In the experiment, an acoustically levitated in-
dividual drop is excited to shape oscillations of the
fundamental mode m = 2 by ultrasound modulation.
Once the excitation is terminated, the drop performs
damped oscillations. The damped oscillatory motion
of the levitated drop is recorded as a function of time
using a high-speed camera. From the images, the an-
gular frequency and damping rate of the oscillations
are determined and used for measuring λ2.

The basis for the determination of the deforma-
tion retardation time from the oscillation data is the
characteristic equation for the complex frequency of
the drop. A numerical method for determining a pair
of liquid properties – the liquid zero-shear dynamic
viscosity η0 and the deformation retardation time λ2
– from the solution of the characteristic equation is
presented. Comparison of the value of η0 with the
result from a rheometric liquid characterisation al-
lows the correct solution to be identified from the
manifold of solutions obtained. The results show that
the values of λ2 deviate strongly from the values typ-
ically used in simulations of viscoelastic liquid flow.

Keywords: Damped linear drop shape oscilla-
tions, polymeric liquid, ultrasonic levitation, poly-
meric time scales

NOMENCLATURE
A [m] fitted amplitude
A1,A2,B1 [−] polymer solutions
C1,C2 [] integration constants
E [−] differential operator
Pm [−] Legendre polynomials
a [m] equilibrium radius
d [1/s] damping rate
f [Hz] oscillation frequency

jm [−] spherical Bessel function
m [−] mode number
p [Pa] pressure
q [1/m] complex inverse oscillatory

length scale
r, θ, ϕ [m,−,−] spherical coordinates
ri [m] residuals (fitting error)
rs [m] drop shape
t [s] time
vr, vθ, vϕ [m/s] velocity components
y(t) [m] drop dimensions
y0 [m] equilibrium drop dimension
αm [1/s] complex angular frequency
χ2 [m2] test function
ε0 [m] deformation amplitude
η [Pa s] dynamic viscosity
η0 [Pa s] zero-shear viscosity
λ1, λ2 [s] polymeric time scales
ν [m2/s] kinematic viscosity
ψ [m3/s] Stokes stream function
ρ [kg/m3] density
σ [N/m] surface tension
γ̇ [1/s] rate of deformation tensor

τ [Pa] extra stress tensor
ϕ0 [rad] fitted initial phase angle

Subscripts and Superscripts
i imaginary part
m mode number
r real part

1. INTRODUCTION
For their relevance for transport processes, and

for scientific interest, oscillations of liquid drops
have been under investigation since the time of Lord
Rayleigh, who derived the angular frequency αm,0 =
√

m(m − 1)(m + 2)
√
σ/ρa3 of linear oscillations for

an inviscid drop against the ambient vacuum [1].
Rayleigh’s work was extended by Lamb, who in-
cluded the influence of the viscosity of the drop li-
quid and obtained the oscillation frequency and the
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rate of decay of the oscillations in the limits of very
high and very low drop viscosity [2]. Lamb also gen-
eralized Rayleigh’s result by including the influence
from a host medium with a non-negligible density ρo
on the oscillations of an inviscid drop with density
ρi [3]. He obtained a dependency of the angular fre-
quency of oscillation on a weighted sum of the two
densities, αm ∝

√
σ/(mρo + (m + 1)ρi)a3. The most

general case of an oscillating viscous drop immersed
in another liquid with non-negligible density and vis-
cosity was analysed by Miller & Scriven [4]. From
their work, the characteristic equation for the oscil-
lating drop emerges in the form of a determinant that
must equal zero. For the various special cases of fluid
behaviour, the equation reduces to the well known
results of previous works.

The characteristic equation of the drop determ-
ines the dependencies of the drop shape oscillation
frequency and damping rate on physical properties
of the drop liquid. These dependencies allow these
physical properties to be measured when the oscilla-
tion frequency and/or the damping rates are known.
This "oscillating drop method" for measuring liquid
physical properties has been in use since some dec-
ades. The method was applied to measure the in-
terfacial tension between immiscible liquids [5] and
the surface tension of the drop liquid against the am-
bient air [6]. Further to that, the dynamic viscosity
of aerodynamically levitated drops of Newtonian li-
quids was measured [7, 8].

For viscoelastic systems, the oscillating drop
method was used for investigating the surface rhe-
ology [9, 10]. The materials were surfactant solu-
tions, and the drops were levitated due to the mi-
crogravity conditions of the experiment. In a study
with crude oil in water, the oscillating pendant drop
method was used to determine the dilatational elasti-
city modulus and the dynamic interfacial tension of
the oil [11]. In that method, a drop hanging from the
end of a capillary tube performs oscillations under
the influence of an excitation. The aim of that study
was to quantify the absorption behaviour of crude oil
surfactants at oil-water interfaces. A review of os-
cillating drop and bubble techniques is due to Koval-
chuk et al. [12].

In the present study we develop a method for
measuring the deformation retardation time of poly-
meric liquids from damped drop shape oscillations
[13]. Polymeric time scales are essential paramet-
ers in the modelling of the rheological behaviour of
polymeric liquids upon linear deformations by the
Jeffreys and other models involving viscoelastic be-
haviour. Molecular mechanical properties of dis-
solved polymeric substances are responsible for the
time scales, and computational methods are in gen-
eral unavailable for quantifying them from first prin-
ciples. This applies in particular because the inter-
action between the polymer and its solvent plays an
important role. A standard method for measuring the
deformation retardation time is not established (e.g.

[14]). Early work on the measurement of deform-
ation retardation times of large DNA molecules in
biosystems is due to Chapman et al. [15]. Another
study derives retardation time spectra from rheomet-
ric creep data [16]. That method applies to polymer
melts rather than solutions.

2. ANALYSIS OF LINEAR DROP SHAPE
OSCILLATIONS

Linear viscoelastic drop oscillations are de-
scribed by the linearised equations of motion for in-
compressible fluid and a linear viscoelastic mater-
ial law. The appropriate material law is the Jef-
freys model which is obtained as a linear limit of the
Oldroyd 8-constant model. The dependency of the
motion on time is determined by an exponential func-
tion exp(−αmt), with the complex angular frequency
αm of mode m. The stress tensor τ for this temporal
behaviour satisfying the Jeffreys equation reads

τ = η0
1 − αmλ2

1 − αmλ1
γ̇ = η(αm)γ̇ . (1)

With this material law, the structure of the mo-
mentum equation is formally identical to that for a
Newtonian fluid, with the only difference that the dy-
namic viscosity depends on the frequency of the de-
formations and on the two polymeric time scales λ1
and λ2 (correspondence principle).

For analysing the oscillation, the continuity and
momentum equations are formulated in spherical co-
ordinates and solved subject to the kinematic bound-
ary condition that the rate of radial displacement of
the drop surface rs(θ, t) from the spherical equilib-
rium (Figure 1) equals the radial velocity component
at the location of the equilibrium drop radius a, and
the dynamic boundary condition that the shear stress
at the drop surface, evaluated at r = a, is (approxim-
ately) zero in the present case of a drop in a gas. The
normal-stress boundary condition will finally reveal
the characteristic equation of the system.

ϕ

θ

a

~n

r

Figure 1. Equilibrium and deformed drop shapes
in the spherical coordinate system for m = 2. The
deformed shape given by the dashed line may be
represented as rs(θ, t) = a+ ε0Pm(cos θ)e−αmt [13].

We briefly sketch the derivation of the charac-
teristic equation of the oscillating drop [13]. The
oscillation-induced flow in the drop is analysed as-
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suming symmetry in the direction of the azimuthal
angle ϕ. The description of the two-dimensional flow
field is based on the Stokesian stream function ψ. In-
troducing it into the linearised momentum equation
by proper definition of the velocity components vr
and vθ in spherical coordinates, and taking the curl
of the resulting equation, we obtain the fourth-order
partial differential equation(
−

1
ν(αm)

∂

∂t
+ E2

) (
E2ψ

)
= 0 (2)

with the operator [17]

E2 =
∂2

∂r2 +
sin θ
r2

∂

∂θ

(
1

sin θ
∂

∂θ

)
. (3)

The special solution of this equation for the present
problem reads

ψ =
[
C1,mrm+1 + C2,mqr jm(qr)

]
P′m(cos θ) sin2 θe−αmt ,

(4)

where jm is a spherical Bessel function of the first
kind of order m. In its argument we have defined

q =
√
αmρ/η(αm) =

√
αm/ν(αm) . (5)

The argument qr represents a non-dimensional vis-
coelastic length scale. The stream function allows the
velocity components vr and vθ to be derived. The kin-
ematic and zero shear stress boundary conditions de-
termine the two integration constants C1,m and C2,m.

The pressure field is readily obtained with the
velocity field known by integration of the momentum
equation and reads

p = −(m + 1)C1,mραmrmPm(cos θ)e−αmt . (6)

The characteristic equation for the complex an-
gular frequency αm is found from the second dy-
namic boundary condition stating that the (r, r) com-
ponent of the total stress tensor vanishes at the drop
surface. The characteristic equation reads

α2
m,0

α2
m

=
2(m2 − 1)

q2a2 − 2qa jm+1/ jm
− 1+

2m(m − 1)
q2a2

[
1 +

2(m + 1) jm+1/ jm
2 jm+1/ jm − qa

]
. (7)

Here the spherical Bessel functions enter at the
value qa of their arguments. The equation is
formally identical to the results of Lamb [2] and
Chandrasekhar [18] obtained for Newtonian liquids.
In the present case of a viscoelastic liquid, however,
the kinematic viscosity ν involved in the equation is
a function of the complex oscillation frequency αm
[19]. In the following section we present an experi-
ment suitable for measuring the complex oscillation
frequency α2 of the drop.

3. EXPERIMENTAL METHOD
For investigating experimentally damped oscil-

lations of individual drops of viscoelastic liquids the

technique of acoustic levitation may be used [20].
This technique allows for the positioning of indi-
vidual drops in the quasi-steady pressure field of a
standing ultrasonic wave produced between a vibrat-
ing horn and a reflector, as shown in Figure 2. The re-
flector may have a concave curved surface to enhance
the sound pressure level, as in the present apparatus.
Oscillations of the levitated object may be excited
by amplitude-modulating the ultrasound. Modula-
tion frequencies up to 2 kHz are achievable with the
equipment at hand. For further details the reader is
referred to [20].

Figure 2. Setup for levitating single drops in an
ultrasonic resonator and measuring the drop de-
formations in forced oscillations by means of im-
age processing [13].

Levitated drops of the test liquids are produced
by a syringe with a thin needle to enable the form-
ation of drops with diameters in the range between
1 mm and 3 mm. With the needle tip close to a pres-
sure node of the acoustic levitator, a portion of liquid
is pushed out from the syringe to form the droplet.
The drop resonance frequency is then determined ap-
proximately by a modulation frequency sweep, mon-
itoring the maximum occurring oscillatory drop de-
formations. The drop is then steadily driven at that
resonance frequency, and the modulation is switched
off at a time t = 0, so that the drop carries out
damped oscillations which eventually die out. Note
that, when the modulation is switched off, the drop is
still kept levitated, since the carrier signal driving the
acoustic transducer remains active. The experiment
yields both the angular frequency and the damping
rate of the free drop oscillations in a linear regime of
the motion. These two values form the complex fre-
quency αm of the drop for the basic oscillation mode
m = 2. Together with the Rayleigh frequency αm,0 of
the drop, the left-hand side of the characteristic equa-
tion (7) is known. This is the basis for determining
two material parameters as solutions of the equation.
For a thorough discussion of potentially detrimental
influences from the levitation technique, the oblate
spheroidal deformed drop shape, the non-linearity of
the oscillations and the shear thinning of the liquid
the reader is referred to Brenn & Teichtmeister [13].
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3.1. Characterisation of the test liquids

Our experiments were carried out with aqueous
solutions of the two different polyacrylamides Praes-
tol 2500 and Praestol 2540 from Stockhausen Inc.
(Germany). The former is non-ionic with a degree
of hydrolysis of 3 - 4 %, while the latter is middle
anionic with a degree of hydrolysis of 40 %. The
different degrees of hydrolysis of the polymers cause
different mechanical flexibilities of the macromolec-
ules. The molar masses are about the same for the
two polymers, 15 − 20 · 106 kg/kmol.

The aqueous solutions were prepared in demin-
eralised water, producing a master solution with a
solute mass fraction of 10000 ppm by mass, which
was then diluted to achieve the various mass frac-
tions for the experiments. The solutions were stirred
over night and then allowed to rest for 24 hours at
room temperature in order to achieve a homogeneous
solution. The stirring was done with an anchor stir-
rer at low rotational speed in order to avoid shear-
induced degradation of the polymer macromolecules.
The shear viscosity of the liquids was measured as
a function of shear rate with a rotational rheometer
Anton Paar MCR 300. The temperature was kept
constant at the value of 20◦C ± 1◦C in the laboratory
where the drop oscillation experiments were carried
out. The flow curves of the three liquids are shown
in Fig. 3. The densities of the liquids were measured
with an oscillating U-tube device with an accuracy
of ±0.1kg/m3. They are all in the order of 103kg/m3.
The surface tension of the liquids against the ambi-
ent air was measured with a drop volume tensiometer
Lauda TVT 2. The stress relaxation time λ1 of the li-
quids was measured with a filament stretching elong-
ational rheometer [21]. A small sample of the li-
quid with a volume O(20µl) is stretched between two
plates in a short time ≤ 1ms and the diameter relaxa-
tion with time of the filament formed by the stretch-
ing process is recorded by an optical technique. The
diameter evolution is governed by the stress relaxa-
tion time λ1 of the liquid. Measurements repeated
10 times yielded mean values with standard devi-
ations between 6 and 15%. The properties of three
aqueous solutions of these polymers investigated in
the present study are listed in Table 1.

Table 1. Properties of the three aqueous polymer
solutions at 20◦C. A1 and A2 denote 0.3 wt% and
0.8 wt% Praestol 2500 solutions, and B1 denotes
0.05 wt% Praestol 2540 solution. The viscosity η0
was measured with a rotational viscosimeter.

Polymer ρ σ η0 λ1
solution [kg/m3] [N/m] [Pa s] [s]
A1 999.4 0.07315 0.0435 0.078
A2 1000.9 0.07555 0.7588 0.163
B1 998.8 0.07651 1.521 0.1377

(a)

(b)
Figure 3. Flow curves of the various solutions of
the two polyacrylamides investigated at 20◦C.

3.2. Visualisation of the drop
Images of the levitated drop are recorded by a

high-speed camera at a framing rate of 2 kHz un-
der backlight illumination. An uncertainty in the
length measurement of ±2 Pxls with the resolution
of 167 Pxls/mm results in a sizing uncertainty of
±12 µm, for a 1.9 mm drop, equivalent to ±0.6 %.
Within at most 10 s after the drop has been placed
in the acoustic levitator, one single picture of the
drop is taken in order to have its initial shape and
volume. This initial state, where the evaporation of
the solvent has had no influence on the solution con-
centration yet, allows the concentration of the poly-
mer in the drop liquid at all later times to be deduced
from the volume. The equilibrium radius a is calcu-
lated from the recorded instantaneous images. The
experiments showed that the maximum decrease of
the drop volume observed between the initial state
and later states after the frequency sweep is of the
order of -15 %, which causes the same increase of
the polymer concentration. The related increase of
the zero-shear viscosity of the liquid depends on the
polymer. For the two polyacrylamides studied in the
present experiment we see that η0 may increase by
25 to 40 % due to the solvent evaporation. The zero-
shear viscosity obtained from the experiment is the
value corresponding to the concentration of the solu-
tion present during the related experiment.

The oscillation shown in Figure 4 was recorded
for a Praestol 2500 solution drop with the equilib-
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rium diameter of 1.94 mm. The drop was driven
at 120 Hz before the modulation was switched off.
From these data, the frequency and damping rate in
the last part of the motion were extracted, so that both
the linear oscillation behaviour was ensured and the
shear-thinning of the polymer solution did not have
any influence on the oscillation. The frequency and
damping rate are determined using the least-squares
method to achieve the best fit of a prescribed function
to the damped oscillations measurement data. The
damped oscillations, represented by the distance y(t)
between the north and south poles of the drop, are
modeled by the function

y(t) = y0 + A cos (2π f · t + ϕ0) · e−d(t−t0) . (8)

The least-squares method was employed to minimize
the quantity χ2 =

∑
i r2

i , where ri are residuals giving
the difference between each measured data point and
its fitted value. The fitting curve for the last part of
the oscillation is shown in Fig. 4. The oscillation fre-
quency and the damping rate of this drop, determined
by this procedure, are f = 129.9 Hz and d = 36 s−1.
The real and imaginary parts of the complex angular
frequency α2 = d + i2π f are therefore known.

Figure 4. Distance between north and south pole
of a levitated 1.94 mm 0.3 wt% Praestol 2500 solu-
tion drop as a function of time in a damped os-
cillation. Resolution is 167 Pxls/mm. The time
between two images is 0.5 ms. The fitting curve
for the last part of the oscillation is shown.

4. SOLUTION OF THE CHARACTER-
ISTIC EQUATION

The characteristic equation (7) is transcendental
in the argument of the spherical Bessel functions in-
volved and must therefore be solved numerically. We
present a method for determining η0 and λ2 by solv-
ing this equation. For the numerical analysis we use
the computer algebra software MATHEMATICA. As a
prerequisite, the complex frequency αm must be ac-
curately measured in the experiment, and the radius
of the drop as well as the density, surface tension and
stress relaxation time of the liquid in contact with the
ambient air must be known. We address the accur-
acy requirements to these input parameters in section
below.

4.1. Analysis of the characteristic equation
In section 2 we have derived the characteristic

equation (7). The equation exibits a complicated set
of solutions. We now present an analysis of the char-
acteristic equation. Let us define the complex func-
tion F(qa) as per

F(qa) =
2
(
m2 − 1

)
q2a2 − 2qa jm+1/ jm

− 1+

2m (m − 1)
q2a2

[
1 +

2 (m + 1) jm+1/ jm
2 jm+1/ jm − qa

]
. (9)

which is the right-hand side of the characteristic
equation (7). We examine the behavior of the func-
tion in (9) for different values of its argument qa, cov-
ering the range of values relevant for our experiments
with drops of the viscoelastic liquids in Table 1. In
Figure 5(a) the real part of the function F(qa) is
shown as a function of the real part of its argument
qa, with the imaginary part of qa as a parameter. For
large values of the imaginary part of qa, the real part
of the function F(qa) is a smooth, piecewise mono-
tonic function. In contrast, for small values of the
imaginary part of the argument qa, the real part of
the function F(qa) is not monotonic, and for small
values of the imaginary part of the argument below
0.1, the function F(qa) exhibits poles. The same be-
haviour is found by an evaluation of the imaginary
part of the function F(qa), as shown in Figure 5 (b).

(a)

(b)
Figure 5. The function F(qa) for different values
of its argument qa in the base mode m=2. (a) The
real and (b) the imaginary part.
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4.2. Finding the values of the argument qa
The first step is to solve the characteristic equa-

tion (7) for the argument qa of the spherical Bessel
functions involved in the equation. With the meas-
ured complex frequency αm and the calculated angu-
lar frequency αm,0 of the fundamental mode m = 2,
the left-hand side of the equation is known and the ar-
gument qa satisfying the characteristic equation can
be determined. Due to the influence from the spher-
ical Bessel functions, the equation exhibits a com-
plicated set of solutions. The solutions, which are
values of the argument qa satisfying Eq. (7), are
searched by scanning the real and imaginary parts of
the argument qa of the spherical Bessel functions in
the complex qa plane. The scan is carried out with
high resolution, so that solutions cannot be missed.
Results consist in pairs of the real (qra) and imagin-
ary (qia) parts of the argument qa. Figure 6 shows
the set of solutions for a 0.3 wt% Praestol 2500 solu-
tion drop with equilibrium radius a = 0.97 mm.
The liquid drop properties enter the left-hand side of
Eq. (7), while the values of qa are still general in this
step inasmuch as they may be generated by different
combinations of values of η0, λ1, λ2, a and ρ.

Figure 6. The pairs of real and imaginary parts of
the argument qa satisfying the (closed circles) real
and (open circles) imaginary parts of the charac-
teristic Eq. (7) for the case of a 0.3 wt% Praes-
tol 2500 solution drop with equilibrium radius
a = 0.97 mm. The intersections between the open
and closed circles (marked with crosses) are the
solutions of the complex Eq. (7).

From the real and imaginary parts of q, qr and
qi, the pair of material properties (η0, λ2) is determ-
ined. The relationship between η0, λ2 and q given by
Eqs. (1) and (5) reads

q2 =
ρα2

η0

1 − α2λ1

1 − α2λ2
. (10)

With the complex frequency α2 = d+i2π f of the drop
known, the two liquid properties are readily determ-
ined from the real and imaginary parts of Eq. (10).

Identification of the right solution among the cal-
culated pairs follows from comparison of the value
of η0 with the result from measurements with a rota-
tional viscosimeter. The solutions qa of the charac-
teristic equation and corresponding calculated values
of zero shear viscosity η0 and deformation retard-
ation time λ2 for a 0.3wt% aqueous Praestol 2500

Table 2. Positive roots qa of the characteristic
equation (7) and corresponding calculated values
of zero shear viscosity η0 and deformation retard-
ation time λ2 for a 0.3 wt% Praestol 2500 solution
drop with equilibrium radius a = 0.97 mm. The
measured oscillation frequency and damping rate
are f = (129.9 ± 1.3)Hz and d = (36 ± 3.6)s−1 re-
spectively.

qa η0 [Pa s] λ2 [s]
4.863 + 0.1211i 2.0631 1.508·10−4

8.658 + 4.792i 0.2532 21.37·10−4

8.733 + 0.1238i 0.6408 1.245·10−4

12.131 + 0.0788i 0.3324 1.056·10−4

15.382 + 0.0404i 0.2068 0.962·10−4

18.583 + 0.022i 0.1417 0.926·10−4

21.764 + 0.0131i 0.1033 0.912·10−4

24.935 + 0.0084i 0.0787 0.906·10−4

28.098 + 0.0057i 0.06199 0.902·10−4

31.257 + 0.0041i 0.0501 0.901·10−4

34.413 + 0.0030i 0.04133 0.899·10−4

37.567 + 0.0023i 0.03468 0.899·10−4

solution drop with equilibrium radius a = 0.97 mm
are listed in Table 2. The result for the zero-shear dy-
namic viscosity η0 obtained for this liquid is 0.0413
Pa s, which deviates from the value of η0 of 0.0435
Pa s revealed by rotational viscosimetry by no more
than -5%. This agreement is excellent. The corres-
ponding deformation retardation time is 0.899 · 10−4

s, i.e. of the order of 100 µs. Values of λ2 commonly
used in simulations are O(λ1/10), which is O(8 ms)
for this liquid.

An uncertainty and sensitivity analysis of the
results shows that the identification of the correct
solution qa is reliable and the value of λ2 depends
weakly on the uncertainties of the parameters enter-
ing the calculations. More details are given in [22].

The aim of this paper was to develop a reli-
able method to determine the deformation retardation
time λ2. From the error analysis follows that λ2 can
be accurately determined even if the right solution qa
cannot unambiguously be identified. This is due to
the weak dependency of λ2 on the solution qa of the
characteristic equation. On the other hand, in order to
accurately determine η0, very accurate measurements
of all the input parameters are required. Numerical
examples from our experiments are discussed in the
next section.

4.3. Results from the experiments
With each of the three polymer solutions sets of

10 measurements were performed. We varied the
drop radius and the driving frequency in the exper-
iments. The results are presented in Table 3 and in
Figures 7 and 8. Table 3 shows the dynamic viscos-
ities and deformation retardation times of the three
aqueous polymer solutions in Table 1.

Figs. 7 and 8 show the results of our measure-
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ments achieved with the method presented. In Fig. 7,
the zero-shear dynamic viscosities calculated from
the oscillating drop measurement data are presented.
Fig. 8 shows the measured deformation retardation
times λ2. The results for the three different polymer
solutions read as follows:

Table 3. The viscosities η0 and deformation re-
tardation times λ2 obtained from oscillating drop
measurements.

Polymer η0 [Pa s] λ2 [10−4s]
A1 0.043 ± 7.2% 0.98 ± 12.2%
A2 0.73 ± 11.8% 2.5 ± 16.4%
B1 1.1 ± 11.6% 1.3 ± 8.8%

Figure 7. Calculated zero-shear dynamic viscosit-
ies η0 of the investigated polymer solutions for sets
of 10 measurements per solution.

Figure 8. Calculated deformation retardation
times λ2 of the investigated polymer solutions for
sets of 10 measurements per solution.

Praestol 2500 0.3 wt%
From the experiments with the 0.3wt% Praestol 2500
solution drops we obtain η0 = 0.043 Pa s ± 7.2%
and λ2 = 0.98 · 10−4 s ± 12.2%. The value of the
zero-shear dynamic viscosity agrees with the value
from the shear viscosimetry to within less than −2%.
This excellent agreement supports the validity of the
data for λ2.

Praestol 2500 0.8 wt%
From the experiments with the 0.8 wt% Praestol

2500 solution drops we obtain η0 = 0.73 Pa s±11.8%
and λ2 = 2.5 · 10−4 s ± 16.4%. The value of the
zero-shear dynamic viscosity agrees with the value
from the shear viscosimetry to within −3.8%. This
excellent agreement supports the validity of the data
for λ2 for this case also.

Praestol 2540 0.05 wt%
From the experiment with the 0.05 wt% Praestol
2540 solution drops we obtain η0 = 1.1 Pa s± 11.6%
and λ2 = 1.3 · 10−4 s ± 8.8%. The value η0 de-
rived from the oscillation measurement data misses
the value η0 = 1.521 Pa s measured by shear viscosi-
metry by −28%. The value found is rather closer to
a value found in an earlier study for the same liquid,
which was 1.22 Pa s [23]. An explanation for this
discrepancy is not readily found. One substantial dif-
ference between the above Praestol 2500 and Praes-
tol 2540 is seen in the degree of hydrolysis of the two.
While the former are flexible, non-ionic polymers,
the latter is a partly hydrolyzed, rigid rod-like mo-
lecule producing high dynamic viscosities in aqueous
solutions even at low concentration of the polymer.

For these first measured deformation retardation
times λ2 we may conclude that they are more reli-
able than the data preliminarily presented by [13],
with clearly defined confidence intervals. The val-
ues are of the order of 100 µs for all the solutions
investigated so far, with a tendency to increase with
the polymer concentration.

5. CONCLUSIONS
In this study we use linear damped shape oscil-

lations of viscoelastic drops for measuring the zero-
shear viscosity and the deformation retardation time
of polymeric drop liquids. The solution of the linear-
ised equations of change governing the drop shape
oscillations yields the characteristic equation for the
complex oscillation frequency which is used for de-
termining the material properties. The method for
solving the characteristic equation, a basis for apply-
ing the present method, further develops the proof-
of-concept experiment by [13]. For a given drop, the
damping rate and the oscillation frequency are meas-
ured in an experiment. Liquid material properties rel-
evant for the oscillations, such as liquid density, sur-
face tension and stress relaxation time, are measured
by appropriate standard methods. The zero-shear vis-
cosity and the deformation retardation time of the li-
quid are obtained as solutions of the characteristic
equation of the oscillating drop. Values of the liquid
dynamic viscosity are close to those from shear rheo-
metry. They allow the correct solution of the charac-
teristic equation to be identified from a manifold and
support the correctness of the deformation retarda-
tion times determined. The values of λ2/λ1 are found
to deviate strongly from the values often used in sim-
ulations of viscoelastic liquid flow. Further work will
be devoted to investigating the deformation retarda-
tion behaviour of various polymers at different con-
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centrations in solvents of different quality.
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ABSTRACT

The present investigation is motivated by the
simulation of high-Reynolds number massively sep-
arated flows, a challenging problem of prime interest
in industry. The turbulence model is based on a hy-
bridization strategy which blends a variational mul-
tiscale large-eddy simulation (VMS-LES) equipped
with dynamic subgrid scale (SGS) models and a
two-equation RANS model. The dynamic procedure
(Germano) allows the adaptation of the constant of
the SGS model to the spatial and temporal variation
of the flow characteristics, while the VMS formula-
tion restricts the SGS model effects to the smallest
resolved scales [1]. The hybridization strategy uses
a blending parameter, such that a VMS-LES simu-
lation is applied in region where the grid resolution
is fine enough to resolve a significant part of the tur-
bulence fluctuations, while a RANS model is acting
in the regions of coarse grid resolution [2]. The ca-
pability of the proposed hybrid model to accurately
predict the aerodynamic forces acting on a circular
cylinder in the supercritical regime and on tandem
cylinders are investigated.

Keywords: LES, hybrid, dynamic, VMS, blunt
body, cylinder, tandem

1. NOMENCLATURE

τLES SGS stress tensor
τRANS Reynolds stress tensor
µS GS SGS viscosity
µRANS RANS viscosity
lRANS RANS characteristic length
∆ local mesh size
C̄d Drag
C′l Lift rms fluctuations
Cp Mean pressure coefficient

C̄pb Mean base pressure coefficient
S t Strouhal number
lr Recirculation length
D Cylindre diameter

2. INTRODUCTION AND MOTIVATIONS
This work takes place in a study of a numeri-

cal simulation method suited to industrial problems,
equipped with turbulence models adapted to the sim-
ulation of turbulent flows with massive separations
and vortex shedding. Recent publications concern-
ing this study can be found in [1],[2]. The numer-
ical methods are of low order, applicable on un-
structured tetrahedral meshes, and involve numerical
dissipation. But this dissipation is made of sixth-
order derivatives and very low, and advective accu-
racy can be as high as fifth order on Cartesian region
of the mesh. The main issue which then arises is the
choice of turbulence modelling which can combine
well with this numerical technology.

In order to address high Reynolds number flows,
we have to consider RANS-LES hybridization as in
Detached Eddy Simulation (DES) [3, 4]. However
DES is not designed for computing subcritical flows
for which pure LES is a natural approach. Now, it is
important to have a LES mode as accurate as pos-
sible. For example, the shear layer between main
flow and wake can suffer from the tendancy of a
Smagorinsky-like model to reinforce the filtering in
these regions. Two techniques are considered to im-
prove the accuracy of the LES component. First, the
time-space strength of the filter is controlled by a dy-
namic process. Second, the width of the filter is nu-
merically controlled by using a variational multiscale
formulation.

The present work focuses on the following
items:

• The evaluation of dynamic and hybrid VMS-
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LES models on the prediction of vortex
shedding flows

• The simulation of the flow around circular and
square cylinders : these flows involve many fea-
tures and difficulties encountered in industrial
problems and are studied in well documented
benchmarks. They are also the first step before
the computation of array of cylinders (offshore
oil and gas industries, civil engineering, aero-
nautics)

3. NUMERICAL MODEL
The spatial discretization is based on a mixed

finite-volume finite-element formulation, with de-
grees of freedom located at nodes i of the tetra-
hedrization. The finite volume part is integrated on
a dual mesh built in 2D from median (Figure 1), in
3D from median plans. The diffusive fluxes are eval-

Figure 1. Dual cell in 2D

uated by a finite-element method, whereas a finite-
volume method is used for the convective fluxes. The
numerical approximation of the convective fluxes at
the interface of neighboring cells is based on the Roe
scheme [5].

In order to obtain second-order accuracy in
space, the Monotone Upwind Scheme for Conser-
vation Laws reconstruction method (MUSCL) [6] is
used, in which the Roe flux is expressed as a function
of reconstructed values of the discrete flow variable
Wh at each side of the interface between two cells.
We refer to [7] for details on the definition of these
reconstructed values. We just emphasize that partic-
ular attention has been paid to the dissipative proper-
ties of the resulting scheme since this is a key point
for its successful use in LES. The numerical (spatial)
dissipation provided by this scheme is made of sixth-
order space derivatives [7] and this is concentrated
on a narrow-band of the highest resolved frequen-
cies. This is expected to limit undesirable damping
by numerical dissipation of the large scales. More-
over, a parameter γS directly controls the amount of
introduced viscosity and can be explicitly tuned in
order to reduce it to the minimal amount needed to
stabilize the simulation.

Time integration uses an implicit second-order
backward differencing scheme. In [7], it is shown
that when used in combination with moderate time
steps, the time dissipation is also quite small.

Figure 2. Building the VMS coarse level

4. TURBULENCE MODEL: VMS-LES
The Variational Multiscale (VMS) model for the

large eddy simulation (LES) of turbulent flows has
been introduced in [8] in combination with spec-
tral methods. In [9], an extension to unstructured
finite volumes is defined. That method is adapted
in the present work. Let us explain this VMS-LES
approach in a simplified context. Assume the mesh
is made of two embedded meshes, corresponding to
a P1-continuous finite-element approximation space
Vh with the usual basis functions Φi vanishing on all
vertices but vertex i. Let be V2h its embedded coarse
subspace V2h. Let V ′h be the complementary space:
Vh = V2h ⊕ V ′h. The space of small scales V ′h is
spanned by only the fine basis functions Φ′i related
to vertices which are not vertices of V2h. We write
the compressible Navier-Stokes equations as follows:
∂W
∂t

+ ∇ · F(W) = 0 where W = (ρ, ρu, ρE). The
VMS-LES discretization writes for Wh =

∑
WiΦi:(

∂Wh

∂t
,Φi

)
+ (∇ · F(Wh),Φi) = −

(
τLES (Wh

′),Φi
′
)
.(1)

For a test function related to a vertex of V2h, the RHS
vanishes, which limits the action of the LES term to
small scales. In practice, embedding two unstruc-
tured meshes Vh and V2h is a constraint that we want
to avoid. The coarse level is then built from the ag-
glomeration of vertices/cells as sketched in Figure
2: It remains to define the model term τLES (W ′h).
This term represents the SGS stress term, acting only
on small scales W ′h, and computed from the small
scale component of the flow field by applying either a
Smagorinsky or a WALE SGS model, [10], the con-
stants of these models being eventually evaluated by
the Germano-Lilly dynamic procedure [11, 12]. The
main property of the VMS formulation is that the
modeling of the unresolved structures is influencing
only the small resolved scales, as described in Figure
3, in contrast with, for example the usual Smagorin-
sky model. This implies two main properties. First,
the backscatter transfer of energy to large scales is
not damped by the model. Second, the model is nat-
urally unable to produce an artificial viscous layer at
a no-slip boundary, or in shear layers.

5. TURBULENCE MODEL: HYBRID
RANS/VMS-LES

The computation of massively separated flows
at high Reynolds numbers on unstructured meshes
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Figure 3. VMS principle

can be addressed with three families of models.
Reynolds-Averaged-Navier-Stokes (RANS) is robust
but shows accuracy problems in flow regions with
massive separation (such as the flow around bluff-
bodies). LES, and in particular our VMS-LES is
more expensive than RANS, since a very fine res-
olution -somewhat comparable to DNS- is required
in boundary layers at high Reynolds numbers. Hy-
brid formulations combine RANS and LES in order
to exploit the advantages of the two approaches. Our
goal is to build and evaluate a hybrid RANS/VMS-
LES. The central idea of the proposed hybrid VMS
model is to correct the mean flow field obtained with
a RANS model by adding fluctuations given by a
VMS-LES approach wherever the grid resolution is
adequate. Our hybrid model can be shortly derived
as follows.

First, let us write the semi-discretization of the
RANS equations :(

∂〈Wh〉

∂t ,Φi

)
+ (∇ · F(〈Wh〉),Φi) =

−
(
τRANS (〈Wh〉),Φi

)
(2)

in which 〈Wh〉 denotes the RANS variables.

An equation for the resolved fluctuations
Wc

h = Wh − 〈Wh〉, where Wh denotes the VMS-LES
variables that satisfy Eqs. (1), can then be derived by
substracting Eqs. (1) and (2) :

(
∂Wh

c

∂t
,Φi

)
+ (∇ · F(Wh),Φi) − (∇ · F(〈Wh〉),Φi)

=
(
τRANS (〈W〉),Φi

)
−

(
τLES (Wh

′),Φ′i
)

(3)

To identify the regions where the additional fluc-
tuations need to be computed, i.e. the regions where
the grid resolution is adequate for VMS-LES, a
blending function θ is introduced, which smoothly
varies between 0 and 1, and which allows to recover
the RANS approach for θ = 1 and the VMS-LES
model for θ = 0. Thus Eqs. (3) become

(
∂Wh

c

∂t
,Φi

)
+ (∇ · F(Wh),Φi) − (∇ · F(〈Wh〉),Φi)

= (1 − θ)
[(
τRANS (〈W〉),Φi

)
−

(
τLES (Wh

′),Φ′i
)]

(4)

In order to avoid the solution of two systems of
equations, Eqs (2) and (4) are recasted together as
follows :

(
∂Wh

∂t
,Φi

)
+ (∇ · F(Wh),Φi) =

−θ
(
τRANS (〈W〉),Φi

)
− (1 − θ)

(
τLES (W ′

h),Φ′i
)

(5)

where Wh denotes now the hybrid variables. The
blending function θ = tanh(ξ2) is defined either by
a prescription of the user (zonal option) or from
ξ = µS GS /µRANS or ξ = ∆/lRANS . The RANS
component used in the proposed hybrid approach
is the k − ε model proposed by Goldberg and
Ota [13]. The hybrid variables then write Wh =

(ρh, ρhuh, ρhEh, ρhkh, ρhεh).

6. RESULTS
For the simulations presented in this section,

characteristic based conditions are used at the in-
flow and outflow as well as the lateral surface. In
the spanwise direction, periodic boundary conditions
are applied. No-slip conditions are imposed on the
walls for moderate Reynolds numbers and a wall
law approach is used for higher Reynolds numbers.
The freestream Mach number is set to 0.1 in order
to make a sensible comparison with incompressible
simulations in the literature. Preconditioning is used
to deal with the low-Mach number regime. For all
simulations, starting from a uniform flow and once
the flow is established, statistics are computed by av-
eraging in time for, at least, 30 vortex-shedding cy-
cles.

6.1. CIRCULAR CYLINDER - SUBCRITICAL
The presented results are compared with other

LES computations [14, 15, 16] and with measure-
ments [16, 17, 18]. The flow around a cylinder is
strongly dependent on the turbulence which exists in
the inflow and the turbulence which is created along
the wall boundary layer after the stagnation point. In
the case where the inflow involves no turbulence, tur-
bulence is created on the wall at a sufficiently high
critical Reynolds number, corresponding to the drag
crisis. This Reynolds number is between 300, 000
and 500, 000. Under this number, the flow is sub-
critical and, in short the boundary layer flow is lam-
inar. In this case, we put θ = 0 in our model, which
means that the VMS-LES model is combined with a
laminar boundary layer, an option which is justified
when the turbulence arising is essentially wake tur-
bulence. We consider first a rather low Reynolds
of 3900 and analyse in which conditions a better pre-
diction is obtained with a very coarse mesh (290, 000
vertices) and a medium mesh (1, 400, 000 vertices).
The WALE SGS is used, and we compare the asso-
ciation of VMS-WALE with dynamic limitation and
without. The effect of dynamic limitation results in
a global reduction of SGS viscosity, see for example
the contours of SGS viscosity obtained at Reynolds
20, 000 which are depicted in Figure 5. Surprisingly,
the effect on wake velocity is small in general, but
yet rather notable at the limit of wake, see Figures
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Mesh Cd lr/D −Cpb St
VMS 270K 0.96 1.06 0.94 0.22
VMS dyn. 270K 0.97 1.08 0.93 0.22
VMS 1.4M 0.94 1.47 0.81 0.22
VMS dyn. 1.4M 0.94 1.47 0.85 0.22
LES
Lee(Min) 7.7M 0.99 1.35 0.89 0.209
Lee(Max) 7.7M 1.04 1.37 0.94 0.212
Kravchenko
(Min) 0.5 1.04 1. 0.93 0.193
(Max) 2.4M 1.38 1.35 1.23 0.21
Parneaudeau
(Min) 44M - 1.56 - 0.207
(Max) 44M - 1.56 - 0.209
Experiments
Parneaudeau
(Min) - 1.51 - 0.206
(Max) - 1.51 - 0.210
Norberg
(Min) 0.94 - 0.83
(Max) 1.04 - 0.93
Ong(Min) - - - 0.205
Ong(Max) - - - 0.215

Table 1. Bulk quantities for Re=3900 flow
around a cylinder (VMS-WALE vs VMS-WALE
dynamic)

Figure 4. Cylinder, Re=3900: Mean streamwise
velocity profiles at x/D = 1.06, 1.54 and 2.02 and
a zoom of the x/D = 1.06 cut (finer grid).

Figure 5. Cylinder, Re=20,000: viscosity ratio
µS GS /µ - non-dynamic VMS versus dynamic VMS

Figure 6. Cylinder, Re=20,000: turbulence inten-
sity in the axis of wake: Dynamic improves LES
(top) and strongly improves VMS (bottom).

CMFF15-040 138



Mesh Cd
lr
D

St C′L C′d
VMS:

1.2M 2.08 0.74 0.127 1.38 0.25
dyn. 1.2M 2.06 0.82 0.128 1.28 0.24
LES
(Min) 110K 1.66 0.89 0.07 0.38 0.1
(Max) 3.8M 2.77 2.96 0.15 1.79 0.27
DNS 3.7M 2.1 - 0.133 1.22 0.21
Exp.
Lyn 2.1 0.88 0.133 - -
Luo 2.21 - 0.13 1.21 0.18

Table 2. Square cylinder, Re=22, 000: Bulk coeffi-
cients (LES: Rodi ; DNS: Verstappen)

4. Global coefficients are also slightly improved, see
Table 1.

A second example is the flow around the circular
cylinder with Reynolds number of 20, 000. In Figure
5 we show the rather high variation between the VMS
viscosity with and without the dynamic control. The
impact of the dynamic procedure on the turbulence
intensity along the axis of the wake is important as
shown in Figure 6.

6.2. SQUARE CYLINDER

As a second example to show the interest in
combining VMS and dynamic control, we computed
a classical workshop test case [19]. The incom-
pressible flow around a square cylinder at Reynolds
22, 000 and zero angle of attack is considered. The
VMS-LES option is applied on a mesh of 1.2M ver-
tices. The influence of the dynamic procedure on the
evaluation of the bulk coefficients is quite small, as
shown in Table 2 which also compares the current
computation with LES results from [20, 21] and mea-
surements from [22, 23, 24]. Conversely the devia-
tion to measurements of the mean velocity profiles
is greatly reduced when the dynamic control is used,
see Figures 7,8.

Figure 7. Square cylinder, Re=22K: mean
streamwise velocity on the wake center-line.

Figure 8. Square cylinder, Re=22K: mean
streamwise velocity at x/D = 1.

Figure 9. Flow around a circular cylinder at Re=1
million: vorticity field.

6.3. CIRCULAR CYLINDER - SUPERCRITI-
CAL

We now address the flow around a circular cylin-
der at a Reynolds 1 million, higher than the critical
one. We propose to compare the results of three op-
tions, (a) θ = 0, that is RANS, (b) θ = 1, that is
VMS-WALE, (c) hybrid RANS-VMS-WALE. More-
over, we try to get reasonable results with a medium-
sized mesh of 1.2 million vertices. The available ex-
periments are scarce, [22, 23, 24], and show some
scatter. Numerical results are found [20, 21]. They
present a even higher scatter (Table 3). Among op-
tions (a),(b),(c), we observe that the hybrid calcula-
tion is in a rather good agreement with the measure-
ments.

6.4. TANDEM CYLINDERS
The last case concerns the flow around two cylin-

ders in tandem, at Re=1.66 × 105. This test case was
studied in an AIAA workshop, see [25]. Among the
conclusions of the workshop, adressing this case with
LES was considered as a too difficult task with exist-
ing computers. Results of DES-based computations
were much closer to measurements. We have com-
puted the case with a mesh of 2.59M nodes. Two
modeling options were considered: (a) RANS and
(b) Hybrid VMS-LES-WALE dynamic. An idea of
the impact of these options on the resulting flow is
proposed in Figure 10. Some comparison of bulk
coefficients is given in Table 4 in which the other
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Mesh Cd C′l −Cpb St

URANS 1.2M 0.24 0.06 0.25 0.46
VMS WALE 1.2M 0.36 0.22 0.22 0.10
Hybrid:
VMS-WALE 1.2M 0.24 0.17 0.28 0.17
Catalano:

URANS 2.3M 0.40 - 0.41 0.31
LES 2.3M 0.31 - 0.32 0.35

LES Kim 6.8M 0.27 0.12 0.28 -
Exp.:
Shih 0.24 - 0.33 -
Gölling - - - 0.10
Zdravkovich:
(Min) 0.2 0.1 0.2 0.18
(Max) 0.4 0.15 0.34 0.18

Table 3. Flow around a circular cylinder at Rey=1
million: bulk coefficients.

computational figures are taken from [26] and for
Lockard and Aybay from [25]. Experimental outputs
are taken from [27]. Drag for the first cylinder shows
a small scatter with the various hybrid calculations.
The simulation around the second cylinder is more
challenging as also illustrated by the pressure distri-
butions (Figure 11).

Figure 10. Tandem cylinders: Vorticity magni-
tude - Hybrid VMS versus RANS.

Mesh Cd Cyl. 1 Cd Cyl. 2

Hybrid VMS dyn. 2.59M 0.64 0.38
Numerical results
Lockard (2011) 2M-133M 0.33-0.80 0.29-0.52
DES Aybay (2010) 6.7M 0.64 0.44
HRLES Vatsa (2010) 8.7M 0.64 0.45
Experiments 0.64 0.31

Table 4. Tandem cylinders: bulk coefficients (ex-
perimental coefficients are computed by integrat-
ing experimental pressure of Neuhart).

7. CONCLUSION, PERSPECTIVES
The main effect of dynamic control of SGS vis-

cosity is a significant reduction of the amount of SGS

Figure 11. Tandem of cylinders: Mean pressure
coefficient distribution and mean Cd.

viscosity in VMS-LES. The impact in VMS-LES is
smaller than for pure LES but still non-negligible. In
a large part of the tested cases we observe that the
dynamic procedure brings a sensible improvement to
the agreement with reference data. Then a strategy
for blending RANS and VMS-LES is presented. The
supercritical flow around a circular cylinder is rea-
sonably well predicted by the proposed VMS hybrid
model. The tandem cylinder case shows at the same
time some improvement and that further research is
necessary.
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damaged by valve vibrations. An example for this is 
given by Michaud et al. [3].  

1.1. Literature review 
Several investigations show, that the most 

common causes of valve vibrations are oscillating 
shocks (Pluviose [4]), jet instabilities (Ziada and 
Bühlmann [5], Nakano et al. [6]) and jet separations 
(Stastny [7], Morita [8]). High speed jets are 
generated at throttled operation when small pressure 
ratios exist and the flow path is constricted between 
the valve plug and the valve seat. Especially at large 
pressure differences jets issuing from the gap 
formed by the seat and the plug have a large kinetic 
energy that can be converted to acoustic radiation 
causing vibrations.  

So, the major objective in the aerodynamic 
design of a steam valve is avoiding shocks and 
guiding the jet formed between the valve plug and 
the valve seat in such a way, that it is kept stable 
and pressure fluctuations are as small as possible. A 
comparison of different studies shows that an 
annular wall jet attached to the valve diffuser is the 
most desired flow topology in terms of pressure 
fluctuations and vibrations. Stastny et al. [7] show 
that the desired annular wall jet topology can be 
obtained by a suitable design of the valve plug. In 
this study a valve plug with a flat bottom is 
compared to a convex, valve plug as shown in fig. 
1.  

Figure1. Valve plug designs. Sketch by the 
authors according to Stastny [7] 

In case of the convex plug, the flow attaches to 
the plug guiding it into the centre of the valve 
diffuser, where an undesired, unstable core flow is 
formed. In case of the sharp edged valve plug there 
is no possibility for the flow to attach to the plug. 
Hence, the flow remains attached to the valve seat 
and the subsequent valve diffuser and the desired 
annular flow is formed. In case of this flow 
topology, the jet is stabilized by the wall and hence 
the pressure pulsations are reduced significantly. 

The CFD analyses of Stastny et al. [7], 
Schramm et al. [9]  and Domnick et al. [10] show 
that steam valves with sharp edged valve plugs 
provide the desired core flow at wide operation 
condition but the undesired core flow can still occur 

at certain operation conditions. These are large 
valve lifts and small pressure ratios. Domnick et al. 
additionally reveal that the attachment of the jet to 
the wall is related to the Coanda effect. Unsteady 
CFD calculations by Domnick et al. [11] indicate, 
that the dynamic fluid forces acting on the valve 
plug are significantly reduced when the jet attaches.  

The knowledge obtained from these studies, 
shows, that the flow instability and the valve 
vibrations are reduced when the attached annular 
wall jet exists in the valve diffuser. In this case the 
jet is stabilized by the wall and the kinetic energy 
bearing the potential for pressure fluctuations is 
gradually dissipated at the wall. 

So in this study the contour of a steam valve 
diffuser is improved to enhance the attachment and 
hence reduce the vibrations without increasing the 
pressure loss at the opened valve position.   

1.2. Design of the valve diffuser 

Figure 2. Design of the baseline diffuser 

A characteristic design of a steam valve 
diffuser as installed in large power stations is 
examined in this study. When a valve of this design 
is operated in the admissible range of design mass 
flow, vibrations can be clearly measured, but the 
vibrational level does not exceed the acceptable 
level.  

The design of the valve diffuser is shown in fig. 
2. The flow coming from the valve chest (A) is 
throttled in the valve gap formed by the valve plug 
(B) and the curved valve seat (C). Directly 
downstream of the valve seat the valve diffuser (D) 
is located. The baseline diffuser design shown here 
is a simple conical diffuser with a constant opening 
angle. 

1.3. Vibrational characteristic of the 
valve 

The valve shows a typical vibrational 
characteristic when it is operated at part load. An 
example is given in fig. 3 showing the vibrational 
acceleration at the valve stem, the pressure ratio and 
the valve lift. 100% lift refers to the open position, 
0% valve lift corresponds to the closed valve.  

valve plug
valve plugConvex Sharp eged

unstable 
core flow

guided 
annular 

wall jet flow

(A)

(C) (D)(B)
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At low valve lifts, a high vibrational level can 
be seen. If the valve is gradually opened, the 
pressure increases with increasing valve lift due to 
the swallowing capacity of the turbine connected to 
the valve. At a certain point, the vibrations suddenly 
drop to a significant lower level. The pressure ratio 
of the valve is defined in eq. 1. 
  

ୟߨ ൌ
୭୳୲
୲,୧୬

 (1) 

  

Figure 3. Operational record of a steam 
valve 

The transition point from high vibrations to low 
vibrations can be reproduced in a single steam 
turbine installation, but varies among steam turbine 
installations with different swallowing capacities. In 
Domnick et al. [10] it is shown that this 
phenomenon is related to the attachment of the wall 
jet.  

2. NUMERICAL SET UP 
The CFD simulations concerning the wall jet 

separations and the pressure loss are conducted 
using the commercial CFD solver Ansys-CFX 14. 
This code employs a fully coupled implicit Navier–
Stokes solver. The transient numerical set up finally 
chosen is second order accurate in space. The 
thermodynamic and transport properties of the 
working fluid steam are modeled with the IAPWS 
real gas model by Wagner et al. [12]. The standard 
k-ω-SST-turbulence model [13] is applied for the 
steady state CFD calculation. An automatic near 
wall treatment provided by the flow solver is used 
to model the flow close to the wall. This treatment 
blends automatically the wall value for ω between a 
wall function for the logarithmic layer and a near 
wall formulation. 

To analyze the jet separations and the pressure 
loss of the flow in the valve diffuser the valve is 
investigated at different lift positions. These are 
summarized in table 1. Different flow domains are 
used for the investigation on the pressure loss and 
on the wall jet separations. At full valve lift the 
geometry of the entire valve diffuser is modeled 
because asymmetric flow topologies can be relevant 
to flow separations and hence affect the flow losses. 
As the flow is not throttled, jet phenomena do not 

exist at this lift position. The formation of a wall jet 
is observed at lifts below 70% lift. For the 
investigation of the jet flow a segment of the 
diffuser is sufficient according to a previous 
investigation of the authors [10]. 

 
Table1. Different model types 

Valve lift Investigation of  Type of model 
100% Pressure loss Full model 
20% Wall jet separation Segment 
14% Wall jet separation Segment 
7% Wall jet separation Segment 
2% Wall jet separation Segment 

 
As the wall friction strongly impacts the flow 

losses, special attention is paid for the full model to 
the resolution of the boundary layer. The y+ value 
is below 10 in the diffuser. As the automatic near 
wall treatment is used, lage parts of the log-law-
region and the buffer region of the boundary are 
resolved. 40 nodes lie in boundary layer. The near 
wall velocity profile at the throat of the valve seat is 
shown in fig. 4. Each dot demarks a computational 
node.   

Figure 4. Boundary layer profile 
 
Furthermore, the influence of the discretization 

outside the boundary layers on the results is 
analyzed. Three different grids are compared with 
respect to the total pressure loss. The results are 
summarized in table 2. The total pressure loss is 
defined by eq. 2. 
  

Δ୲ ൌ ୲,୧୬ െ  ୲,୭୳୲ (2)
  

Grid B is chosen for the calculation. A 
discretization error of 1.2% is estimated for the 
pressure loss using Richardson extrapolation. The 
computational domain is shown in fig. 5  

 
Table 2. Grid properties 

Grid Nodes  x106 Δ୲/Δ୲,୫ୟ୶		ሾെሿ 
A 0.59 1 
B 0.95 0.875 
C 3.9 0.885 
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According to fig. 9 the same geometric parameters 
can be taken from the valve geometry. The gap 
height h depends on the valve lift and r is the radius 
of curvature at the valve seat. The local pressure 
 େ୭ determining the wall jet separations is definedߨ
in eq. 3. 
  

େ୭ߨ ൌ
ଵ
௧,୧୬

 (3) 

 

Figure 9. Definition of geometric parameters 
for the Coanda jet 

 
In fig. 10 the local pressure ratio of attachment 

 େ୭ from the CFD calculation is drawn versus theߨ
radius to height ratio r/h. Obviously, the CFD 
results match the experimentally obtained results 
very good. Hence the attachment of the wall jet in 
the steam valve can be referred to the attachment of 
the basic Coanda flow.  

Figure 10. Comparison of the calculated 
pressure ratio of attachment to experimental 
data.  

 
Comparing the pressure ratio of detachment to 

the experimental results in fig. 11 gives a small 
difference between the numerical and experimental 
results. Nevertheless, the shape of the trend is 
reproduced. 

Figure 11. Comparison of the calculated 
pressure ratio of detachment to experiments 

4. MODIFICATION OF THE DIFFUSER 
SHAPE 

The finding, that the pressure ratio of 
attachment in the steam valve is related to the basic 
Coanda flow shows a way for the modification of 
the steam valve diffuser. If the curvature of the 
valve seat is increased, the geometric r/h-ratio 
increases as well.  Hence, the results of figs.10 and 
11 forecast, that the pressure ratio of attachment 
will decrease for a given valve lift. 

4.1. Design constraints for diffuser 
shape modification 

Several constraints arising  from the mechanical 
characteristics of the valve have to be considered 
during the modification process. The geometric 
parameters are given in fig. 12.  

 The diameter DP of the valve plug and 
the outlet diameter DOut must not be 
changed to avoid a major redesign. 

 The position and the diameter (DC) of 
the contact circle (Position A in fig. 
12) formed by the plug and the seat 
must not be changed. 

 The angle ߙ of the tangent at the 
contact circle must not be amended to 
maintain sealing properties and to 
avoid self-locking effects. 
 

Figure 12. Geometric design constraints  

4.2. Impact of seat curvature on wall jet 
separation at part load 

Prior to the CFD investigation a parametric 
study based on an analytical approach is performed 
to investigate the effect of the wall curvature on the 
wall jet separation. This intermediate step is 
performed as the prediction gives immediately 
results while the CFD analysis needs at least one 
week on a modern computer workstation. The 
analytic approach uses the pressure recovery 
predicted by the CFD and the pressure ratio of 
attachment known from the experiments shown in 
fig. 10. The radius of curvature, defined in fig. 9, is 
varied according to the geometric constraints given 
in section 4.1. The results are shown in fig. 13. The 
radius is normalized by the radius of the baseline 
design.  

It can be seen, that the operational range, in 
which the flow is attached is extended to lower 
valve lifts for increased radii. The point of 
intersection between the operating curve of the 
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valve and the curve of attachment is shifted to lower 
valve lifts and lower pressure ratios. 

Figure 13. Curves of attachment calculated 
for different seat radii. (analytical study)  

 
The transition from attached flow to detached 

flow on the operational curve (OC) versus the 
radius of curvature is shown in fig. 14. For small 
radii the enlargement of the radius has a strong 
effect on the flow transition; for large radii the 
influence is significantly smaller. 

Figure 14. Dependency of the flow transition 
on the radius of curvature 

 
As the design constrains have to be maintained, 

the throat diameter DT becomes smaller when the 
radius of curvature is increased. Additionally, the 
length of the diffuser is increased if a classical 
conical shape is used. This relation is depicted in 
fig. 15. According to calculations conducted by 
Biancini [18] the pressure losses at full valve lift are 
expected to increase if the throat diameter of a valve 
diffuser is reduced. Hence, this point is investigated 
in the next section. 

Figure 15. Diffuser contours obtained with 
different seat radii  

4.3. Impact of wall curvature on the 
pressure loss at full valve lift 

The influence of the diffuser design on the 
pressure losses is analysed. At first the diffuser 
shape is modified and later in this section the 

influence of different radii of seat curvature on the 
pressure loss is investigated using the amended 
design. As pressure losses are solely relevant at full 
opened operation of the valve, CFD calculations are 
performed for this case. 

The baseline design of the valve diffuser has a 
straight, conical diffuser. As the length of the 
diffuser must not be increased, the pressure losses 
cannot be reduced by decreasing the opening angle.  
Hence, the use of a bell shaped curvature is one way 
to reduce the flow losses under these constraints. 
An optimal shape of the diffuser design is found by 
an iterative, manually conducted optimization 
process. The length of the optimized geometry 
shown in fig. 16 versus the straight contour of the 
baseline design does not exceed the length of the 
baseline geometry for seat radii smaller than 1.6.  

Figure 16. Contours of the curved diffuser 
for different seat radii 

 
The pressure losses are reduced by 4.5% for the 

improved curved diffuser with the baseline radius. 
In the next step the curved diffuser is transferred to 
valve geometries with an increased seat radius. The 
influence of the radius of curvature on the pressure 
loss is depicted in fig. 17 showing the total pressure 
loss referenced by the total pressure loss of the 
baseline design. The total pressure losses increase 
with increasing curvature of the valve seat. As the 
curved diffuser design has lower losses than the 
conical diffuser design, the radius of curvature can 
be increased up to 160% without exceeding the 
pressure losses of the baseline design. For higher 
radius ratios the pressure losses increase 
significantly. 

Figure 17. Total pressure loss in dependency 
of the radius of curvature.  (100% valve lift)  

4.4. Numerical investigation on the 
impact of the modified wall curvature 

According to the previous results, the radius of 
curvature at the valve seat can be enlarged by 60% 
without increasing the pressure loss compared to the 
baseline design of the diffuser. CFD-calculations 
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are performed to determine the pressure ratio of 
attachment for this geometry with the enlarged 
radius. The results are depicted in fig. 18, showing 
that the operational range without flow separations 
is increased and the intersection point with the 
operational curve (OC) is shifted to smaller valve 
lifts.  

Figure 18.  Results of the CFD calculation  
 
This finding basically agrees to the calculation 

with the analytical 1D-prediction (pre). The 
absolute value of the transition point from the 
attached to the detached flow differs between the 
CFD results and the analytical prediction. But the 
improvement predicted by both methods agrees 
well. 

5. MODIFICATION OF THE PLUG EDGE 
As the detachment of Coanda wall jets is 

related to the shock caused by the recompression in 
the under expanded supersonic jet, the attachment 
of the supersonic jet can be improved by a 
convergent-divergent gap design (CD-gap). In the 
divergent part of the gap a controlled expansion 
occurs. As the controlled expansion reduces the 
pressure at the outlet of the gap, the expansion and 
the recompression downstream the gap is weaker. 
Hence, shocks are less intense and the attachment of 
the jet is improved. Experimental investigations by 
Sokolova [17] and Cornelius and Lucius [19] 
showing that convergent divergent gaps improve 
the attachment of supersonic wall jets confirm this 
theoretical consideration.  

Figure 19.  Different valve gaps  
 
A CD-gap can be obtained by reducing the tip 

diameter of the valve plug according to fig. 19. In 
the CD design the cross sectional area at the exit 
AEX is larger than the smallest cross section AT 
forming the throat of the gap.  

In the baseline design the valve gap has a pure 
convergent shape. To investigate the effect of the 

valve gap on the wall jet separation, CFD 
calculations are performed. The CD gap is obtained 
by reducing the tip diameter of the valve plug by 
0.36%. By this modification a convergent valve gap 
exist up to 20% valve lift. The tip of the valve plug 
has to be designed very careful, as convergent 
divergent gaps with too large divergent sections can 
produce over expanded jets or even a vertical 
compression shock in the valve gap. Vertical 
compression shocks in the valve gap are undesired 
according to Pluvoise [4] as they can generate 
strong vibrations. The plug investigated here is 
designed to avoid these undesired phenomena in the 
typical operational range. For small lifts at which 
the pressure ratio is too small to form vertical 
compression shocks the gap is convergent-
divergent. At medium lifts, at which pressure ratios 
suitable for the formation of a shock exist, the gap 
is pure convergent. Hence the shock is avoided by 
this plug design. 

Figure 20. Curve of attachment of the 
baseline design and the improved designs (CFD) 

 
The results of the CFD calculation depicted in 

fig. 20 show that the curve of attachment is shifted 
to lower pressure ratios for small valve lifts. Hence, 
the intersection with the operating curve (OC) of 
the valve is moved to lower lifts and pressure ratios, 
and the operational range in which the separations 
occur is reduced. As the throat diameter of the valve 
is not affected, this way to improve the wall 
attachment does not influence the pressure loss at 
the open valve position.  

5. CONCLUSIONS 
The transition from the detached to the attached 

flow in steam valves is related to the attachment of 
supersonic Coanda wall jets. In case of the detached 
flow, the vibrations are higher.  

The attachment of the jet can be improved by 
two methods. The radius of the valve seat can be 
increased to decrease the pressure ratio of 
attachment or the attachment can be improved by a 
convergent-divergent valve gap reducing the 
strength of the expansion. 

The use of curved diffusers can compensate the 
increased pressure losses and the increased length 
which come along with increased seat radii. A very 
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large increase of the radius of curvature gives only a 
small additional improvement of the jet attachment 
while the pressure losses increase significantly 
compared to a moderately increased radius.  
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deposition of the fresh enamel is typically 
controlled by pulling the wire, which has been 
covered before with fresh enamel in a dip-coating 
step, through enamelling dies as sketched in Figure 
1. The end section of the die characteristically 
features a converging annular gap. The gap height 
at the exit finally determines the thickness of the 
deposited layer. Various studies were carried out in 
literature on the generalized Couette flow inside the 
dies, which is characterized by the shear-driven 
motion caused by a moving wall (wire) and high 
axial pressure gradients due to the converging 
geometry. The computational studies among these 
works often put a particular focus on the effect of 
non-Newtonian flow behaviour, and they mostly 
assume the approximation of the lubrication theory. 
Flumerfelt et al. [1] presented such an analytical 
solution for planar gaps, while Lin and Hsu [2] 
analyzed the flow through concentric annuli, 
considering a power-law fluid. Later, Lin [3] 
included heat transfer into the computations. 
Dijksman and Savenije [4] presented an analytical 
solution of a converging annular gap flow 
introducing a special toroidal coordinate system. 
Shah et al. [5] carried out an extensive analytical 
computation of both flow and heat transfer of 
power-law fluids inside wire coating dies with 
constant cross-section. 

 The neglect of the inertia, i.e. advective 
transport terms, becomes increasingly questionable 
in the case of strongly converging cross-sections, 
which markedly limits the scope of the lubrication 
theory approximation, when applied to coating dies. 
Appropriate extensions to the lubrication theory 
have thus far been proposed only for other flow 
configurations associated with narrow gaps, like 
flow in planar journal bearings (Collins et al. [6]), 
or pressure-driven flow through narrow planar 
channels with axially varying channel height 
(Tavakol et al. [7]).  

The present work attempts to include the effect 
of the advective transport in the momentum and 
heat transfer by perturbing the lubrication theory 
based solution with corresponding first-order 
corrections.  The possible improvement of the 
predictions shall be assessed by a validation against 
CFD results, which are obtained from a numerical 
simulation of the full set of equations.  

 

 

Figure 1. Wire enamelling die operation 
principle 

2. MATHEMATICAL MODEL 
The converging flow through the coating die is 

described in cylindrical coordinates, where the z-
direction is aligned with the axis of the moving 
wire, as seen in Figure 2. The radial (cross-stream) 
direction r varies between the radius of the wire, 
r=rw, and the contour of the die, r=rd(z). L denotes 
the axial length of the die. The flow is assumed as 
axisymmetric and steady. The fluid is assumed as 
Newtonian with constant dynamic viscosity , 
thermal conductivity , specific heat capacity cp, 
and constant density . 

 

 

Figure 2. Converging flow domain 

The governing equations for axial momentum, 
radial momentum, and energy read 
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(3) 

The conservation of mass is enforced by imposing a 
constant volumetric flow rate  
 

.2 
d

w

r

r

Q rudr const  (4) 

 
at each cross-section of the die. No-slip conditions 
are prescribed at the upper and lower radial 
boundaries:  
 

: , ,     0w wr r u U v (5) 
: , .    0  0dr r u v (6) 

 
Constant wall temperature and a convective heat 
loss condition are assumed as thermal boundary 
conditions, which are written as 
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:     w wr r T T  (7) 

 :     


   
d d
T

r r k T T
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 (8) 

 
The heat transmission coefficient k connects the 
conductive heat transfer between the upper wall of 
the die associated with the wall temperature Td and 
the convective heat transfer from the outer surface 
of the die into the ambience associated with T∞. It is 
accordingly defined as the inverse of the sum of the 
corresponding conductive and convective heat 
resistances  
 

,
 


 
1 1d

d out

s

k
 

(9) 
 
 

where sd and d are the thickness and the thermal 
conductivity of the outer wall of the die, 
respectively, and out is the heat transfer coefficient 
for the heat transfer between the surface of the die 
and the ambient air. Constant ambient pressure is 
imposed as the axial boundary condition for the 
pressure: 
 

, : .  0     z z L p p  (10) 

2.1. Zeroth- and first-order solutions 
The lubrication theory approximation and 

its first-order extension essentially follow from an 
order-of-magnitude analysis of the non-
dimensionalized balances of momentum and heat, 
where all variables are non-dimensionalized using 
adequate reference scales to become 
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Introducing these quantities, the non-dimensional 
representations of (1)-(4) read 
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After this rescaling, the relative magnitude of the 
individual non-dimensional terms is determined by 
the multipliers in front of them. The non-
dimensional parameter occurring as a prefactor of 
the advective transport terms on the lhs represents 
the so called reduced Reynolds number 
 

Re .
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Due to the very small aspect ratio h/L<<1 and the 
fact that the Reynolds number based on the axial 
length of the die in general strongly exceeds unity 
(typical values are in the range ReL≈ O(103), the 
definition (15) implies 
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The advective and viscous dissipation terms in the 
energy equation (13) involve the Prandtl and the 
Eckert numbers,  
 

Pr , Ec ,
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as prefactors, respectively. Analogous to the 
definition (15) one may define the parameter 
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Since Ec << ReL, it follows 
 

EcPr .
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The relations (16) and (18) make evident that all the 
terms in the balances (11)-(13), which are 
multiplied by (h/L)2, are smaller than order O(), or 
O(T).   
Introducing the series expansions 
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into the non-dimensionalized equations (11)-(14), 
and equating the all terms of same order up to the 
first order, O(), or O(T), leads to the following 
two sets of equations: 
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The boundary conditions for the zeroth- and first-
orders read 
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respectively, where Nu kh  denotes a Nusselt 

number based on the heat transmission coefficient 
defined in (9).  
The zeroth-order formulation evidently represents 
the lubrication theory approximation, where all 
advective transport terms, being of order O(), or 
O(T), are neglected.  
The radial integration of Eqs. (21) and (25) yields 
the zeroth-order and first-order solution for the axial 
velocity component, written as 
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respectively, with 
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The radial zeroth-order velocity component 
occurring in Eq. (34) is computed from the 
continuity equation as 
 

*

*

*
* * *

* *
.0

0
1

w

r

r

u
v r dr

r z


 


   (35) 

 
The axial variation of the zeroth- and first-order 
pressure is obtained by substituting the expressions 
(32) and (33) into the integral mass balances (23) 
and (27), respectively, and integrating them in the 
axial direction from z*=0 to z*=1.  
The radial integration of Eqs. (24) and (28) yields 
the zeroth- and first-order solution for the 
temperature written as 
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respectively, with 
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3. NUMERICAL MODEL 
Since there are practically no experimental data 

available on the flow field inside enamelling dies, 
CFD simulations were carried out as well in order 
to validate the solutions obtained under the 
assumptions of the lubrication theory (zeroth-order 
solution), and to assess the improvement brought 
about by the inclusion of the advective terms in the 
first-order extension. The CFD simulations used 
ANSYS-Fluent 14.2 as the flow solver. Figure 3 
shows the computational domain used for the 
simulations, indicating the individual boundaries. 
The flow was assumed as steady and axisymmetric. 
Analogous to the analytical model, the same no-slip 
dynamic boundary conditions, constant wall 
temperature and heat flux conditions were imposed 
at the lower and the upper radial boundaries, as 
specified in (5)-(8). As can be seen from Figure 3, 
the computational domain is somewhat extended 
upstream of z=0 by a short cylindrical section. The 
attachment of this short cylinder of 10% length of 
the die allows for some axial development of the 
Couette-type flow in order to provide flow 
conditions at z=0, which are well comparable with 
the inlet conditions of the computations with the 
analytical model. Uniform ambient pressure p=p∞ 

and reference temperature T=Tw were prescribed at 
the inlet and the outlet of the computational domain, 

respectively. Even though the temperature is not 
constant at the exit, imposing a constant value 
boundary condition does not have any effect on the 
temperature inside the domain, due to the fact that 
the flow at the die exit is only directed outwards.  

The total size of the computational mesh was 
roughly 40000 cells in the case used for the present 
comparison. 

 

 

Figure 3. Computational domain and boundaries 
of the CFD model 

4. COMPUTATIONAL RESULTS 
The operating conditions considered in the 

present computations were specified close to real 
enamelling conditions of thin copper wires. 
Accordingly, the diameter of the wire was set to 
dw= 2rw =0.15 mm, and the velocity of the wire was 
set to a value of Uw=22.27 m/s. The length of the 
die is L=25 mm, and the gap height at the exit is 
h=5 m. The difference in gap height between the 
die inlet and exit was assumed =2.4 mm. The 
material properties of the enamel were assumed as 
=0.25 Pas, =0.5 W/mK, and cp =10 J/kgK. The 
physical parameter setting translates into the 
Reynolds, Prandtl, and Eckert numbers ReL=2230, 
Pr=5, and Ec=0.14.The Nusselt number required by 
the radially upper thermal boundary condition is set 
to Nu=1x10-4. Based on their definitions (15) and 
(17) the expansion parameters used in the first-order 
contributions in the series expansions (18) and (19) 
are  = 8.91x10-5 and  = 4.45x10-4, respectively.  

The shape of the die was prescribed by 
assuming the axial contraction as a cosine-type 
variation of the upper contour written as  
 

* s .co1 1  
2

geo
wd

d

n
r r z

r
h h Lh

 
                  

(40) 

 
As exemplarily shown in Figure 4, the variation of 
the geometrical parameter ngeo enables to cover a 
large variety of geometries ranging from completely 
convex for low values of the parameter ngeo, to 
almost step-like concave geometries for the high 
values. The functional dependency (40) provides by 
definition a zero gradient at the exit, which follows 
from a specific requirement of the real enamelling 
process. In the following the computational results 
obtained for the flow and temperature fields are 
exemplarily discussed for the geometrical parameter 
ngeo set to the value of 2.5, which produces a well 
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representative contour of real die geometries in the 
application.  
   

 

Figure 4. Die contours for different values of the 
exponent ngeo  

4.1. Flow field 
The contour plot in Figure 5 showing the 

isotachs of the axial velocity component obtained 
from the extended lubrication theory solution 
(zeroth- + first-order solutions) gives a qualitative 
insight into the typical structure of the converging 
Couette-type flow. The flow field essentially falls 
into two sub-regions. In the lower sub-region in the 
proximity of the wire, the axial velocity has the 
same direction as the motion of the wire, which 
indicates the viscous entrainment of the liquid by 
the wire. The radially upper sub-region exhibits a 
negative axial velocity. In this region the excess 
amount of the entrained enamel, which does not 
leave the die at the exit, is transported backwards 
and finally ejected outwards at the inlet cross 
section of the die. Since this reverse flow is 
essentially dictated by continuity, it is predicted 
already by the zeroth-order solution. The inclusion 
of the advective transport in the first-order 
extension still yields a notable quantitative 
improvement of the predictions. This is illustrated 
in Figure 6 showing radial profiles of the axial 
velocity at four selected cross-sections, located at 
z/L=0.6, z/L=0.75, z/L=0.85 and z/L=0.95, 
respectively. The neglect of the advective terms in 
the momentum equation produces evidently a 
notable deviation from the CFD solution at the 
cross sections, where the reduction in gap height is 
very strong, so that the acceleration of the fluid is 
not negligible any more. As it is also indicated by 
the steep slope of the radial outer boundary rd/h in 
Figure 5, this appears to be particularly the case at 
the positions z/L=0.75 and 0.85. In contrast, at the 
positions z/L=0.6 and z/L=0.95, associated with a 
slower decrease in gap height, the solutions almost 
collapse. 

The observed improvements for the velocity 
profiles are also reflected in the axial variation of 
the pressure displayed in Figure 7. The first-order 
correction brings the analytical solution very close 
to the CFD results in the region downstream of 

z/L=0.6, where the contour of the die converges 
fastest. 

 

 

Figure 5. Axial velocity isotachs inside the 
domain for ngeo=2.5, extended lubrication theory 

 

Figure 6. Velocity profiles at selected cross 
sections 

4.2. Heat transfer 
Figure 8 shows the radial temperature profiles at the 
same axial positions considered in the discussion of   
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Figure 7. Axial pressure profile 
 
the velocity field above. The neglect of the 
advective transport in the lubrication theory (zeroth-
order solution) leads obviously to markedly 
stronger deviations from the CFD results than those 
observed for the axial velocity. Furthermore, 
including the advective transport in terms of the 
first-order solution leads to significantly improved 
predictions, most notably at the positions z/L=0.6, 
0.75 and 0.85. The gain in accuracy provided by the 
first-order extension appears to be more pronounced 
for the transport of heat than for the transport of 
momentum, which points at a relatively higher 
relevance of the advective transport in the balance 
of heat. This may be attributed to the fact that the 
balance of heat is significantly determined by a 
strong local source term due to viscous dissipation, 
which has no counterpart in the momentum balance. 
Figure 9 shows the spatial variation of the leading-
order viscous dissipation in logarithmic scale 
downstream of z/L=0.5. As expected, the viscous 
heat is mainly generated in the highly sheared 
region near the moving wire with an increasing 
tendency towards the exit resulting from the 
converging geometry of the die. In the zeroth-order 
solution, the viscous heat can only be transferred by 
conduction into the radial direction, which leads to 
higher radial temperature gradients and in 
consequence markedly higher bulk temperatures as 
seen in Figure 8. Including the advective transport 
the first-order extension provides for a further 
mechanism to transfer the generated viscous heat. 
Figure 10 shows the radial variations of the 
advective transport terms, which are included in the 
first-order solution following equation (28), at the 
selected cross-section already discussed above. The 
peaks in the radially inner region near the moving 
wire clearly indicate a notable advective transport 
of heat into the horizontal and vertical directions, 
associated with  * * *

0 0  u T z , and  * * * 0 0v T r , re-

spectively. Based on this transfer mechanism a 
substantial part of the generated viscous heat is 

convected downstream, leaving the domain at the 
exit. In consequence, the temperature radially 
increases to lower levels as seen in Figure 8 as 
compared to the zeroth-order solution, which 
excludes any convective heat transfer and the 
finally resulting convective heat loss across the exit.  

Figure 8. Temperature profiles at selected cross 
sections (legend from Figure 6.) 
 

 
Figure 9. Contours of the leading-order viscous 

dissipation term  * * *Pr Ec   
2

0u r plotted in 

logarithmic scale 
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Figure 10. Advective transport terms in the 
horizontal direction,  * * * 0 0u T z  (solid line), and 

vertical direction,  * * * 0 0v T r (dashed line), at 

selected cross-sections 

5. SUMMARY  
The shear dominated flow evolving inside wire 

enamelling dies is computationally investigated in 
the framework of the lubrication theory 
approximation. The viscous generation and transfer 
of heat are considered as well. The limited scope of 
the lubrication theory due to the total neglect of the 
advective transports, especially when applied to 
strongly converging gap geometries, as typically 
met in enamelling dies, is extended by including the 
effect of inertia and convective heat transfer in 
terms of an appropriate linear first-order 
perturbation. The predictive capability of the 
proposed extended analytical approach is assessed 
in a test case associated with representative 
operating conditions and die geometry. The 
comparison of the predictions against CFD results 
from a numerical simulation of the full set of 
equations clearly demonstrate the limits of the 
classical lubrication theory as well as the possible 
gain in accuracy provided by the proposed first-
order extension. The predictions for the radial 
profiles of the axial velocity and temperature are 
significantly improved, especially in the region with 
a fast axial reduction in gap height. The observed 
improvements provided by the first-order 

perturbation to account for the advective transport 
appear to be more pronounced in the transfer of heat 
than in the transfer of momentum. It is concluded 
that a reliable description of the redistribution of the 
generated viscous heat does not allow for a total 
neglect of the advective transport mechanism. On 
the other hand, the momentum balance, where no 
equivalent counterpart for such source term appears, 
turns out to be less sensitive to this neglect.  

Including the proposed first-order perturbation  
makes the lubrication theory applicable to an 
extended range of gap geometries, which also 
suggests this concept as a reliable and 
computationally efficient tool for the development 
of novel flow optimized die designs. 
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ABSTRACT 
In this research, the flow characteristic from 

two circular cylinders which are oscillating by the 
different mode of vibration was investigated by 
numerical simulation at the Reynolds number Re = 
500, with varied the distance ratio L/d and the 
amplitude ratio 2a/d. As a result of the numerical 
experiments, the flow aspect and change of fluid 
force which become complicated were shown. In 
the A-mode oscillation cylinder and the S-mode 
oscillation cylinder, it was found that the A-mode 
oscillation cylinder tends to receive mutual 
interference. In the case of such a complex state, it 
became clear to completely differ from the result 
obtained when the aspect and fluid force of the flow 
are single. 

Keywords: circular cylinder, in-line oscillation, 
lock-in, numerical experiment, separation, 
vortex  

NOMENCLATURE 
 

A [m] half-amplitude 
CD [-] drag coefficient 
CL [-] lift coefficient 
L [m] distance between cylinder centres 
L/d [-] distance ratio 
Re [-] Reynolds number (= Ud/ν) 
St [-] Strouhal number (= fd/U) 
T [-] non-dimensional time 
U [m/s] main flow velocity 
a [m] half-amplitude of oscillation 
d [m] diameter of circular cylinder 
f [Hz] cylinder oscillating frequency 
fK [Hz] natural Karman vortex frequency 
f/fK [-] oscillation frequency ratio 
u [m/s] local moving velocity 
umax/U [-] velocity ratio 
2a/d [-] oscillation amplitude ratio  

ν [m2/s] kinematic viscosity of water 
π [-] pi 
 
Subscripts and Superscripts 
 
AVE mean value 
max maximum value 
RMS root mean square 

1. INTRODUCTION  
If a circular cylinder is placed into a steady 

flow without a time change, vorttices will be 
discharged alternately. And a  Karman vortex street 
is formed behind the circular cylinder. The Karman 
vortex is a very stable vortex street, and the vortex 
corresponding to the flow velocity is formed. That 
can also be said to be a natural synchronous 
phenomenon. Many of flows which exist really are 
what is called unsteady flow to which speed is 
changed in time. When unsteady, it is thinkable that 
the characteristics of the phenomenon differ 
compared with the case of being steady. It is 
industrially important to grasp the fluid force 
characteristic and the vortex shedding characteristic 
of the object put on the unsteady flow field. 
However, in order to realize an unsteady flow with 
sufficient accuracy, serious troubles are required in 
a laboratory. In order to experiment simple, in the 
laboratory, the object which exercises in the 
direction of a flow was installed into the steady 
flow, so the relative unsteady flow is made. If the 
circular cylinder which is oscillating in a flow is 
placed, the vortex shedding which synchronized 
with circular cylinder oscillating frequency will be 
observed. This phenomenon was called "lock in 
phenomenon" and, as for this "interference of the 
flow velocity change", research has been done by 
many researchers [1-4]. The flow pattern in the lock 
in state is divided roughly into the "alternate vortex 
shedding type" and the "simultaneous vortex 
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Figure 1. Coordinate system and definition of 
symbols (O: the coordinate origin) 

 

shedding type". On the other hand, when a structure 
is in a flow independently, it is rare, and it consists 
of two or more objects in many cases. Therefore, it 
is also important to investigate "interference by 
arrangement". From this, as fundamental research, 
research on interference of two circular cylinders is 
done, and the result is also accumulated [5-9].  

In recent years, by an author's research 
consortium, research which combined "interference 
of the flow velocity change" and "interference by 
arrangement" is done, and "interference by 
arrangement" has reported obtaining the result 
which changes with influences of "interference of 
the flow velocity change" [10-12]. However, there 
are many strange portions. Not all the structural 
rigidity of a structure is the same and differing 
separately is common. That is, even if it is in the 
same cross-sectional form, structural rigidity differs, 
and character frequency also differs. Even if this is 
placed under the same flow velocity, it can consider 
causing the lock in where each differs. It is one of 
the most interesting things in related research. The 
purpose of this research is to investigate the mutual 
interference flow characteristic from the circular 
cylinder in mutually different lock in mode. 
Research was carried out by numerical simulation. 

2. NUMERICAL CALCULATION 

2.1. Calculation Apparatus and Method 
The numerical experiment apparatus was 

consisted of simulation software and a notebook 
type computer (NEC; LaVie LC958/T) as 
calculation hardware which are on the market. The 
software which named ‘UzuCrise 2D ver.1.1.3 
rev.H (College Master Hands Inc., 2006)’ is used. 
This software used the vortex method which is 
based on the Lagrangian analysis. Since the vortex 
method is the grid-less method, it is suitable for the 
unsteady problem of such moving boundary. The 
vortex method is a direct viscid-inviscid interaction 
scheme, and the emanation of velocity shear layers 
due to boundary layer separation is represented by 
introduction of discrete vortices with viscous core 
step by step of time. In the present study, the flow 
was assumed incompressible and two-dimensional 
flow field. The configuration of circular cylinder 
was represented 40 vortex panels using a boundary 
element method. The separating shear layers were 
represented the discreet vortices, which were 
introduced at the separation points. The details of 
calculation technique of vortex method and 
accuracy of calculation are shown in Kamemoto [13, 
14]. 

2.2. Calculation Conditions, Parameters 
and Procedure 

In the present study, the calculations were 
performed at the two-dimensional flow field for 

incompressible and viscous flow. A cylinder 
diameter d and main flow velocity U were 
determined as 16 mm and 0.04 m/s so that it could 
compare with the previous experimental result [10]. 
Since water is assumed as for test fluid, Reynolds 
number Re becomes 500. The configuration of 
circular cylinder was represented 40 vortex panels 
using a boundary element method. Every 
calculation continued to until non-dimensional time 
T  = 200. 

The main parameters of numerical experiment 
were the existence of oscillation, the oscillation 
frequency ratio f/fK, the oscillation amplitude ratio 
2a/d and the distance ratio L/d. Existence of the 
oscillation is 2 kinds and they are in the states of 
cylinder stationary and cylinder oscillation. The 
oscillating frequency ratio f/fK is 2 kinds and they 
are in two typical lock-in states of the single 
oscillating circular cylinder obtained from the 
previous experimental result. As for the oscillating 
frequency ratio, f/fK = 1.4 and f/fK = 2.4 were used. 
Here the natural Karman vortex shedding frequency 
was fK = 0.6489 Hz. The oscillation amplitude ratio 
2a/d is 4 kinds, and they are 0.25, 0.50, 0.75 and 
1.00, respectively. The distance ratio L/d is 3 kinds 
and they are 1.5, 2.5 and 5.5.  

The calculation experiment was performed in 
the following procedures. In the state where it is not 
oscillating, calculation of a single circular cylinder 
and parallel two circular cylinders was performed. 
In the case of single cylinder, the calculation to 
which the oscillation frequency ratio and the 
amplitude ratio were varied was performed several 
times. In the case of parallel two circular cylinders, 
the calculation to which the oscillation frequency 
ratio, the amplitude ratio, and the distance ratio 
were varied was performed several times. Two 
circular cylinders were individually given a 
longitudinal sinusoidal oscillation. The arrangement 
of circular cylinders is shown in Figure 1. Here, in 
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Figure 2. Time histories of drag and lift 
coefficients, (blue and red lines show drag and 
lift coefficients, respectievly)  
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Figure 3. The definition of the magnitude of 
the drag coefficient or the lift coefficient, and 
the definition of the oscillating period  

  
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Two kinds of lock-in flow patterns, 
(a) shows an alternate vortex shedding type 
flow pattern (A-mode lock-in), and (b) shows 
the simultaneous vortex shedding type flow 
pattern (S-mode lock-in), respectively. 

the case of two circular cylinders, the circular 
cylinder located in left-hand side toward the flow 
was called the 1st cylinder, and the circular cylinder 
located in right-hand side toward the flow was 
called the 2nd cylinder. The oscillation of f/fK = 1.4 
was given to the 1st cylinder and the oscillation of 
f/fK = 2.4 was given to the 2nd cylinder. 

3. RESULTS AND DISCUSSIONS 
This numerical simulation study was conducted 

through the following steps. In order to check a 
numerical computation situation, calculation was 
performed about the case of a single stationary 
circular cylinder as the beginning. Next, the state of 
lock in was checked on oscillating conditions. In 
order to investigate the influence of a circular 
cylinder installation interval, the interval of 
stationary two circular cylinders was varied and 
calculations were performed. And in the case of 
parallel two circular cylinders, each circular 
cylinder was oscillated in different lock-in mode, 
the distance ratio was varied, and the situation of 
flow and the fluid force were investigated. The 
acquired matters are described in the following 
items. 

 

3.1. In the Case of Single Cylinder 

3.1.1. Stationary Case 

In order to verify the calculation software to be 
used, the experimental result and calculation result 
of a stationary circular cylinder were compared. 
The time history of the fluid force (a drag 
component and lift component) of acting on a 
stationary circular cylinder is shown in Figure 2. 
The drag oscillation lurking in periodic oscillation 
and lift oscillation of the lift produced by formation 
of a Karman vortex street is expressed. The 
relationship whose oscillation frequency of the drag 
is twice the oscillation frequency of the lift is shown. 
The following results were obtained after non-
dimension time T = 150. Here, the diagram which 
defines the quantity about the fluid force is shown 
in Figure 3. The average value of drag coefficient 
was CDAVE = 1.08 and the root mean square value of 
amplitude of drag coefficient was ACD = 0.15. The 
average value of lift coefficient was CLAVE = 0.00 
and the route mean square value of amplitude of lift 
coefficient was ACL = 0.73. The average Strouhal 
number for which it determined from the lift 
oscillating period T was StAVE = 0.26. The Strouhal 
number is defined by St = fd/U = d/ΔtU = 1/T. 
When the Reynolds number is Re = 500, it is known 
that the experimental value of Strouhal number St is 
about 0.2. Although it seems that this calculation 
result is highly calculated as compared with an 
experimental result, it seems that this calculation 
has obtained the comparatively good calculation 
result since a two dimensional calculation result 

becomes higher than an experimental result about 
30 to 40%. When the Karman vortex shedding 
frequency fK was calculated from the average value 
of Strouhal number, the Karman vortex shedding 
frequency was fK = 0.65 Hz.  

3.1.2. Oscillating Case 

When forced oscillation of the circular cylinder 
is carried out, it is one of the most interesting things 
of this study to investigate how fluid force changes. 

 
(b) 

 
(a) 
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(b) 

Figure 5. Time histories of drag and lift 
coefficients, (blue and red lines show drag and 
lift coefficients, respectievly) , (a) shows the 
result in the case of A-mode oscillation and 
(b) shows the result in the case of S-mode 
oscillation 
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Figure 6. The variation of fluid force 
component act on single oscillating cylinder,  
umax/U = 2a/d ・ f/fK ・(πSt) 

0.0 1.0 2.0

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

umax/U

C
D

 &
 C

L

Solid line; A mode oscillation
Dashed line; S mode oscillation

Blue; CD(AVE)
Green; Amplitude of CD(RMS)
Orange; CL(AVE)
Red; Amplitude of CL(RMS)

Table 1. The flow pattern of the single 
oscillating circular cylinder in each oscillating 
conditions 

2a/d f/fK=1.4 
A-mode oscillation

f/fK=2.4 
S-mode oscillation

0.25 A type lock-in S type lock-in 
(asymmetry) 

0.50 A type lock-in S type lock-in 
(symmetry) 

0.75 S type lock-in 
(symmetry) 

S type lock-in 
(asymmetry, 
mushroom) 

1.00 S type lock-in 
(symmetry, 
mushroom) 

With no vortex 
formation 

 

The numerical simulation was performed on the 
oscillating conditions which the alternate vortex 
shedding lock-in and the simultaneous vortex 
shedding lock-in generate. One example of the flow 
patterns obtained by calculation is shown in Figure 
4. Here, the flow visualization photographs [10] in 
the similar experimental condition are shown for 
comparison. Figure 4(a) is simulating the aspect of 
alternate vortex shedding lock-in (A-type lock-in). 

The direction of vortex shedding changes and an 
aspect that the vortex shedding is performed 
alternately is shown. An aspect that the vortex 
discharged from the circular cylinder constitutes a 
vortex pair which differs in a rotatory direction, 
respectively, and the vortex street of mushroom 
shape like the section of a mushroom is formed is 
expressed well. Figure 4(b) is simulating the aspect 
of a simultaneous vortex shedding lock-in (S-type 
lock-in). An aspect that the vortex of mushroom 
shape is simultaneously discharged from cylinder 
both sides, and the characteristic aspects of cylinder 
wake are shown. The result of the flow pattern on 
other conditions is shown in Table 1. Since the 
characteristic flow pattern at the time of a lock-in is 
reproduced well, the credibility of the fluid force 
required in calculation can consider a high thing.  

One example of the time histories of fluid force 
coefficient obtained by calculation is shown in 
Figure 5. These figures are in each state of Figure 4. 
The aspects of a variation of fluid force are shown 
in Figure 6. An abscissa is the velocity ratio umax/U 
and an ordinate is each component of fluid force. 
Here, the velocity ratio defined as umax/U = 2a/d ・ 
f/fK ・(πSt) . Since an oscillation frequency ratio f/fK 
is constant value, this figure means the variation of 
the fluid force over the variation of an oscillating 
amplitude ratio 2a/d. In the figure, the solid line is 
in the state of A-mode oscillation, and the dashed 
line is in the state of S-mode oscillation. In A-mode 
oscillation, although the value of drag coefficient 
CDAVE is smaller than a stationary value, the value of 
a lift coefficient CLAVE scarcely changes to the 
stationary value. The value of the amplitude of drag 
coefficient ACDRMS is increasing while the value of 
amplitude ratio 2a/d increases. On the other hand, 
although the amplitude of  lift coefficient ACLRMS 
scarcely changed the amplitude ratio to 2a/d = 0.5, 
the amplitude of lift coefficient became suddenly 
small value from amplitude ratio 2a/d = 0.75. In S-
mode oscillation, the value of drag coefficient 
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(b)                                      (d) 

Figure 7. The variation of flow pattern due to 
change the amplitude ratio 2a/d in the case of 
L/d = 5.5, (a) 2a/d = 0.25, (b) 2a/d = 0.50,             
(c) 2a/d = 0.75, (d) 2a/d = 1.00 
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(b)                                      (d) 

Figure 8. The variation of flow pattern due to 
change the amplitude ratio 2a/d in the case of 
L/d = 2.5, (a) 2a/d = 0.25, (b) 2a/d = 0.50,             
(c) 2a/d = 0.75, (d) 2a/d = 1.00 

 
 
 
 
 
 

(a)                                      (c) 
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(b)                                      (d) 

Figure 9. The variation of flow pattern due to 
change the amplitude ratio 2a/d in the case of 
L/d = 1.5, (a) 2a/d = 0.25, (b) 2a/d = 0.50,             
(c) 2a/d = 0.75, (d) 2a/d = 1.00 

CDAVE  and the value of lift coefficient CLAVE  
scarcely change to the stationary case. The value of 
amplitude of drag coefficient is large and the value 
of drag coefficient ACDRMS  tends to increase with 
increase of amplitude ratio 2a/d. However, the 
value of amplitude of lift coefficient ACLRMS will 
become smaller than the value of stationary cylinder 
case at 2a/d = 0.25 and 0.5, the amplitude of lift 
coefficient became suddenly large value from 
amplitude ratio 2a/d = 0.75.  

3.2. In the Case of Two Cylinders 

3.2.1. Flow Feature 

When circular cylinders were separated enough 
like distance ratio L/d = 20 or 10, the situation of 
the flow of the circular cylinder which is oscillating 
was the same as the case where each circular 
cylinder exists independently. That is, when the 
interval of two circular cylinders is separated, it 
means that there is no interference of mutual lock-in 
modes. It is known that there is no mutual 
interference also in two circular cylinders of 
stationary parallel arrangement. Even if it gave 
vibration to the circular cylinder, not interfering 
mutually was checked in such a distance. In two 
circular cylinders of stationary parallel arrangement, 
it is known that interference will arise mutually in 
the distance ratio of L/d = 5.5. So, this systematic 
numerical simulation was done in the small distance 
ratio which causes interference mutually. The 
aspects of the flow at the time of changing an 
oscillating amplitude ratio for every distance ratio 
are shown in Figures 7 to 9. In this study, A-mode 
oscillation is given to the 1st circular cylinder, and 
S-mode oscillation is given to the 2nd circular 
cylinder. Figure 7 shows the case of distance ratio 
L/d = 5.5. Since the vortex shedding from each 
circular cylinder in each amplitude ratio seems not 
to be different from the case of each single 
oscillating circular cylinder, there is still likely to be 
no interference of lock-in at this distance ratio. 
However, there is union of two vortex streets after 
the vortex shedding, and the union position has the 
tendency to approach circular cylinders, when an 
amplitude ratio becomes large. Figure 8 shows the 
case of distance ratio L/d = 2.5. In the cases of 
amplitude ratio 2a/d = 0.25 and 0.5, the vortex 
shedding from each circular cylinder seems not to 
be different from the case of each single oscillating 
circular cylinder. On the other hand, when the 
amplitude ratio became large, change of its aspect 
appeared at the 1st circular cylinder. The 
simultaneous vortex shedding with symmetry 
changed to the simultaneous vortex shedding 
without symmetry, and changed into the state where 
the vortex shedding cannot be presumed. Since the 
distance ratio L/d narrowed, the union of two vortex 
streets after the vortex shedding became remarkable, 
and the aspect of the wake of two circular cylinders 

2nd cylinder 

1st cylinder 

2nd cylinder 

1st cylinder 

2nd cylinder 

1st cylinder 
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Table 2. The obtained flow list, symbol A 
means alternate vortex shedding and symbol 
S means simultaneous vortex shedding, L/d = 
0.0 means single cylinder case, and it is shown 
that a red character differs from the case of a 
single oscillating circular cylinder 

 
2a/d L/d 1st cylinder 2nd cylinder 
0.25 0.0 A (+S)  S (asymmetry) 
 20.0 A (+S) S (asymmetry) 
 10.0 A (+S) S (asymmetry) 
 5.5 A (+S) S (asymmetry) 
 2.5 A (+S) S (asymmetry) 
 1.5 S (+A)  S (asymmetry) 
0.50 0.0 A  S (symmetry)  
 20.0 A  S (symmetry)  
 10.0 A  S (symmetry)  
 5.5 A  S (symmetry)  
 2.5 A  S (symmetry)  
 1.5 S (asymmetry)  S (asymmetry) 
0.75 0.0 S (symmetry)  S (asymmetry, 

mushroom)  
 5.5 S (symmetry)  S (asymmetry, 

mushroom)  
 2.5 S (asymmetry)  S (asymmetry, 

mushroom)  
 1.5 unknown  unknown  
1.00 0.0 S (symmetry, 

mushroom)  
unknown  

 5.5 S (symmetry, 
mushroom)  

unknown  

 2.5 unknown  unknown  
 1.5 unknown  unknown  
 

Figure 10. The variation of fluid force 
component in the case of distance ratio          
L/d = 5.5 
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Solid line; A mode oscillation (1st cylinder)
Dashed line; S mode oscillation (2nd cylinder)

Blue; CD(AVE)
Green; Amplitude of CD(RMS)
Orange; CL(AVE)
Red; amplitude of CL(RMS)

Figure 11. The variation of fluid force 
component in the case of distance ratio           
L/d = 2.5 
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Figure 12. The variation of fluid force 
component in the case of distance ratio          
L/d = 1.5 
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Solid line; A mode oscillation (1st cylinder)
Dashed line; S mode oscillation (2nd cylinder)

Blue; CD(AVE)
Green; Amplitude of CD(RMS)
Orange; CL(AVE)
Red; Amplitude of CL(RMS)

became complicated, and differed from the case 
where they are oscillating in the same mode. Figure 
9 shows the case of distance ratio L/d = 1.5. In this 
case, the aspect of vortex shedding changed notably. 
The flow pattern of an alternate vortex shedding 
was not seen. Although it is difficult to check in 
large amplitude ratio, at the 1st circular cylinder, 
the simultaneous vortex shedding is carried out on 
condition of all amplitude ratios. The aspect of the 
wake of two circular cylinders is complicated 
because of interference of the flow. The result of 
the obtained flow patterns are shown in Table 2. It 
was found that the alternate vortex shedding type 
lock-in receives interference by arrangement. 

3.2.2. Characteristics of Fluid Force 

It is one of the most interesting things in this 
study to investigate the variation of the fluid force 
of two circular cylinders which are oscillating in 
different lock-in mode. The fluid force is divided 
into a drag component and a lift component, and 
those characteristics are evaluated. The changes of 
each component of the fluid force in each distance 

ratio L/d are shown in Figures 10 to 12. Here, the 
average value of drag coefficient and the average 
value of lift coefficient are arithmetic averages. The 
values of oscillating amplitude of drag coefficient 
and lift coefficient are a route mean square to each 
average value. The data of the fluid force of the 
range by the non-dimensional time T from 150 to 
200 was used for evaluation. In these figures, an 
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Figure 13. Comparison of the variation of fluid 
force components by the distance ratio, (a) 
(b)(c)and (d) show the cases of the amplitude 
ratio 2a/d = 0.25, 0.50, 0.75 and 1.00, respectively
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2a/d=1.00

abscissa is the velocity ratio umax/U and an ordinate 
is each component of fluid force. The velocity ratio 
umax/U = 0 means without cylinder oscillation. 
Figure 10 shows the result in the case of distance 
ratio L/d = 5.5. In the drag coefficient, it turns out 
that there is no great difference as compared with 
the case where the 1st circular cylinder and the 2nd 
circular cylinder do not have oscillation, 
respectively. In the lift coefficient, although most of 
the 2nd circular cylinder had no variation, with the 
1st circular cylinder, the tendency deflected as an 
amplitude ratio increases was seen. In the amplitude 
of drag coefficient, the tendency which becomes 
large was seen as the amplitude ratio increased both 
circular cylinders. In the amplitude of lift 
coefficient, the magnitude of the 1st circular 
cylinder is various by an amplitude ratio, and the 
2nd circular cylinder is in the tendency which 
increases after decreasing. Figure 11 shows the 
result in the case of distance ratio L/d = 2.5. 
Although the values of the drag coefficient of the 
1st circular cylinder and the 2nd circular cylinder 
differ from the value at the time of single stationary, 
the regularity is not found in the variation. In the lift  
coefficient, although the downward tendency was 
seen by the increase in an amplitude ratio as for the 
1st circular cylinder, the 2nd circular cylinder was 
almost changeless. In the amplitude of the drag 
coefficient and the lift coefficient, the same matter 
as the time of distance ratio L/d = 5.5 was seen. 
Figure 12 shows the result in the case of distance 
ratio L/d = 1.5. In both circular cylinders, although 
the values of those drag coefficients are not so 
much different from the value at the time of 
stationary, the values of those lift coefficients tend 
to become large by the increase in the amplitude 
ratio. The tendency which becomes large by the 
increase in an amplitude ratio was the same also 
about the magnitude of amplitude. In order to 
investigate the influence of the distance ratio L/d, 
the calculation result arranged for every amplitude 
ratio is shown in Figure 13. Here, the restructuring 
of calculation result was performed on the basis of 
the case of the circular cylinder which is oscillating 
independently in each mode in each amplitude ratio. 
The scale of each figure which constitutes Figure 13 
is made into the same scale so that a visual 
comparison may become easy. By comparing each 
figure of Figure 13, it is understood that the 
tendency which differs from the case of a single 
circular cylinder by increase of an amplitude ratio 
becomes remarkable. When the value of distance 
ratio 2a/d is small, the large difference can be seen. 
Especially the thing to describe is remarkable about 
a lift component. Moreover, in the circular cylinder 
which is oscillating in A-mode, and the circular 
cylinder which is oscillating in S-mode, it turned 
out that the circular cylinder which is oscillating in 
A-mode tends to be influenced by arrangement. In 
the case of complex state, it became clear from 

(b) 

(c) 

(d) 

(a) 
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these numerical simulation results to completely 
differ from the result obtained when the aspect and 
fluid force of the flow are single. So, in the design 
of the structures with the small setting interval 
placed into the flow, the design which expected 
enough safety ratio beyond the present condition is 
needed. 

4. CONCLUSIONS 
Numerical experiments about the vortex flow 

from two circular cylinders which are oscillating in 
the different lock-in modes were performed by 
using the vortex method. The following conclusions 
were obtained. 

(1) When the interval of two circular cylinders 
is separated, there is no interference of mutual lock-
in modes. 

(2) If the interval of two circular cylinders is 
narrow, the vortex streets discharged from each 
circular cylinder will unite. And the union position 
has the tendency to approach circular cylinders, 
when the amplitude ratio becomes large. 

(3) It was found that the alternate vortex 
shedding type lock-in (oscillating in A-mode) 
receives interference by cylinder arrangement. 

(4) In the case of such a complex state, it 
became clear to completely differ from the result 
obtained when the aspect and fluid force of the flow 
are single. 
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ABSTRACT  
The flow in the draft tube cone of Francis turbines 
operated at partial discharge is a complex 
hydrodynamic phenomenon where an incoming 
practically steady axi-symmetric swirling flow 
evolves into a three-dimensional unsteady flow 
field with precessing helical vortex (also called 
vortex rope) and associated pressure fluctuations. 
The paper addresses the influence of the adverse 
pressure gradient on the swirling flow with vortex 
breakdown. Consequently, a 2D axi-symmetric 
model is used to compute the flow. The axi-
symmetric swirling flow is computed using 
available turbulent swirling flow solvers by 
introducing a stagnant region model (SRM), 
essentially enforcing a unidirectional 
circumferentially averaged meridian flow as 
suggested by the experimental data. Full 3D 
unsteady flow simulations with same boundary 
conditions are performed for five cases from a 
straight pipe up to cone with angle of 25.5°. As a 
result, the numerical results are compared in order 
to assess the capabilities of simplified model. The 
evolution of the quasi-stagnant region is 
investigated. The vortex sheet angle that separates 
the quasi-stagnant region and the main flow is 
evaluated. The energy losses coefficient and kinetic 
to potential conversion ratio distributions are 
plotted along to the cone length in order to evaluate 
the performances. Also, the self-induced instability 
is quantified based on 3D full unsteady flow 
simulation. 

Keywords: 2D and 3D flow simulation, 
precessing vortex, swirling flow, self-induced 
instability, unsteady field analysis 

NOMENCLATURE 
Dt           [m]          reference diameter of throat test 

section,  Dt = 0.1 
, ,z rV V Vθ [m/s] axial, radial, and circumferential 

velocity components 
fv [Hz] fundamental frequency 
Π, K, E [W] fluxes of potential, kinetic and 

mechanical energy, respectively 
ρ  [kg/m3] fluid density 
μ  [Pa·s] dynamic viscosity 
ζ [-] energy loss coefficient 
χ [-] kinetic-to-potential energy    

recovery ratio 

1. INTRODUCTION 
The variable demand on the energy market, as 

well as the limited energy storage capabilities, 
requires a great flexibility in hydraulic turbines 
operation. As a result, turbines tend to be operated 
over an extended range of regimes quite far from 
the best efficiency point. In particular, Francis 
turbines operated at partial discharge have a high 
level of residual swirl at the draft tube inlet as a 
result of the mismatch between the swirl generated 
by the wicket gates and the angular momentum 
extracted by the turbine runner [1]. Further 
downstream, the decelerated swirling flow in the 
draft tube cone often results in vortex breakdown, 
Figure 1, which is recognized now as the main 
cause of severe flow instabilities and pressure 
fluctuations experienced by hydraulic turbines 
operated at part load. More than three decades ago 
Palde [2] concluded that the draft tube surge is a 
hydrodynamic instability, known as vortex 
breakdown, occurring in the draft tube as a result of 
rotation remaining in the fluid as it leaves the 
turbine runner and enters the draft tube throat. 
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Figure 1. Helical vortex breakdown in the draft 
tube cone of Francis turbine at partial discharge.  

The main goal of a hydraulic turbine draft tube 
is to decelerate the flow exiting the runner, thereby 
converting the excess of kinetic energy into static 
pressure. The Francis turbines with medium and 
high specific speeds have compact elbow draft 
tubes, with rather short discharge cone. Contrary, 
the Francis turbines with low specific speeds have 
elbow draft tubes with extended discharge cone and 
small angle. As a result, the draft tube 
hydrodynamics is very complex due to the 
combination of swirling flow deceleration with flow 
direction change and cross-section shape/area 
modification. Most of the pressure recovery occurs 
in the draft tube cone, also called discharge cone. 

Extensive experimental [3] and numerical [4] 
investigations have provided a comprehensive 
understanding of this complex flow phenomenon, 
with accurate evaluation of the main parameters 
(precession frequency, amplitude of the wall 
pressure fluctuations, vortex rope shape), as well as 
various details of the hydrodynamic field. 

Nishi et al. [5] put forward a qualitative model 
for the precessing vortex rope, based on their 
experimental investigations. They suggest that the 
circumferentially averaged velocity profiles in the 
cone could be satisfactorily represented by a model 
comprising a dead (quasi-stagnant) water region 
surrounded by the swirling main flow, Figure 2. 
This model is also supported by the measured 
averaged pressure, which remains practically 
constant within the quasi-stagnation region. 

 
Figure 2. Stagnant region model for the 
precessing vortex rope, Nishi et al. [5]. 

All these considerations led to the conclusion 
that the spiral vortex core observed in the draft tube 
of a Francis turbine at part load is a rolled-up vortex 

sheet which originates between the central stalled 
region and the swirling main flow. Resiga et al. [6] 
have implemented a stagnant region model within 
the framework of an incompressible, turbulent, axi-
symmetric flow solver. The numerical results for 
the flow with precessing vortex rope in a Francis 
turbine discharge cone were in very good agreement 
with the LDV measured axial and circumferential 
velocity profiles. Moreover, it was shown that the 
vortex rope is exactly wrapped around the central 
stagnant region as computed with an axi-symmetric 
swirling flow model, Figure 3. 

 
Figure 3. 2D axi-symmetric flow numerical 
simulation with stagnant region model validated 
against experimental data, Resiga et al. [6].  

A time averaging procedure for the 3D 
unsteady flow simulation in a swirling flow 
developed in [7] is used. These numerical results 
were compared against 2D axi-symmetric swirling 
flow simulation. It is shown that averaging the flow 
governing equations provides a reasonable 
agreement with the three-dimensional averaged 
results, even when the flow has a strong 3D 
unsteady character [8]. A full 3D unsteady turbulent 
flow simulation implies large computing resources. 
However, the self-induced instability type of the 
vortex breakdown can be correctly captured with a 
full 3D unsteady turbulent flow simulation. 

In this paper, 2D axi-symmetric turbulent 
swirling flow and 3D unsteady flow are performed. 
Numerical results obtained with this model for five 
cases from a straight pipe up to 25.5° are analyzed 
for a swirling flow configuration. The evolution of 
the quasi-stagnant region is visualized plotting the 
axial velocity map. The angle of the vortex sheet 
that separates the quasi-stagnant region and the 
main flow is determined. Next, the energy losses 
and kinetic-to-potential energy conversion ratio are 
obtained. Also, the fundamental frequency and 
maximum amplitude of the unsteady flow field are 
obtained based on 3D computations. Particularly, 
the results are useful to develop new control 
techniques of the swirling flows. 
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2. NUMERICAL SIMULATIONS 
A meridian cross-section of the swirling flow 

apparatus is shown in Figure 4. The swirling flow 
apparatus includes a swirl generator and a 
convergent-divergent test section. The central body 
ensemble, called swirl generator, includes: leaned 
struts, guide vanes, free runner and nozzle. This 
particular setup is aimed at producing a swirling 
flow at the throat section, similar to the one 
encountered in Francis turbines operated at partial 
discharge, [9]. 

 

 
Figure 4. 3D and 2D axi-symmetric 
computational domains  

Although the computational domain is axi-
symmetric, Fig. 4, and the inlet boundary conditions 
are steady and axi-symmetric (radial profiles for 
axial and circumferential velocity components) [8], 
the decelerated swirling flow in the conical diffuser 
develops an instability, with a precessing helical 
vortex as shown in Fig. 1. Such flow simulations 
require large computing resources and computing 
time. As a result, from practical point of view it is 
preferable to use a more tractable approach to 
assess the stability properties of the swirling flow, 
and to estimate to occurrence of unsteady velocity 
and pressure field. 

Since the geometry considered in this study has 
rotational symmetry, it would be convenient to 
compute the flow using axi-symmetric governing 
equations. In doing so, the three-dimensional 
problem becomes a two-dimensional one, to be 
solved in the domain shown in Fig. 4. This 2D 
computational domain is obtained by intersecting 
the 3D domain from Fig. 4 with a meridian half-
plane. From the annular inlet section, the hydraulic 
passage has a convergent part upstream the throat, 
followed by a conical diffuser discharging in a 
downstream pipe. The hub ends with a nozzle. The 
grids with around 32k quadrilateral cells and 
boundary layer refinement near the walls (y+ values 
between 84 and 106) are used. Full 3D unsteady 

flow simulations are performed on structured grids 
of approximately 2-2.5M cells walls (y+ values 
between 207 and 354) together with an unsteady 
realizable k ε−  turbulence model [10]. It is 
obvious that the 2D axi-symmetric grid is two 
orders of magnitude smaller than the one used for 
the full 3D simulation.   

The governing equations for axi-symmetric, 
turbulent swirling flows of an incompressible fluid 
are obtained by writing both the continuity and the 
momentum equations in cylindrical coordinates, 
then discarding the derivatives with respect to the 
circumferential coordinate: 
i) the continuity equation, 
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iii) radial momentum equation, 
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iv) circumferential momentum equation, 
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(4) 

The effective dynamic viscosity is written as 
the sum of the molecular, μ , and the so-called 
“turbulent” viscosity, Tμ , the second being 
computed using various turbulence models.  The 
above axi-symmetric swirling flow model, available 
in the FLUENT 6.3 code, is used for the present 
computations together with the realizable k ε−  
(RKE) turbulence model. The term “realizable” 
means that the model satisfies certain mathematical 
constraints on the Reynolds stresses, consistent with 
the physics of the flow. When compared with the 
standard k ε−  and RNG k ε−  models, the RKE 
model is predicting more accurately the spreading 
rate of both planar and round jets, [10]. As a result, 
the RKE turbulence model is chosen for the present 
investigations. 

The radial equilibrium condition used on the 
outlet section of the computational domain follows 
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from the radial momentum equation (3) for 
vanishing radial velocity. When setting 0rV =  in 
Eq. (3), all terms containing the radial velocity 
disappear. Moreover, the first viscous term becomes 
negligible if the flow does not evolve anymore in 
the axial direction, i.e. the axial derivative is 
vanishing as well. As a result, we obtain the well 
known condition for the outlet section, 

2Vp
r r

θρ∂
=

∂
. (5) 

Note that Eq. (5) does not explicitly specify a 
pressure profile. Instead, it correlates the radial 
pressure gradient with the circumferential velocity. 
When the flow does not have swirl, Eq. (5) reduces 
to a constant pressure condition on the outlet. 

0.045 0.05 0.055 0.06 0.065 0.07 0.075
radius [m]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

in
le

t v
el

oc
ity

 c
om

po
ne

nt
s 

[m
/s

]

axial velocity
circumferential velocity

 
Figure 5. Axial and circumferential velocity 
profiles on the annular inlet section for both 3D 
and 2D computational domains. 

On the inlet section we prescribe the same axial and 
circumferential velocity profiles, Figure 5, together 
with the turbulence quantities obtained based on the 
numerical simulation [11], as the ones used for the 3D 
computation [12]. Note that both 3D and 2D axi-
symmetric computations have similar boundary 
conditions and turbulence models. However, it is 
obvious that the simplified axi-symmetric flow model 
cannot capture the swirling flow with 3D and unsteady 
character when the precessing helical vortex is 
developed as a result of the self-induced instability. 

3. NUMERICAL RESULTS 
The 2D axi-symmetric turbulent swirling flow 

with SRM model produces a central stagnant region 
and the main flow occupying an annular section up 
to the wall. The cases selected include a straight 
pipe (with 0°) and four discharge cones (with half-
angle from 2.125° to 12.75°).  The quasi-stagnant 
region extension is identified on axial velocity 
component map for all investigated cases, Figure 6. 
It is already proved by Resiga el al. [6] that the 
vortex breakdown (also known as precessing vortex 
rope) is wrapped on a quasi-stagnant region 
developed in the axis neighbourhood.  

 
Figure 6. Stagnant region extension identified on 
the meridian velocity component map from 2D 
axi-symmetric turbulent swirling flow with SRM 
model for all investigated cases. 

As a result, the vortex sheet generated between 
the quasi-stagnant region and the main stream is an 
indicator about self-induced instability. Therefore, 
the vorticity magnitude map is plotted in Figure 7 
selecting the maximum values in the computational 
domain in order to visualize the vortex sheet. 

Clearly, the vortex sheet angle is larger than the 
discharge cone angle for all cases (Figure 8) being 
in agreement with experimental data provided by 
Ciocan and Iliescu [13] for a Francis turbine model. 
However, the self-induced instability type cannot be 
indentified based on 2D axi-symmetric numerical 
analysis.  

The main purpose of the cone is to convert as 
much as possible the kinetic energy into pressure 
potential energy with minimum energy losses. 
Therefore, loss coefficient ζ  and the kinetic-to-
potential energy conversion ratio χ  are defined in 
order to assess the discharge cone performance. 
 

 
Figure 7. Vortex sheet computed using 2D axi-
symmetric turbulent swirling flow with SRM 
model for all cases. 
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Figure 8. Vortex sheet half-angle computed using  
2D axi-symmetric turbulent swirling flow with 
SRM model for all cases. 

The following integral quantities are introduced 
by Resiga et al. [14] on a generic cross section 
( )S z  at the axial distance z  from the inlet section 

in order to analyze the kinetic-to-potential energy 
transformation process:  

Flux of potential energy 
( ) ( )

( )
[ ], d

S z

z p z r S WΠ ≡ ⋅∫ V n  
(6) 

Flux of kinetic energy 

( ) ( )
( )

[ ]
2 ,

d
2S z

V z r
z S W

ρ
Κ ≡ ⋅∫ V n  (7) 

Flux of mechanical energy 
( ) ( ) ( )z z zΕ ≡ Π + Κ  (8) 

For a loss-free flow the flux of total mechanical 
energy Ε  is constant. However, when energy losses 
are present Ε  decreases monotonically as the cross 
section ( )S z  is moved downstream, i.e. for 
increasing z  in our case. 

If we denote ( )0 0zΠ = Π =  and ( )0 0zΚ = Κ = , 
where 0z =  corresponds to the inlet section (the 
throat), the total hydraulic power dissipated up to a 
section ( )S z  is ( )0 0zΕ − Ε > , where obviously 

0 0 0Ε = Π + Κ . 

The dimensionless loss coefficient ζ  and the 
kinetic-to-potential energy conversion ratio χ  are 
defined as follow [14]: 

( ) ( )0

0

z
zζ

Ε − Ε
≡

Κ
, ( ) ( )

( )
0

0

1
z

z
z

χ
Π − Π

≡ <
Κ − Κ

 (9) 

The evolution of the energy loss coefficient 
( )zζ  in the discharge cone for all five cases using 

2D and 3D computation, Figure 9, emphasizes the 
rapid increase when the adverse pressure gradient is 
stronger. The loss coefficient is underestimated with 

2D axi-symmetric model. The distribution of the 
energy losses along to the cone with half-angle 
from 0° to 4.25° seems to be linear. Particularly, the 
same distribution along to the cone with half-angle 
of 8.5° is like in the pipe on the first half part while 
significant energy losses are quantified in the 
second half part. As a result, a compact discharge 
cone with half-angle of 8.5° has small energy 
losses. The energy losses along to the discharge 
cones with half-angle of 12.75° are significantly 
larger than other cases. The vortex breakdown 
phenomenon leads to increased energy losses. 
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Figure 9. The energy loss coefficient ζ  computed 
with 2D model and 3D for all cases. 

Expectedly, the kinetic-to-potential conversion 
ratio χ  is higher for large cone angles while the ratio 
is almost negligible for small angles, Figure 10. One 
can observe that the conversion ratio is better in the 
second part of the cone at lower angles. Contrary, the 
conversion ratio is better in the first part of the cone at 
large cone angles.  
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Figure 10. The kinetic-to-potential energy 
conversion ratio χ  computed for all cases. 
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Bear in mind that this behaviour is yielded for a 
particular swirling flow configuration. As a result, 
the appropriate geometry for this particular swirl is 
the cone with half angle around 4.25° due to the 
almost constant conversion ratio and reduced 
energy loss coefficient.  

The self-induced instability type developed in 
the discharge cone is determined based on 3D 
unsteady numerical simulation, Figure 11. The 
shape of self-induced instability is visualized using 
iso-pressure (grey shapes in Fig. 11). Once can 
observe that the self-induced instability type 
evolves from an axi-symmetric form in a straight 
pipe to a helical form in a discharge cone [15]. It is 
clearly observed that the stagnant region (blue zone 
in Fig. 11) becomes larger once the adverse 
pressure gradient is stronger.  

 

 
Figure 11. Axial velocity map in a meridian 
cross-section and self-induced instability type 

The pressure pulsations associated to the self-
induced instability is recorded on the wall at four 
levels denoted MG0 (in the throat), MG1, MG2 and 
MG3 in Fig. 1. Fourier spectra on all levels are 
obtained using two time steps (1 ms and 0.1 ms), 
Figure 12. The fundamental frequency (fv) 
associated to the self-induced instability increases 
once the pressure gradient is weaker suggesting a 
vortex stretching phenomenon, Figure 13. The 
discrepancy between values of fundamental 
frequency computed with 1 ms and 0.1 ms becomes 

larger toward to stronger adverse pressure gradient, 
Table 1. The accurate fundamental frequency with 
respect to experimental data is captured using a 
time step of 0.1 ms (relative error of 1.3%). The 
higher harmonics are generated at stronger adverse 
pressure gradients, Fig. 12.  

The maximum amplitude (Am) associated to 
the fundamental frequency is overestimated by 
computations for both time steps with respect to 
experimental data, Table 2. However, a more 
accurate value is computed using a time step of 0.1 
ms (relative error of 23.25%). The maximum 
amplitude associated to the fundamental frequency 
is directly proportional with the adverse pressure 
gradient, Figure 14. Moreover, the maximum 
amplitude associated to the fundamental frequency 
is moving upstream towards the throat once the 
adverse pressure gradient is stonger. These results 
have paved the way toward new control technique 
of the swirling flows [16, 17].      

Table 1. Fundamental frequency (fv) of the self-
induced instability for all cases 

 fv [Hz] 
(t=1 ms) 

fv [Hz] 
(t=0.1ms) 

Exp. 
[Hz] 

0 deg. 24.59 25 - 
2.125 deg. 15.71 16.74 - 
4.25 deg. 13.89 16.2 - 
8.5 deg. 10.86 15.8 15.6 
12.75 deg. 10.91 15.42 - 

Table 2. Maximum amplitude (Am) values 
associated to fundamental frequency for all cases 

 Am [Pa] 
(t=1 ms) 

Am [Pa] 
(t=0.1ms) 

Exp. Level 

0 deg. 111.8 118.2 - MG3 
2.125 deg. 439.2 530.6 - MG3 
4.25 deg. 1005.6 1274 - MG2 
8.5 deg. 1935.4 1854.9 1505 MG1 
12.75 deg. 3559.8 3329.5 - MG0 

4. CONCLUSIONS 
The paper addresses the influence of the 

adverse pressure gradient on the swirling flow. The 
2D axi-symmetric swirling flows are computed 
using available solvers by introducing a stagnant 
region model (SRM). Also, 3D unsteady 
computations are performed imposing the same 
boundary conditions in order to quantify the self-
induced instability developed in the cone. 
Numerical results for five cases from a straight pipe 
up to cone with angle of 25.5° are analyzed for a 
particular swirling flow configuration. The 
evolution of the quasi-stagnant region is quantified 
plotting the velocity map. The angle of the vortex 
sheet that separates the quasi-stagnant region and 
the main flow is quantified. The vortex sheet angle 
is larger than the discharge cone angle for all cases. 
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The energy losses and kinetic-to-potential 
conversion ratio distributions are plotted along to 
the discharge cone length in order to evaluate it 
performance.   
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Figure 12. Fourier spectra for unsteady pressure 
signals in MG0, MG1, MG2 and MG3 computed 
using two time steps: 1ms (dash line) and 0.1 ms 
(solid line) for all cases 
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Figure 13. Fundamental frequency of the self-
induced instability computed using two time 
steps: 1ms (●) and 0.1 ms (□) for all cases 
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Figure 14. Maximum amplitude associated to the 
fundamental frequency of self-induced 
instabilities at two time steps: 1ms (●) and 0.1 ms 
(□) for all cases 

The vortex breakdown phenomenon leads to 
increased energy losses while the energy conversion 
is directly proportional with cone angle. The 
fundamental frequency of the self-induced 
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instability increases once the pressure gradient is 
weaker suggesting a vortex stretching phenomenon. 
The maximum amplitude associated to the 
fundamental frequency is directly proportional with 
the adverse pressure gradient. The maximum 
amplitude associated to the fundamental frequency 
is moving upstream towards the throat once the 
adverse pressure gradient is stronger. These results 
have paved the way toward new control technique 
of the swirling flows [16, 17]. 
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ABSTRACT
A wing simultaneously heaving and pitching can

extract energy from an oncoming water or air stream.
First large-scale commercial demonstrators are be-
ing installed and tested. The operating conditions of
this device is likely to feature Reynolds numbers in
excess of 500,000. Strong finite wing effects spoil-
ing the power generation efficiency are also expec-
ted. This paper thoroughly investigates the hydro-
dynamics of oscillating wings at a Reynolds number
of 1,500,000 considering finite wing effects for an as-
pect ratio 10 wing with either sharp tips or endplates
to reduce tip vortex losses. The study of these peri-
odic flows uses three-dimensional time-dependent
Navier-Stokes simulations with grids featuring more
than 30 million cells. The shear stress transport tur-
bulence model of Menter is used for the turbulence
closure. Main contributions include: a) the quanti-
fication of the efficiency improvement achievable by
using wings with endplates rather than bare tips, and
b) detailed comparisons of the wing hydrodynamics
with and without endplates, and the infinite wing.

Keywords: Energy-extracting oscillating wing,
Finite wing effects, Turbulent Navier-Stokes CFD

1. INTRODUCTION
Increasing demand for electricity production and

stricter environmental policy have greatly contrib-
uted to the development of novel alternative renew-
able devices. A promising concept in the fields of
wind turbines and tidal energy systems relies on the
use of oscillating wings simultaneously heaving and
pitching to extract energy from an oncoming water or
air stream. The concept was pioneered by McKinney
and DeLaurier [1] in 1981, and further investigated
by Jones et al. [2]. Several other numerical, experi-
mental and prototype-based studies of the oscillating
wing device for power generation followed these pi-

oneering studies. Recently Young et al. [3] published
a comprehensive review of the analytical, numerical
and experimental research work carried out in this
field to date. The review focuses on the effects of
flapping kinematics and foil geometry on the vortex-
structure interaction, a phenomenon that can improve
the power generation efficiency for certain laminar
and turbulent flow regimes. That article also high-
lights outstanding questions on the fluid mechanics
of the oscillating wing in real installations, character-
ized by high Reynolds numbers and strong and com-
plex three-dimensional (3D) flow effects.

Kinsey and Dumas [4] performed a thorough
parametric computational fluid dynamics (CFD) in-
vestigation into the effects of motion parameters
(heaving and pitching amplitude and motion fre-
quency) and geometric parameters (foil shape and
location of pitching axis) on the power generation ef-
ficiency of the oscillating wing. They report that us-
ing optimum motion parameters for a laminar flow
regime with a Reynolds number based on the foil
chord and the freestream velocity of 1100 yields an
efficiency of 34%, and also that the main factor con-
trolling the efficiency is the synchronization of heav-
ing motion and unsteady leading edge vortex shed-
ding (LEVS) associated with dynamic stall. These
findings were confirmed also in a later study using
the compressible Navier-Stokes (NS) research code
COSA with a low-speed preconditioner optimized
for time-dependent flows [5].

An experimental 2 kW prototype of the oscillat-
ing wing for power generation was designed, built
and tested by Laval University in water at Lac-
Beauport near Quebec City. Measured data con-
firmed fairly high values of the energy conversion
efficiency [6]. Thereafter, Kinsey and Dumas in-
vestigated numerically the hydrodynamics of the os-
cillating wing at a Reynolds number of 0.5 mil-
lion [7]. Both two-dimensional (2D) and 3D tur-
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bulent incompressible FLUENT simulations using
the Spalart-Allmaras turbulence model [8] were per-
formed. Cross-comparison of the laminar and tur-
bulent flow simulations using the same wing motion
parameters reveals that the efficiency of the energy
conversion increases significantly as the Reynolds
number increases from low laminar values to fairly
high turbulent values [4, 7, 9]. This was reported by
the authors of this paper who used COSA to carry
out 2D fully laminar [5] and fully turbulent [9] sim-
ulations of the oscillating wing using the same wing
motion parameters. The comparative analysis of the
two regimes reported in [9] revealed that a) the power
generation efficiency increases at higher Reynolds
numbers due to thinner turbulent boundary layers, b)
LEVS is delayed in the fully turbulent regime due
to higher stability of the turbulent bounary layers.
Thus the optimal synchronization between wing mo-
tion and LEVS achieved in the laminar regime is lost
in the high-Reynolds number case. It was assumed
that for higher Reynolds numbers further synchron-
ization of wing motion and LEVS could lead to even
higher efficiencies than that of 40% obtained for tur-
bulent regime. However, Kinsey and Dumas later
showed that high power extraction efficiency at high
Reynolds numbers does not necessarily rely on the
occurrence of LEVS [10].

Kinsey and Dumas also reported that the power
generation loss of the finite wing of aspect ratio (AR)
7 with endplates is about 15% of the efficiency of the
infinite wing [7]. In a follow-up study, those authors
extended their 3D analyses to wings of AR 5, 7 and
10 with and without endplates to quantify losses due
to finite wing effects and wing tip type. They con-
cluded that, for a finite wing of AR ≥ 10 with end-
plates such a loss could be limited to about 10% of
the efficiency of infinite span [11].

The interest of the industrial and scientific com-
munities in the oscillating wing device keeps grow-
ing, as also highlighted by the installation of the 1.2
MW prototype of Pulse Tidal in the Bristol Channel
in 2014 [3]. However, significant uncertainty on the
impact of 3D flow effects still exists. This study aims
at quantifying the loss of power generation efficiency
due to 3D effects making use of time-dependent (TD)
finite wing span turbulent flow COSA simulations.
Realistic turbulent flow conditions at a Reynolds
number of 1.5 million and with nearly optimal wing
motion parameters obtained with 2D analyses [9] are
used, and the 3D effects are analysed for two differ-
ent wing end geometries.

The paper starts with the definition of the kin-
ematic and dynamic parameters of the oscillating
wing motion. This is followed by the statement of
the governing equations and a brief description of the
CFD solver. A detailed comparative study of the in-
finite and finite span wings in turbulent flow condi-
tions is then reported, quantifying and discussing the
differences of unsteady hydrodynamic characteristics
of the idealised 2D and realistic 3D configurations.

A summary of the main findings are provided in the
closing section.

2. OSCILLATING WING DEVICE

Figure 1. Top: prescribed motion of oscillating
wing for power generation. Bottom: foil motion in
reference system moving with freestream velocity.

Here an oscillating wing is defined as a foil ex-
periencing simultaneous pitching θ(t) and heaving
h(t) motions. The following mathematical represent-
ation of the imposed motion is that adopted in [4].
Taking a pitching axis located on the chord line at
position xp from the leading edge (LE), the foil mo-
tion is expressed as:

θ(t) = θ0 sin(ωt) → Ω(t) = θ0ω cos(ωt) (1)
h(t) = h0 sin(ωt + φ)→ vy(t) = h0ω cos(ωt + φ) (2)

where θ0 and h0 are respectively the pitching and
heaving amplitudes, Ω is the pitching velocity, vy
is the heaving velocity, ω is the angular frequency
and φ is the phase between heaving and pitching. In
this study, φ is set to 90o, and the NACA0015 foil is
selected. The freestream velocity is denoted by u∞
and the angular frequency ω is linked to the vibra-
tion frequency f by the relationship ω = 2π f . The
prescribed oscillating motion is depicted in the top
sketch of Fig. 1.

An oscillating symmetric foil can operate in two
different regimes: propulsive or power-extracting
mode. This distinction originates from the sign of the
forces that the flow generates on the oscillating foil.
Based on the imposed motion and the upstream flow
conditions, the foil experiences an effective angle of
attack (AoA) α and an effective velocity ve given re-
spectively by:

α(t) = arctan
(
−vy(t)/u∞

)
− θ(t) (3)

ve(t) =

√
u2
∞ + vy(t)2 (4)

The maximum values of α and ve have a major
impact on the amplitude of the peak forces in the
cycle, and also on the occurrence of dynamic stall.
The maximum effective AoA reached in the cycle is
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approximated by the modulus of its quarter-period
value, that is αmax ≈ |α(T/4)|. As explained in [4],
the power-extracting regime (in a mean sense, over
one cycle) occurs when α(T/4) < 0. This condi-
tion is represented in the bottom sketch of Fig. 1,
which provides a time-sequence viewed in a refer-
ence frame moving with the farfield flow at u∞, so
that the effective AoA α(t) is made visible from the
apparent trajectory of the foil. In this sketch, the res-
ultant force R is first constructed from typical lift and
drag forces (right-hand side) and then decomposed
into X and Y components (left-hand side). One sees
that the vertical force component Y is in phase with
the vertical velocity component vy of the foil over
the entire cycle. This implies that the wing extracts
energy from the fluid as long as no energy trans-
fer associated with the component X of the hydro-
dynamic force takes place. This is the case since
the foil does not move horizontally. The aerody-
namic phenomena occurring during the wing oscil-
lation are substantially more complex than the quasi-
steady model discussed above. In some cases, for
example, the efficiency of the energy extraction was
shown to be heavily influenced by the occurrence of
unsteady leading edge vortex shedding (LEVS) asso-
ciated with dynamic stall and the LEVS timing with
respect to the foil motion.

Taking a wing span of one unit length, the in-
stantaneous power extracted from the flow is the sum
of a heaving contribution Py(t) = Y(t)vy(t) and a
pitching contribution Pθ(t) = M(t)Ω(t), where M is
the resulting torque about the pitching center xp. De-
noting by c the foil chord, CPz ≡ Pz/( 1

2ρ∞u3
∞c) the

power coefficient per wing length at position z, and
CP = 1

l

∫ l
−l CPz dz the power coefficient over the entire

wing, where l denotes the semispan, the nondimen-
sional power extracted over one cycle is given by:

CP = CPy+CPθ =
1
T

∫ T

0

[
CY (t)

vy(t)
u∞

+ CM(t)
Ω(t)c

u∞

]
dt

where CY (t) = Y(t)/( 1
2ρ∞u2

∞c) and CM(t) =

M(t)/( 1
2ρ∞u2

∞c2).

3. NAVIER-STOKES CFD SOLVER
The finite volume structured multi-block com-

pressible Reynolds-averaged NS (RANS) code
COSA [5, 9, 12] uses Menter’s shear stress transport
(SST) turbulence model [13]. Given a moving con-
trol volume C with time-dependent boundary S (t),
the Arbitrary Lagrangian-Eulerian integral form of
the system of the time-dependent RANS and SST
equations is:

∂

∂t

(∫
C(t)

U dC
)
+

∮
S (t)

(Φc −Φd) ·dS −
∫
C(t)

S dC = 0

The array U of conservative flow variables is defined
as: U = [ρ ρvT ρE ρk ρω]T where ρ and
v are respectively the fluid density and velocity vec-
tor, and E, k and ω are respectively the total energy,

the turbulent kinetic energy and the specific dissipa-
tion rate of turbulent kinetic energy, all per unit mass.
The perfect gas equation is used to link internal en-
ergy, pressure and density. The generalized convect-
ive flux vector Φc depends on U and the velocity of
the boundary S . The generalized diffusive flux vec-
torΦd depends primarily on the sum of the molecular
stress tensor, proportional to the strain rate tensor s,
and the turbulent Reynolds stress tensor. Adopting
Boussinesq’s approximation, the latter tensor is also
proportional to s through an eddy viscosity µT . In the
SST model, µT depends on ρ, k, ω and the vorticity.

The only nonzero entries of the source term S are
those of the k and ω equations, given respectively by:

S k = µT Pd −
2
3

(∇ · v)ρk − β∗ρkω

S ω = γρPd −
2
3

(∇ · v)
γρk
νT
− βρω2 + CDω

with

Pd = 2
[
s −

1
3
∇ · v

]
∇v

CDω = 2(1 − F1)ρσω2
1
ω
∇k · ∇ω

where νT = µT /ρ, σω2 is a constant, F1 is a flow
state-dependent function, and σk, σω, γ, β∗ and β are
weighted averages of corresponding constants of the
standard k−ω and k− ε models with weights F1 and
(1 − F1), respectively [13].

COSA is second order accurate in time and
space, and uses a very efficient MPI paralleliza-
tion [14]. The accuracy of the space- and time-
discretization has been thoroughly validated by con-
sidering a wide set of analytical and experimental test
cases [5, 9, 12].

4. RESULTS
Thorough investigations into the 3D hydro-

dynamics of oscillating wings for power generation
are reported herein. Most analyses are based on
3D time-accurate RANS simulations performed with
COSA. The physical and computational set-up of
all simulations is described first. Thereafter the 3D
unsteady flow mechanisms accounting for the vari-
ations of the energy capture moving from the ideal
scenario of an infinite wing to the realistic case of a
finite wing are analyzed. Moreover, the dependence
of the 3D flow patterns and, ultimately, of the energy
capture efficiency on the wing end geometry is care-
fully examined.

4.1. physical and numerical set-up
The selected wing profile is the NACA0015 foil.

The wing trajectory features a heaving and a pitching
motion component defined by Eqs. (1) and (2) re-
spectively. The operating condition characterized by
a high efficiency of the energy extraction in the tur-
bulent flow regime described in [9] (case A) is con-

CMFF15-045 177



sidered. The heaving amplitude h0 equals one chord
and the pitching center is at xp = 1/3 of the chord
from the LE. The pitching amplitude θ0 is 76.33o

and the nondimensionalized frequency f ∗ = f c/u∞
is 0.14, where f is the frequency in Hertz. The Reyn-
olds number based on the freestream velocity and the
foil chord is Re = 1.5 · 106, and this value was used
for all simulations reported below.

The time-dependent 3D turbulent flow fields past
the oscillating wing were computed using structured
multi-block non-deforming moving grids. In all sim-
ulations the entire grid moved rigidly with the wing.
The 3D grid was obtained by extruding the 2D grid
past the foil along the spanwise direction. The node
coordinates of 2D and 3D grids were nondimension-
alized by the foil chord, and the farfield boundary in
the foil plane was at about 50 chords from the foil.
The required level of refinement of the 3D grid in
the 2D plane of the foil was assessed by means of
2D simulations. More specifically, the periodic 2D
flow field associated with the motion and flow para-
meters reported above was computed using a mesh
with 98, 304 cells (coarse), one with 393, 216 cells
(medium), and one with 1, 575, 864 cells (fine) using
256 time-intervals per oscillation cycle. The overall
mean power coefficients CP obtained with the coarse
and medium grids differed by 2.2%, whereas those
obtained with the medium and fine grids differed by
0.4%, pointing to the suitability of the medium grid
refinement for this problem. To assess the solution
sensitivity to the level of temporal refinement, the
selected regime was simulated with the 2D medium-
refinement grid using 128, 256, 512 and 1024 time-
intervals per oscillation period. The values of CP
obtained using 128 and 256 intervals differed by
about 1.2%, whereas the difference between the 256-
interval and the 512-interval CP, and the 512-interval
and 1024-interval CP were 0.7% and less than 0.1%
respectively. This highlighted that the solution was
largely independent of the number of intervals per
period when at least 512 time-intervals per period
were used. In the light of this outcome and to keep
the computational cost of the 3D analyses within the
size of the available resources, the level of refinement
of the 2D coarse grid was adopted for building the
2D sections of the 3D grid, and 256 time intervals
per cycle were used in the 3D simulations analyzed
below. It is the authors’ view that the use of relatively
coarse grids made herein does not significantly affect
the main conclusions of the investigations presented
below.

The 3D simulations used a symmetry boundary
condition at midspan to halve computational costs.
The 30, 670, 848-cell grid was built by stacking a 2D
65, 536-cell O-grid in the spanwise direction from
the midspan symmetry plane to the lateral farfield
boundary which was at 50 chords from the symmetry
boundary. The 65, 536-cell O-grid had 256 intervals
along the foil, and 256 intervals in the normal-like
direction. In the foil plane, the farfield boundary was

Figure 2. Endplate geometry.

at about 50 chords from the foil, and the distance dw
of the first grid points off the foil surface from the foil
itself was about 6 · 10−6. The AR of the wing was 10.
Constant spanwise spacing ∆z = 0.02 was used from
midspan to 90 % semispan, and from here the grid
was clustered towards the tip achieving a minimum
spacing ∆z = 0.0003. The cell size increased again
moving from the tip to the lateral farfield boundary.
Two wing end topologies were considered, one with
sharp tips, the other with endplates. The geometry of
the endplate is depicted in Fig. 2. Careful grid design
enabled the use of the same grid for both configura-
tions, removing any uncertainty in the comparative
analysis of these two configurations arising from us-
ing different grid topologies. A view of two 3D grids
is provided in Fig. 3.

The CFL number of the simulation of the wing
with sharp tip and endplate were set to 4 and 3 re-
spectively, and all simulations were run without mul-
tigrid. CFL ramping was used for all time steps, and
1,500 iterations were performed to compute the solu-
tion of each physical time. With this set-up, the resid-
uals of the NS equations decreased by about 5 orders
of magnitude at all physical times and all force and
moment components fully converged within 1,000 to
1,100 iterations. All simulations were run until the
maximum difference between CY over the last two
oscillation cycles became less than 0.1% of the max-
imum CY over the last cycle. The number of oscil-
lation cycles typically required to fulfil this require-
ment varied between four and ten, depending on the
spatial and temporal refinement, and also on whether
the simulation had been started from a freestream
condition or from the solution of a simulation using
the same grid but different temporal refinement. It
was chosen to monitor the periodicity error of CY be-
cause the vertical force component gives the highest
contribution to the extracted power. For all analyses
of the oscillating wing presented in this report, y+

was found to be smaller than one at all grid points
and all times of the periodic flow field.

4.2. aerodynamic analysis
The evolution of the main kinematic parameters

of the oscillating wing over one oscillation period
is depicted in Fig. 4. The plot shows the time-
dependent values of the vertical position h of the
wing, its angular position θ, the nondimensionalized
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Figure 3. Surface mesh of wing and symmetry
boundary (only every fourth grid line in all direc-
tions is reported). Top: wing with endplate. Bot-
tom: wing with sharp tip.

Figure 4. Kinematic parameters.

heaving velocity vy/u∞, and the nondimensionalized
pitching velocity Ω/Ωmax, with Ωmax being the max-
imum pitching velocity of the cycle. The figure also
reports the effective AoA α computed with Eq. (3).
One notes that the maximum AoA is about 35o. The
four positions labeled 1 − 4 correspond to 5%,15%,
25% and 35% of the period respectively, and are
those at which the flow field is examined in greater

detail in the following analyses.

Table 1. Mean power coefficients of wing with
AR → ∞, AR 10 and endplate (EP), and AR 10
and sharp tip (ST).

AR CP CPy CPθ
∞ 1.004 1.176 -0.172
10 EP 0.941 1.219 -0.278
10 ST 0.882 1.149 -0.267

The mean values of the overall power coeffi-
cient CP, the heaving power coefficient CPy , and
the pitching power coefficient CPθ for the infinite
span wing, the AR 10 wing with endplate (EP) and
the AR 10 wing with sharp tip (ST) are reported in
Table 1. The infinite span analysis was performed
with a 2D simulation, whereas the two AR 10 ana-
lyses are based on full 3D simulations. One notes
that CP of the AR 10 wing with EPs is 6% lower than
that of the infinite wing, whereas CP of the AR 10
wing with STs is 12% lower than that of the ideal
infinite wing case. The breakdown of the heaving
and pitching power components for the three cases
highlights that: a) the mean negative pitching power
(a loss term) of both AR 10 wings increases by a
comparable amount with respect to the ideal infin-
ite span case (36% with STs and 38% with EPs), b)
the heaving power coefficient of the AR 10 wing with
STs also decreases (by about 2%) with respect to the
ideal case, whereas the heaving power coefficient of
the AR 10 wing with EPs increases by about 4%.
These observations highlight that 3D flow effects hit
the overall energy extraction efficiency of this device
in a complex manner, that appears to depend on the
geometry of the wing tips.

Figure 5. Comparison of overall, heaving and
pitching power coefficients.

The two subplots of Fig. 5 report the profiles

CMFF15-045 179



of CP, CPy and CPθ over the period. In the first 10%
and last 15% of both semi-periods, both AR 10 CP
profiles are significantly lower than the AR∞ config-
uration (top subplot). This is due to the higher neg-
ative pitching power of both finite wings when the
wing is at the highest and lowest points of the stroke
(bottom subplot). Fig. 5 also highlights that, between
about 10% and 35% of both semi-periods, the heav-
ing and overall power coefficients of the wing with
EPs are higher than for the ideal wing, whereas those
of the wing with STs are lower.

Figure 6. Comparison of heaving and pitching
power coefficients per wing length.

To further investigate the dependence of the en-
ergy extraction efficiency of the finite span wing on
the tip geometry highlighted in Fig. 5, the power
coefficient curves per unit length of the AR 10 wings
at various spanwise positions are cross compared in
Fig. 6, which also reports the AR ∞ profiles for ref-
erence. The symbols CPzy and CPzθ denote respect-
ively the heaving and pitching power coefficients per
wing length. One notes that between about 10% and
35% of both semi-periods the reduction of CPzy with
respect to the ideal case as one moves from about
80% semispan towards the tip is significantly smal-
ler for the wing with EPs than for the wing with
STs. Moreover, in the same portions of the period,
the heaving power of the finite span wing is higher
with EPs than with STs. These performance differ-
ences are due primarily to the existence of a strong
tip vortex in the ST configuration, which induces sig-
nificant downwash lowering the effective AoA with
a strength decreasing from tip to midspan. Note
also that the largest differences between the heaving

power of the two AR 10 wings occur in the period
range with maximum nominal AoA. The comparison
of the skin friction lines of the two finite span wings
at 25 % of the vertical stroke are reported in Fig. 7,
which highlights the distortions of the flow path of
the wing with STs leading to the formation of the tip
vortex. The CPzθ profiles of Fig. 6 also show that the

Figure 7. Skin friction lines on pressure side (PS)
and suction side (SS) of wing with sharp tips and
endplates at 25% of the cycle.

maximum loss-generating increment of the negative
pitching power occurs when the finite span wings is
close to the highest and lowest positions of the ver-
tical stroke, varies fairly little along the span, and is
not significantly affected by the wing tip geometry.
As highlighted below, this is due to the absence of
LEVS in the 3D flow field of both AR 10 wings.

The two top subplots of Fig. 8 depict the con-
tours of the z-component of the vorticity of the infin-
ite span wing and the midspan section of the AR 10
wing with EPs at 5% of the period (position 1). The
bottom subplots refer instead to the 25% point of the
period (position 3). The comparison of the top sub-
plots highlights that in the AR 10 configuration, un-
like in the infinite span case, there is no LEVS. The
low pressure region on the foil side on which the vor-
tex is generated contributes to reduce the energy cap-
ture loss due to the negative pitching power. There-
fore, the absence of LEVS in the AR 10 case results
in higher losses due to the larger (in absolute value)
negative pitching power. In the other portions of the
period, where LEVS is absent also in the infinite span
case, the flow at midspan of the AR 10 wing and that
of the wing with no tip effects are nearly identical, as
highlighted by the bottom subplots which refer to the
position of maximum nominal AoA. These observa-
tions also hold for the midspan section of the AR 10
wing with STs, the vorticity contours of which are
not reported for brevity. The observations confirm
that this loss mechanism arising when dealing with
finite span wings is fairly independent of the tip geo-
metry.

The top and bottom subplots of Fig. 9 show the
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Figure 8. Contours of z component of vorticity
of wing with infinite span and at midspan of wing
with EPs. Top left: wing with EPs at 5 % of the
cycle; top right: infinite wing at 5 % of the cycle;
bottom left: wing with EPs at 25 % of the cycle;
bottom right: infinite wing at 25 % of the cycle.

Figure 9. Isosurface of vorticity magnitude (Ωm =

2) at 25 % of the period. Top: wing with end-
plates. Bottom: wing with sharp tips.

isosurface of vorticity magnitude (Ωm = 2) at the tips
of the wings with endplates and sharp tips respect-
ively. At the sharp tips vorticity from the pressure

side rolls down to the suction side to form a trail-
ing vortex, which causes the downwash effect. The
downwash leads to a reduction of the effective AoA
to the sections close to the tip, reducing CPy , as ob-
served in the bottom plot of Fig. 6. The top plot of
Fig. 9 shows that a tip vortex exists also for the wing
with endplates. This vortex, however, originates at
the edge of the endplates and is farther away from
the wing than the vortex of the wing with sharp tips,
resulting in less pronounced downwash. Moreover
the vortex originating at the endplate is smaller than
that originating at the sharp tip, because the driving
pressure difference is smaller in the former case.

Figure 10. Pressure coefficient cp of infinite span
wing, and AR 10 wings with endplates and sharp
tips at positions labeled 1-4 in Fig. 4.

The effects of the flow mechanisms discussed
above on the static pressure distribution of the wing,
which is a measure of the loading, are examined in
Fig. 10. Its four subplots compare the static pres-
sure coefficient of the infinite wing, and the 95 %
semispan section of the AR 10 wings at the positions
labeled 1-4 in Fig. 4. All four subplots show that the
pressure-based heaving force acting on the wing with
endplates is always larger than that on the wing with
sharp tips, and this is due to the stronger downwash
of the wing with sharp tips, which reduces the effect-
ive AoA. At positions 2 and 3, close to maximum
nominal AoA, the heaving force per unit length of the
infinite span wing is comparable to that of the wing
with endplates. At position 1, corresponding to the
LE vortex of the infinite wing being close to the trail-
ing edge, the heaving force of the infinite wing is sig-
nificantly smaller than that of the finite span wings.
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5. SUMMARY
A detailed numerical investigation into the im-

pact of flow three-dimensionality on the energy ex-
traction efficiency of oscillating finite span wings
was performed. Using the COSA 3D NS code with
30 million-cell grids, the differences of flow pat-
terns and performance parameters between an infin-
ite wing and one with aspect ratio 10 with either
sharp tips or endplates were investigated.

The considered wing motion is characterized by
a high power generation efficiency of the infinite
wing in a turbulent regime at Re = 1.5 · 106, and this
operating condition is characterized by the existence
of LEVS. The mean overall power coefficient of the
AR 10 wing with sharp tips is found to decrease by
12 % with respect to that of the infinite wing. The
loss is caused both by the reduction of the effect-
ive AoA induced by the downwash associated with
the strong tip vortices, and also the LEVS suppres-
sion, which yields higher pitching power in the infin-
ite span case. The mean overall power coefficient of
the AR 10 wing with endplates is found to decrease
by only 6 % with respect to the infinite wing. The
lower loss with respect to the wing with sharp tips is
due to a smaller reduction of the effective AoA due in
turn to a weaker downwash achieved by weakening
the tip vortices with the endplates.

For the AR 10 wing, the reduction of energy cap-
ture efficiency due to the LEVS suppression is in-
dependent of the tip geometry. A recent optimiz-
ation study aiming at determining combinations of
kinematic parameters (oscillation frequency, heav-
ing and pitching amplitudes) to maximize the energy
capture efficiency highlighted that high efficiency
levels can be achieved also with kinematic conditions
which do not yield LEVS [10]. In the light of the loss
associated with the suppression of LEVS when con-
sidering finite wing effects, it appears advisable to
design these devices avoiding regimes characterized
by 2D LEVS, so as to minimize losses due to finite
wing effects.

ACKNOWLEDGEMENTS
This work used the ARCHER UK National Su-

percomputing Service (http://www.archer.ac.uk).

REFERENCES
[1] McKinney, W., and DeLaurier, J., 1981, “The

Wingmill: An Oscillating-Wing Windmill”,
Journal of Energy, Vol. 5 (1), pp. 109–115.

[2] Jones, K., Lindsey, K., and Platzer, M.,
2003, “An Investigation of the Fluid-Structure
Interaction in an Oscillating-Wing Micro-
Hydropower Generator”, Chakrabarti, Brebbia,
Almozza, and Gonzalez-Palma (eds.), Fluid
Structure Interaction 2, WIT Press, Southamp-
ton, United Kingdom, pp. 73–82.

[3] Young, J., Lai, J., and Platzer, M., 2014, “A re-
view of progress and challenges in flapping foil

power generation”, Progress in Aerospace Sci-
ences, Vol. 67, pp. 2–28.

[4] Kinsey, T., and Dumas, G., 2008, “Paramet-
ric Study of an Oscillating Airfoil in a Power-
Extraction Regime”, AIAA Journal, Vol. 46 (6),
pp. 1318–1330.

[5] Campobasso, M., and Drofelnik, J., 2012,
“Compressible Navier-Stokes analysis of an os-
cillating wing in a power-extraction regime us-
ing efficient low-speed preconditioning”, Com-
puters and Fluids, Vol. 67, pp. 26–40.

[6] Kinsey, T., Dumas, G., Lalande, G., Ruel, J.,
Mehut, A., Viarogue, P., Lemay, J., , and Jean,
Y., 2011, “Prototype testing of a hydrokinetic
turbine based on oscillating hydrofoils”, Renw-
able energy, Vol. 36, pp. 1710–1718.

[7] Kinsey, T., and Dumas, G., 2012, “Computa-
tional Fluid Dynamics Analysis of a Hydrokin-
etic Turbine Based on Oscillating Hydrofoils”,
Journal of Fluids Engineering, Vol. 134, pp.
021104.1–021104.16.

[8] Spalart, P., and Allmaras, S., 1994, “A one-
equation turbulence model for aerodynamic
flows”, La Recherche Aerospatiale, Vol. 1, pp.
5–21.

[9] Campobasso, M., Piskopakis, A., Drofelnik,
J., and Jackson, A., 2013, “Turbulent Navier-
Stokes Analysis of an Oscillating Wing in
a Power-Extraction Regime Using the Shear
Stress Transport Turbulence Model”, Com-
puters and Fluids, Vol. 88, pp. 136–155.

[10] Kinsey, T., and Dumas, G., 2014, “Optimal
Operating Parameters for an Oscillating Foil
Turbine at Reynolds Number 500,000”, AIAA
Journal, Vol. 52 (9), pp. 1885–1895.

[11] Kinsey, T., and Dumas, G., 2012, “Three-
Dimensional Effects on an Oscillating-Foil Hy-
drokinetic Turbine”, Journal of Fluids Engin-
eering, Vol. 134, pp. 071105.1–071105.11.

[12] Campobasso, M., Gigante, F., and Drofel-
nik, J., 2014, “Turbulent Unsteady Flow Ana-
lysis of Horizontal Axis Wind Turbine Airfoil
Aerodynamics Based on the Harmonic Balance
Reynolds-Averaged Navier-Stokes Equations”,
ASME paper GT2014-25559.

[13] Menter, F., 1994, “Two-Equation Turbulence-
Models for Engineering Applications”, AIAA
Journal, Vol. 32 (8), pp. 1598–1605.

[14] Jackson, A., and Campobasso, M., 2011,
“Shared-memory, Distributed-memory and
Mixed-mode Parallelization of a CFD Simula-
tion Code”, Computer Science Research and
Development, Vol. 26 (3-4), pp. 187–195.

CMFF15-045 182



Conference on Modelling Fluid Flow (CMFF’15) 

The 16th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

CFD-DEM STUDIES OF GRAIN SEGREGATION PATTERNS ON A PILOT 

SCALE DESTONER  

Ananda Subramani KANNAN1, Michael Adsetts Edberg HANSEN2, Jens 
Michael CARSTENSEN3, Jacob LUND 4 and Srdjan SASIC5 

 
1 Corresponding Author. Department of Applied Mechanics, Chalmers University of Technology, SE 412 96 Gothenburg, Sweden. Tel.: 

+45 53661689, Fax: +45 4576 1041, E-mail: ananda@chalmers.se 
2 Videometer A/S, DK 2970 Hørsholm, Denmark. E-mail: maeh@videometer.com 
3 Videometer A/S, DK 2970 Hørsholm, Denmark. E-mail: jmc@videometer.com 
4 Westrup A/S, DK 4200 Slagelse, Denmark. E-mail: jacob.lund@westrup.com 
5 Department of Applied Mechanics, Chalmers University of Technology, SE 412 96 Gothenburg, Sweden. E-mail: srdjan@chalmers.se 
 

 

ABSTRACT  

In this paper we study segregation patterns of a 

bi-dispersed population of grains on a virtual 

destoner. The numerical setup is implemented in the 

OpenFOAM® environment using a CFD-DEM 

framework. We look at different operating points 

(e.g. deck inclination) in order to characterize the 

destoner output in terms of degree of segregation 

between light and heavy material. The entire 

computational domain is divided into three major 

zones (i.e. Exit fraction, Inlet/Middling fraction and 

Pre-Inlet fraction) in order to assess the overall 

behavior of the inlet feed material over the ‘virtual’ 

destoner deck. Our simulations show that the heavy 

product fraction in the discards stream increases over 

time with a corresponding accumulation of the 

‘valuable’ light product at the base of the deck, 

indicating segregation between the stones (heavy 

product) and the grains (light product). The 

segregation between these two fractions has also 

been demonstrated to be sensitive to changes in deck 

tilt. A deck inclination of 3 degrees is considered 

optimal while steeper slopes (inclinations of 10 

degrees) are deemed unsuitable for segregation and 

a corresponding 3 fold decrease in the destoner 

performance is noted.  Consequently, the proposed 

CFD-DEM method provides a valuable framework 

for studying the underlying phenomena in such 

segregation of granular material. 

Keywords: Bi-dispersed, CFD-DEM, Deck 

inclination, Destoner,OpenFOAM®, Segregation.  

NOMENCLATURE  

α [-] de Felice coefficient 

Cd [-] drag coefficient 

d           [m] particle diameter 

ε            [-] local porosity 

FA              [N] fluid particle interaction force 

fc           [N] contact force 

fd           [N] drag force 

ff            [N] fluid-particle interaction force 

Φ           [-] packing fraction 

g [m/s2]     acceleration due to gravity 

I [kg.m2] moment of inertia 

j [-] summation index    

ki [-] number of particles 

m [kg] mass 

µ [kg/m.s] viscosity 

N [-] number of grains/stones 

n [s] simulation time 

p [Pa] static pressure 

Ri [m] particle diameter 

Rep             [-] particle reynold’s number 

ρ [kg/m3] density 

t [s] time 

𝝉 [N.m] torque 

𝜏 [s] time 

u [m/s] particle velocity vector 

v [m/s] fluid velocity vector 

v [N] force 

ω [rad/s] angular velocity 

 

Subscripts and Superscripts 

dis discards stream 

f fluid 

fp           fluid - particle 

i particle i 

j particle j 

p            particle 

pr           products stream 
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1. INTRODUCTION  

Purity and quality are two important criteria for 

food production today. Maintenance of the highest 

standards of quality in production is a challenge that 

has always been pushing existing technologies. The 

primordial practice of ‘winnowing’ has undergone 

such an incremental transition and is in today’s day 

and age marketed as gravity separators. These 

equipment work under the fundamental principle of 

separation of similarly sized entities based on 

‘specific gravity or density’. The ‘destoner’ is a 

typical example of one such gravity separator used in 

the downstream processing of food grains to remove 

stone and other heavier contaminants. Sensitivity of 

the granular material flow to fluctuations in 

operating conditions (affecting the overall 

performance) encountered while operating these 

machinery have further increased the need for a 

deeper understanding of this phenomenon of gravity 

separation. The current work aims to investigate the 

effect of constitutive parameters (such as deck tilt) 

on the performance of a gravity separator (destoner) 

set up in an open source computational environment 

utilizing the Discrete Element Method (CFD-DEM). 

 

The operation of a destoner is thus principally 

driven by fluidizing air. The constant stream of air in 

the system (released from the surface of the deck) 

sorts the grains based on their specific density with 

grains rising or falling by their relative weight to air. 

An inclined oscillating deck transports the heavier 

contaminant (e.g. stones) towards the higher end, 

while the lighter grain is collected at the base. The 

operation of a destoner is principally controlled by 

three main parameters: fluidizing air, reciprocation 

frequency and deck tilt. Other factors such as stroke 

length for the throwing action, inlet feed rate and 

composition and the nature of the deck surface 

(friction) may also affect the overall performance of 

the separator. However, for the sake of simplicity it 

is assumed that these other ‘extrinsic’ factors are 

fixed during the period of operation and the 

performance of the separator is only dependant on 

the three constitutive parameters. 

 

The limited amount of relevant work on gravity 

separators (empirical or computational work) can be 

supplemented by collating results from other closely 

related applications such as shaking separation of 

rice and paddy. An empirical basis of granular 

segregation phenomena can be obtained by 

examining these related studies on shaking 

separation of rice. The mechanism of movement of 

paddy and rice in opposite directions on an 

oscillating tray separator was first proposed by Das 

[1]. This mechanism attributed separation to 

differences in coefficients of friction between paddy 

and the deck, rice and the deck and paddy and rice 

respectively. A similar surface contact dominated 

mechanism could also be applicable to gravity 

separators. The deck of a destoner has high surface 

friction to ensure that there is sufficient traction 

between the particles and the surface to prevent 

contacting grains from rolling down towards the 

lower end. 

 

In addition to these empirical efforts, several 

numerical studies on grain separators have also been 

reported in literature. The CFD-DEM, a method 

based on the resolution of inter-particle contact, has 

been a popular choice for several research groups 

that investigate agricultural and food processing 

operations using numerical models. The reported 

applications of DEM to agricultural and food 

processing operations is limited to rather simplified 

case studies (dealing with the behaviour of a few 

hundred particles) including numerical studies on the 

separation process of soybeans and mustard seeds by 

a vibrating screen (Li et.al. [2]) and simulation of the 

shaking separation of paddy and brown rice 

(Sakaguchi et.al [3]). So far, the latter work 

represents the only validated application of DEM in 

grain downstream processing. This model was 

validated against experimental results, with good 

agreement reported with respect to the wave-like 

behaviour of the grain assembly and the macroscopic 

separation behaviour of the rice (Sakaguchi et.al 

[3]). 

  

There is a need for additional CFD-DEM studies 

of gravity separators that would offer new insights 

into existing phenomena. Aiming at designing the 

next generation process. The current work represents 

such an effort in which a coupled CFD-DEM 

framework is used to assess relevant system 

properties as a function of the operating conditions 

(particularly deck tilt of the destoner).  As a first step, 

the proposed CFD-DEM framework is discussed 

(along with the relevant constitutive equations) 

followed by a brief description of the numerical 

setup (simulation geometry, conditions etc.). Finally, 

we present the simulation results aiming to quantify 

the performance of a destoner. 

2. THE COMPUTATIONAL METHOD 

      A coupled particle–fluid model (CFD-DEM) is 

employed in the current study of granular 

segregation patterns on a pilot-scale destoner. This 

would require the integration of the Newton’s 

equation of motion for each particle and the full 

solution of the Navier–Stokes equations in the 

computational domain. This section describes the 

CFD-DEM framework and the corresponding 

numerical setup used in the current work. The 

concluding part of this section has a brief description 

of the metrics adopted to adjudge destoner 

performance in this work. 
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2.1. CFD-DEM Framework 

In the equation of motion for every individual 

particle, the gravitational contact, fluid pressure 

gradient and drag forces are considered as: 

 

mi

dvi

dt
=ff,i + ∑(fc,ij + fd,ij )

ki

j=1

+ mig,                      (1) 

 

        The particle forces modelled are: the fluid-

particle interaction force (the drag force),  ff,i , the 

gravitational force , mig, and the inter-particle forces 

which include the contact force,  fc,ij, and viscous 

contact damping force fd,ij. The drag force is 

determined at the individual particle level and is 

hence not only dependent on the relative velocity (│u 

- v│) between the fluid and particle but also on the 

presence of the surrounding particles. The 

formulation suggested by Di Felice [4], which 

makes use of a voidage function (f (εf)) to correct the 

drag on an isolated particle. This formulation is 

utilized for estimating fluid-particle drag in this work 

(Eqs. (2) to (4)) as it co-relates well with fluidized 

bed applications. 

                                             

ff,i = 
{f(εf)Cdπρ

f
dp

2|u-v|(u-v)}

8
                               (2) 

 

Where,  

 

f(εf) = εf
-(α+1)

                                                       (2a) 

 

α = 3.7-0.65e^ {
-(1.5- log Rep )

2

2
}                           (3) 

 

Rep = 
dpuρ

c
  

μ
f

                                                        (4) 

 

The inter-particle forces act at the contact point 

between particles (rather than at the centre of mass) 

generating a torque (τij) that causes the particle i to 

rotate (given as). 

 

Ii

dωi

dt
 = ∑ τij

ki

j=1

,                                                    (5) 

 

       Ii is the moment of inertia of the particle i, given 

as  

 

Ii = 
2

5
miRi

2.                                                           (6) 

 

The contact force, fc,ij, is generally estimated 

using either the hard-sphere or the soft-sphere 

approach. The hard-sphere approach is primarily 

applicable to relatively dilute gas–solid systems as it 

accounts only for instantaneous and binary 

collisions. The soft-sphere approach, on the other 

hand, takes multiple particle contact into 

consideration and is commonly used to simulate 

dense gas–particle systems (Crowe et.al [5]). Thus, 

in the current work (as we deal with dense granular 

flow of grains), the soft-sphere model is employed to 

calculate the contact forces, including the normal, 

damping and tangential forces between the particles 

and between particles and walls. The contact forces 

are modeled using an analogy with a mechanical 

system consisting of springs, dashpots and friction 

sliders. The continuous phase in a CFD-DEM 

framework is resolved using the standard finite 

volume methods and the corresponding governing 

equations are given as: 

 
∂εf

∂τ
+ ∇.(εfuf) = 0,                                                  (7) 

 
∂(ρ

f
ε

f
uf)

∂τ
+ ∇. (ρ

f
ε

f
ufuf )= -εf∇p - FA + ρ

f
ε

f
g,       (8)  

 

The force FA is the volumetric fluid-particle 

interaction force (coupling) calculated on the basis of 

Newton's third law of motion, i.e., the fluid drag 

force acting on the individual particles from the fluid 

phase will react on the individual particles (the fluid-

particle drag is summed over a computational cell). 

 

 In this work, the coupled CFD-DEM framework 

is implemented into an Open-source computational 

platform (OpenFOAM). Prior to implementation of 

the framework, a validation study of its performance 

is undertaken. We compare here our results with the 

measurements made by Goldschmidt et.al [6], on a 

pseudo two-dimensional, laboratory-scale fluidized 

bed  with corresponding simulations of a pilot scale 

fluidized bed set-up in the open source framework 

(Kannan et.al [7]). 

2.2. Simulation conditions: CFD-DEM 
framework implementation 

The proposed computational framework is 

applied to describe the segregation phenomena 

observed in destoners. A schematic of a pilot scale 

destoner is provided in figure 1. In order to minimize 

the computational effort, a symmetric transverse 

section (see Fig. 1) is simulated. The relevant 

features of the pilot setup such as the vibrating deck 

and fluidizing air have been accounted for via 

corresponding vibrational models and continuum 

treatment of the air (air inlet defined at the table 

surface) respectively. The reduced computational 

domain is dimensioned at 40 cm x 30 cm x 24 cm 

(refer figure 1). The reduced computational domain 

is dimensioned at 40 cm x 30 cm x 24 cm (Fig. 1 

bottom). The simulated feed consists of spherical 

particles of slightly different sizes (3.0 and 3.15 mm 

respectively) and stark density differences (in order 

to mimic stones and food grains) introduced batch-
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wise. The relevant micro-properties of the feed (e.g. 

density, Young’ modulus, Poisson ration, number 

etc.) are listed in Table 1. 

 

Table 1. Simulation conditions 

 

Particle Micro-

properties 

 

Food grain (modelled 

on the basis of rapeseed) 

 

Density (kg m-3)* 1100 

Young’s Modulus (Nm-

2)* 

5.0 * 106 

Poisson ratio (Nm-2) * 0.25 

Co-efficient of 

restitution* 

0.6 

Coefficient of sliding 

friction* 

0.3 

Particle diameter (mm) 3.0 

Number of particles 40000 

Stone (modelled on the 

basis of rapeseed) 

 

Density (kg m-3) 2500 

Particle diameter (mm) 3.15 

(all other micro-

properties are same) 

 

Number of particles 4000 

Continuum properties  

(air at 20 ºC) 

 

Viscosity (kg m-1 s-1) 1.8 * 10-5 

Density (kg m-3) 1.205 

Inlet Air velocity (m s-1) 1.5 

Time step (s) 

 
* Micro-properties of Rapeseed 

adapted from - Transactions of 
the ASABE Vol. 54 (Boac et.al 

[11]) 

 

2.5 * 10-5 

 

 

Air is introduced into the system by means of a 

boundary condition that fixes the superficial velocity 

of air over the deck surface. Additionally, the 

vibrating action of the deck is approximated to have 

an amplitude of 1.5 cm/s (estimates from detailed 

mechanical calculations). The time step used in the 

numerical simulation is determined from the DEM 

constraints since the length scales simulated in DEM 

are much smaller than those of the resolution of the 

continuous phase. 

 

The destoner removes stones from a given input 

feed using a combined effect of deck vibration, 

inclination and fluidization. The inclination of the 

deck creates the necessary slope needed to convert 

vertical stratification (achieved by the fluidizing air) 

into horizontal separation zones along the deck 

surface. The denser fraction (e.g. stones and other 

heavier contaminates) stay in contact with the deck 

and are conveyed to the higher end (by the throwing 

action of the deck) from where they are eventually 

removed. The lighter fraction (e.g. grains and other 

commercially viable material), on the other hand, are 

fluidized and move towards the lower end of the deck 

where they are collected.  Hence, the right 

vibrational behavior also needs to be accounted for 

in the computational framework. In this study, it is 

assumed that the surface friction of the deck prevents 

contacting grains from rolling down towards the 

lower end and furthermore, the implemented 

vibration model transports them towards the higher 

end of the deck (i.e. Fvibration > Fgravity leading to a net 

upward movement). It is assumed that this motion of 

the deck has negligible effects on the continuum 

phase, i.e. it only impacts the particulate phase. 

Hence, the throwing action of the deck is modelled 

in a ‘static mesh framework’ by utilizing non-zero 

wall boundary conditions based on a constant 

velocity profile obtained from measurements on a 

real destoner. This approach reduces the complexity 

of the corresponding computations, evading dynamic 

mesh simulations. This motion can be visualized 

using the schematic in Fig. 2. 

2.3. Destoner performance metrics 

There are several methods reported in literature 

that can be used to quantify the performance of grain 

separators. These methods could be easily extended 

to describe the performance of a destoner. In the 

current work, we have chosen to make the 

performance assessment based on product purity.  

The purity of the fractions obtained from the outlets 

of the destoner are estimated on a weight fraction 

basis, i.e. the weight fraction of stones and 

Figure 1. Pilot scale destoner (top) and 

simulated domain (bottom) 

Figure 2. Grain/Stone movement of the deck 
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alternately grains in the discarded fraction (given as 

follows) 

 

Heavy product fraction  =  
Nstones,dis  

Nstones,in   
                  (9) 

(Number fraction) 

Light product fraction   =  
Ngrains,dis  

Ngrains,in   
                  (10) 

 

Ideally, the heavy product fraction should 

increase in the discards stream from the destoner 

over time. This would indicate that stones are 

continually being removed by the apparatus. A 

limited exodus of ‘valuable’ grain is also tolerable 

under normal operating conditions. However, in 

order to ensure the maximum profitability from the 

process, this removal of valuable grains needs to be 

kept at the lowest possible level. 

 

For the ease of assessing the data obtained from 

the simulations, the entire computational domain is 

divided into three major zones as shown in Fig. 3. 

The material in the higher end of the deck (collected 

in the discards trough) is classified as the ‘exit 

fraction’; the material towards the middle (from x 

=15 cm to x = 30 cm) of the destoner computational 

domain is classified as the ‘inlet/middling fraction’ 

and the material at the lower end (from x =0 cm to x 

= 15 cm) of the domain is classified as ‘pre-inlet 

fraction’. This grain number and behavior are 

individually assessed in each of these zones to 

objectively quantify the performance of a destoner.  

3. RESULTS AND DISCUSSION 

This section describes some qualitative 

assesments of the destoner simulations.  

3.1. Assessment of the destoner 
performance (at optimal conditions of 
operation) 

The optimal operating conditions for a destoner 

are established from data provided by manufacturers. 

The pilot scale simulation was setup in accordance to 

these optimal conditions, and the corresponding 

granular flow of the material over the deck is 

assessed using the performance metrics described in 

the earlier sections (Section 2.3). The operating 

condititons employed in the simulations are detailed 

in Table 2. The cases are simulated for a total of 5 

seconds, after which the corresponding exit, inlet and 

pre-inlet fractions are assessed. The variation of the 

number fraction of the heavy and light product in the 

exit fraction over time is shown in figure 4 (extracted 

during operation under optimal conditions). 

 

Table 2. Optimal operating conditions (based on 

data from manufacturers) 

 

Operating parameter              Set value  

Deck tilt (in degrees) 3 

Deck vibration intensity (in 

terms of velocity) 

1.5 cm/s 

Inlet air velocity (U.Air) 1.25 m/s 

 

Fig. 4 shows that the fraction of the heavy 

product rises from around 0.05 to 0.6, while the light 

product fraction increases from 0.03 to 0.15 after 

which it begins to level out (over a period of 5 

seconds). This is indicative of a continued removal 

of the heavy product from the lighter (more valuable) 

product (which is what should be ideally expected).  

 

The Fig. 5 shows the inlet/middling fraction 

profile for the heavy and the light product. Both, the 

heavy and the light product fraction reduce over 

time, indicating that there is a net movement of 

product towards the ‘discards trough’; which is what 

should be ideally expected. It must however be noted 

that, along with the heavy product there is also a 

significant quantity of valuable ‘light’ product being 

discarded. This is indicative of the fact that there is 

still a scope for optimizing the operating conditions 

of the destoners (i.e. the manufacturer supplied 

values are not the ‘most’ ideal operating conditions). 

 

The pre-inlet fraction profile (Fig. 6) shows a 

very promising trend in the light and heavy product 

movement. There is a clear indication of the 

development of a separation zone in the pre-inlet 

section, with the number fraction of the heavy 

product decreasing from 0.15 to 0.03, and the 

Figure 3. Destoner deck sectioning 

Figure 4. Exit fraction profile for a destoner at a 

tilt of 3 degrees and U.air of 1.25 m/s 
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corresponding increase in the number fraction of the 

light product (from 0.1 to 0.14). This observed trend 

is indicative of light particle accumulation and 

consequent exodus of heavy products. 

 

 

Additionally, when a snapshot of the destoner 

simulation is compared with a corresponding 

snapshot of a pilot scale destoner under operation 

(see Fig.7), visual similarities are apparent. The 

general behavioral trends are existent, and these 

numerical models will form the basis for 

comprehensive future investigations on destoners. 

3.2 Effect of deck tilt on the performance 
of a destoner 

The performance of a destoner is shown to be 

sensitive to changes in the operating conditions. A 

slight variation in deck tilt and or any of the other 

constitutive operating parameters (such as vibration 

speed, inlet air velocity etc.) could produce drastic 

changes in the exit, inlet and pre-inlet product 

profiles. Amongst these constitutive parameters, as a 

first step, the deck tilt is varied to ~3 times the 

optimal tilt (i.e. tilt is set to 10 degrees), whilst 

keeping the vibration intensity and inlet air velocity 

constant, based on the optimal conditions. The 

corresponding product fractions (for exit, inlet and 

pre-inlet zones) are compared with the optimal 

profiles in order to assess the sensitivity of the 

destoner performance to deck tilt 

The comparison of the exit profiles between the 

optimal (3 degree tilt) and non-optimal (10 degree 

tilt) cases show that, on inclining a destoner to 10 

degrees, the overall performance is reduced (Fig. 8). 

The heavy product fraction falls from around 0.6 (for 

the case with deck tilt of 3 degrees and t = 5 seconds) 

to around 0.075 (for the destoner at a tilt of 10 

degrees). This significant reduction in the ‘stone 

removal capacity’ of the destoner is indicative of 

material clumping at the lower end of the deck. 

Relating this behavior with the vibration model 

utilized in this work (Section 2.2), it can be surmised 

that Fvibration < Fgravity (i.e. the excessive inclination 

overpowers the effect of vibration) leading to 

material clumping (Fig. 9). 

 

 

 

Figure 6. Pre-Inlet fraction profile for a destoner 

at a tilt of 3 degrees and U.air of 1.25 m/s 

Figure 5. Inlet/Middling fraction profile for a 

destoner at a tilt of 3 degrees and U.air of 1.25 m/s 

Figure 8. Comparison between the exit profiles of 

a destoner at optimal (3 degree tilt) and non-

optimal operating conditions (10 degree tilt) 

Figure 7. Pilot scale (top) and simulated destoner 

(bottom) at a deck tilt of 3 degrees (particles 

colored by diameter) : Snapshot at T = 5 sec) 

CMFF15-047 188



The inlet/middling material profiles also reflect 

the above mentioned clumping. The Fig. 10 shows 

the middling fraction material profile comparison 

between the optimal (3 degree tilt) and non-optimal 

(10 degree tilt) destoner operating conditions. The 

highlighting trend noticed in this comparison, is the 

increase in the heavy product fraction (instead of a 

reduction, which should be ideally noted if material 

is being transmitted upwards) in the middling 

section, indicating a net downward movement 

(towards the lower of the deck) of the same. The 

heavy product fraction is maintained at around 0.5 

for the deck at a 10 degree tilt, while the 

corresponding fraction for the deck at 3 degrees 

reduces from 0.3 to 0.15. 

 

Hence, it can be conclusively stated that 

increasing the deck tilt by ~3 times of the optimal 

condition is detrimental to the performance of a pilot 

scale destoner. The metrics of ‘product number 

fraction’ (described in section 2.3) can be 

represented as percentages (based on the number of 

light and high fractions). For simplicity, the 

performance of the destoner can be adjudged using 

‘% of stone removal’ given as 

 

 

 

% of stone removal = (Heavy product fraction ) 

                                                      * 100                       (11)                                                        
 

The corresponding performance of the pilot 

scale destoners is summarized in Table 3. On 

increasing the deck tilt by ~3 times, a corresponding 

3 fold decrease in the destoner performance is noted. 

This relatively linear relation between deck tilt and 

% of stone removal is indicative of the sensitivity of 

the gravity separation process to the operating 

conditions. 

 

Table 3. Destoner performance assessment 

 

Destoner deck tilt   % of stone 

removal 

3 degrees ~ 60 % 

10 degrees ~ 20 % 

4. CONCLUSION  

In the current work, A CFD-DEM based assessment 

of the performance of a destoner is undertaken. The 

proposed framework, is set up and implemented in 

the OpenFOAM® environment. The computational 

framework individually tracks the motion of every 

single particle in the domain and couples this with 

the solution for the continuum flow field, on the basis 

of Newton's third law of motion. A symmetric cross-

section of a pilot scale destoner is simulated first at 

optimal operating conditions of deck tilt (of 3 

degrees) followed by a simulation at ~3 times the 

optimal tilt. These studies are carried out in order to 

assess the sensitivity of the destoner operation to the 

operating conditions.   

 

The virtual destoner (simulated for a period of 5 

seconds) under optimal conditions, operates just as a 

real destoner would do, showing the relevant trends 

of (specific) gravity separation phenomena. The 

heavy product fraction in the discards stream 

increases over time with a corresponding 

accumulation of the ‘valuable’ light product at the 

base of the deck, indicating segregation between the 

stones (heavy product) and the grains (light product). 

However, along with the heavy product, there is also 

a significant quantity of valuable ‘light’ product 

being discarded indicating a further scope for process 

optimization. A detailed validation of the framework 

(by comparing the numerical results with 

experimental data from destoners) is warranted 

before completely acknowledging these results. This 

would be the immediate research undertaking as a 

consequence of the results from this work. 

 

The current work aims at describing a simple 

sensitivity analysis of the destoner operation (to deck 

tilt) as well. A close to linear relation between deck 

tilt and % of stone removal (increasing the deck tilt 

Figure 10. Comparison between the inlet/middling 

profiles of a destoner at optimal (3 degree tilt) and 

non-optimal operating conditions (10 degree tilt) 

 

 

) 

Figure 9. Clumping of material at T = 5 sec (in the 

destoner operating at 10 degree tilt 
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by ~3 times leads to a corresponding 3 fold decrease 

in the destoner performance) is noted indicative of 

the sensitivity of the gravity separation process to the 

operating conditions. These fundamental CFD-DEM 

studies on a ‘pilot-scale’ destoner represent a novel 

method of assessing the performance of gravity 

separators, opening a wide array of possibilities to 

design and develop the next generation gravity 

sorter. Such studies could be used to evaluate novel 

geometries and structural changes to existing 

machinery, to ultimately build a sorter that performs 

with the highest expected efficiency. Granular 

material of widely varying properties (size, shape 

and density) could be individually tested in this 

framework to determine the optimal conditions of 

operation for the destoner needed to obtain the 

highest possible degree of segregation between the 

light (grains) and heavy (contaminant) fractions.  
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ABSTRACT  

Removal of contaminants from ‘food grade’ 

quality grains is of great importance in food and 

grain processing operations. A thorough 

understanding of the inherent granular segregation 

profiles on this processing equipment is a pivotal 

step in the design and development of more efficient 

processes. One such grain cleaning operation is the 

‘density-based separation’ using a destoner. This 

process removes stones and other heavy material 

from lighter food grains using a vibrating deck and 

fluidizing air. In this paper we formulate a CFD-

DEM framework (set up and implemented in the 

OpenFOAM® environment) to study granular 

segregation patterns on a destoner. The scheme is 

first validated by comparing simulations with 

experimental data using a gas-solid fluidized-bed test 

case. A good agreement between the experiments 

and the simulations is noted. This proposed 

framework is then used to characterize the combined 

effects of deck inclination and fluidization velocities 

on the separation profiles generated from a virtual 

destoner. These profiles have been found to be highly 

sensitive to changes in fluidization conditions, with 

the gradual development of segregation zones at 

velocities close to the minimum fluidization velocity 

of the heavier component. A deck inclination of 5 

degrees and a fluidization velocity of 1.5 m/s is 

considered optimal while steeper slopes (inclinations 

of 15 degrees) and lower air velocities (0 m/s) are 

deemed unsuitable for segregation. 

Keywords: CFD-DEM, Destoner, Deck 

inclination Grain cleaning operation, 

OpenFOAM®, Fluidization.  

NOMENCLATURE  

β [kg/m3s] interphase-momentum transfer 

  coefficient 

Cd [-] drag coefficient 

d [m] particle diameter 

ε [-] local porosity 

FA               [N] fluid particle interaction force 

fc [N] contact force 

fd [N] drag force 

ff [N]         fluid-particle interaction force 

𝜙 [-] packing fraction 

g [m/s2]     acceleration due to gravity 

Havg [m] average particle bed height 

I [kg.m2] moment of inertia 

j [-] summation index    

ki [-] number of particles 

m [kg] mass 

µ [kg/m.s] viscosity 

n [s] simulation time 

p [Pa] static pressure 

Ri [m] particle diameter 

ρ [kg/m3] density 

t [s] time 

𝝉 [N.m] torque 

𝜏 [s] time 

u [m/s] particle velocity vector 

v [m/s] fluid velocity vector 

v [N] force 

ω [rad/s] angular velocity 

 

Subscripts and Superscripts 

f fluid 

i particle i 

j particle j 

p            particle 

fp           fluid - particle 
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1. INTRODUCTION  

Ensuring the highest quality of grains meant for 

large-scale cultivation is an important criterion that 

should be fulfilled in the current day and age where 

there is an increasing demand in both the quality and 

quantity of food. Man has progressively taken steps 

towards reaching such ‘quality’ requirements by 

developing several fundamental cleaning operations. 

Historically, ‘winnowing’ has been employed to 

remove bran and stones from the harvested crop and, 

over the years, this ancient practice has been refined 

and developed into modern machinery, which 

effortlessly clean harvested crops (processing at 

large volumes). Today, the downstream processing 

of food grains is achieved by using machinery 

operating under the fundamental principle of 

separation of similarly sized entities based on 

‘specific gravity or density’. The ‘destoner’ is a 

typical example of one such equipment used in the 

downstream processing of food grains to remove 

stone and other heavier contaminants. Hence, a 

deeper investigation of the underlying phenomena of 

granular separation would aid in developing smarter 

grain cleaning machinery and correspondingly, the 

purpose of this work is to look at the same using 

numerical methods. 

 

      Destoners employ the difference in a particle’s 

terminal velocity (or “lifting velocity”) in a constant 

stream of air for separation/stratification. An inclined 

oscillating deck transports the heavier contaminant 

(e.g. stones) towards the higher end, while the lighter 

grain is collected at the base. The segregation 

patterns on the deck of a destoner are principally 

controlled by three main intrinsic factors: fluidizing 

air, reciprocation frequency and deck tilt. Other 

extrinsic (fixed) factors such as stroke length for the 

throwing action as well as the deck surface friction 

also affect the behaviour of the grains on the deck. 

Nevertheless, for the sake of simplicity it is assumed 

that the performance of the gravity separators are 

reliant on just the intrinsic factors. The extent of the 

effect of these intrinsic factors can be gauged by 

collating results from other closely related 

applications (to gravity separation) such as shaking 

separation of rice and paddy.  

 

      A fundamental understanding of granular 

segregation phenomena in a destoner can be obtained 

by examining these related studies on shaking 

separation of rice. The movement of paddy and rice 

in opposite directions on an oscillating tray separator 

was first described by Das [1] as a result of different 

coefficients of friction between paddy and the deck, 

rice and the deck and paddy and rice respectively. A 

destoner, with separating particles having similarity 

in shape but differing in specific gravity and surface 

characteristics, would also function along similar 

principles. These studies by Das, highlight the fact 

that shaking separators (such as the destoners) are 

driven by contact-dominated (dense) granular flows. 

 

      Nowadays, with the rapid development in 

computer technology, there is a noticeable shift 

towards in-silico description of systems. Such an 

analysis is generally done by studying the evolution 

of a dynamic system by solving the fundamental 

equations of conservation of mass, momentum, 

energy etc. These assessments can provide novel 

insights into existing phenomena aiding in designing 

the next generation process. One such effort - the 

Discrete Element Method (or DEM), developed by 

Cundall and Strack (Cundall et.al [2]), is a well-

established method (based on contact mechanical 

treatment) that can provide dynamic information, 

such as trajectories of individual particles and 

transient forces acting on them. Similar information 

is exceptionally difficult, if not impossible, to obtain 

by physical experimentation. Consequently, this 

method has found increasing application in studying 

several downstream processing operations.  

 

      The application of DEM to agricultural and food 

processing operations is limited to rather simplified 

case studies (dealing with the behaviour of a few 

hundred particles) including numerical studies on the 

separation process of soybeans and mustard seeds by 

a vibrating screen (Li et.al. [3]) and simulation of the 

shaking separation of paddy and brown rice 

(Sakaguchi et.al [4]). So far, the work by Sakaguchi 

et.al represents the only validated application of 

DEM in grain downstream. This model was 

validated against experimental results at the 

macroscopic scale demonstrating the capabilities of 

DEM as a tool to study granular flow phenomena of 

food particulates (Sakaguchi et.al [4]). 

2. SIMULATION METHOD 

      DEM studies of grain downstream processing are 

currently limited to describing the flow of a solid 

particulate bed without examining the influence of 

the surrounding continuum (air). A coupled particle–

fluid model would hence address a wider range of 

applications and the current work aims to formulate 

such a CFD-DEM scheme to study granular 

segregation patterns on a destoner. This section 

describes the CFD-DEM framework used in the 

current work. 

2.1. CFD-DEM Framework 

The DEM is a powerful tool that can provide 

valuable insights into the bulk ‘macro’ behaviour of 

a system by evaluating pertinent ‘micro’ phenomena. 

Coupled with CFD, this framework is capable of 

mapping several pertinent transport fields (such as 

thermal gradients, concentration profiles, velocity 

fields etc.) crucial to a wide range of industrial 

applications. The CFD-DEM approach, was 

proposed by Tsuji, Tanaka, and Ishida (Tsuji et.al 
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[5]), and is today one of the most widely used tools 

in multiphase flow research. In this approach the 

motion of individual particles is obtained by solving 

Newton's second law of motion (for both translation 

and rotation), whereas the continuum flow is 

resolved by solving the locally averaged Navier-

Stokes equations. Thus, the equation governing the 

translational motion of particle i is given as 

 

mi

dvi

dt
=ff,i + ∑(fc,ij + fd,ij )

ki

j=1

+mig,                          (1) 

 

        The pertinent particle forces modelled are: the 

fluid-particle interaction force (the drag force),  ff,i , 

the gravitational force , mig, and the inter-particle 

forces which include the contact force,  fc,ij, and 

viscous contact damping force fd,ij. The drag force is 

determined at the individual particle level and is 

hence not only dependent on the relative velocity (│u 

- v│) between the fluid and particle but also on the 

presence of the surrounding particles. The empirical 

Ergun-Wen Yu drag correlation (Eqs. (2) to (4)) is 

used in the current work with the effect of the 

presence of other particles considered in terms of 

local porosity (εf). 

 

ff,i =  β
pf

(u-v)/ρ
f
                                                    (2)                                      

 

For (ϵf≤0.8) 

 

β
pf

 = 150
(1-εf)

2

εf

μ
f

(ϕ
p
dp)

2
 

            + 1.75(1-εf)
ρ

f

(ϕ
p
dp)

 |u-v|                            (3) 

 

For (ϵf>0.8) 

 

β
pf

 = 
3

4
Cd

|u-v|ρ
f
(1-εf)

dp

εf
-2.7                                    (4) 

 

The inter-particle forces will generate a torque 

(τij) causing the particle i to rotate. 

 

Ii

dωi 

dt
 = ∑ τij

ki

j=1

,                                                    (5) 

 

       Ii is the moment of inertia of the particle i, given 

as  

 

Ii = 
2

5
miRi

2.                                                            (6) 

 

Additionally, there are two widely used 

approaches to handle particle contact/collisions (the 

contact force, fc,ij,): the hard-sphere and the soft-

sphere models. The hard-sphere approach accounts 

only for instantaneous and binary collisions and is 

hence applicable for relatively dilute gas–solid 

systems. The soft-sphere model, on the other hand, 

takes multiple particle contact into consideration and 

is commonly used to simulate dense gas–particle 

systems . Thus, in the present work (as we deal with 

dense granular flow of grains), the soft-sphere model 

is employed to calculate the contact forces, including 

the normal, damping and tangential forces between 

the particles and between particles and walls. The 

contact forces are modeled using an analogy with a 

mechanical system consisting of springs, dashpots 

and friction sliders.  

 

The continuous phase in a CFD-DEM 

framework is resolved using the standard finite 

volume methods and the corresponding governing 

equations are given as: 

 
∂εf

∂τ
+ ∇.(εfuf) = 0,                                                  (7) 

 
∂(ρ

f
ε

f
uf)

∂τ
+ ∇. (ρ

f
ε

f
ufuf )= -εf∇p - FA+ ρ

f
ε

f
g,        (8)  

 

The force FA is the volumetric fluid-particle 

interaction force (coupling) calculated on the basis of 

Newton's third law of motion, i.e., the fluid drag 

force acting on the individual particles from the fluid 

phase will react on the fluid phase from the 

individual particles (the fluid-particle drag is 

summed over a computational cell). In this work, the 

coupled CFD-DEM framework is implemented into 

an Open-source computational platform 

(OpenFOAM).  

2.2. Simulation conditions: CFD-DEM 
framework implementation 

The proposed CFD-DEM framework is applied 

here to describe the segregation phenomena 

observed in gravity separators such as destoners 

(separation of fractions based on their density). 

Commercial destoners consist of an inclined 

vibrating deck that is supplied with contaminated 

granular material. Air is forced through the 

perforated deck fluidizing the granular material 

above. The denser fraction (e.g. stones and other 

heavier contaminates) stay in contact with the deck 

(are not fluidized) and are conveyed to the higher 

side (by the throwing action of the deck) from where 

they are eventually removed. The lighter fraction 

(e.g. grains and other commercially viable material), 

on the other hand, are fluidized (do not touch the 

deck surface) and move towards the lower end of the 

deck where they are collected. A schematic of the 

destoner is provided in Fig.1.  In order to minimize 

the computational effort, a symmetric transverse 

section (as shown in Fig.1) is simulated. As indicated 

above, this work aims at developing a framework to 

study granular flow behavior using advanced 
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numerical methods and a scaled-down simulation is 

a logical first step towards this objective. 

           The reduced computational domain is 

dimensioned at 15 cm x 3 cm x 10 cm. The simulated 

feed consists of spherical particles of different sizes 

and densities (to mimic stones and food grains) 

introduced batch-wise. The relevant micro-

properties of the feed (such as Young’ modulus, 

Poisson ration etc.) are listed in table 1.0. Air is 

introduced into the system by means of a boundary 

condition that fixes the superficial velocity (of air) 

over the deck surface. Additionally, the vibrating 

action of the deck is approximated to have an 

amplitude of 1.5 cm/s (estimates from detailed 

mechanical calculations). The time step used in the 

numerical simulation is determined from the DEM 

constraints (as the length scales simulated in DEM 

are much smaller than those of the resolution of the 

continuous phase).  

Table 1. Simulation conditions 

Particle Micro-properties  

Food grain (modelled on 

the basis of rapeseed) 

 

Density (kg m-3)* 1100 

Young’s Modulus (Nm-2)* 5.0 * 106 

Poisson ratio (Nm-2) * 0.25 

Co-efficient of restitution* 0.6 

Coefficient of sliding 

friction* 

0.3 

Particle diameter (mm) 1 

Number of particles 4000 

Stone (modelled on the 

basis of rapeseed) 

 

Density (kg m-3) 2500 

Particle diameter (mm) 2.5 

(all other micro-properties 

are same) 

 

Continuum properties  

(air at 20 ºC) 

 

Viscosity (kg m-1 s-1) 1.8 * 10-5 

Density (kg m-3) 1.205 

Inlet Air velocity (m s-1) 1.5 

Time step (s) 

 
* Micro-properties of Rapeseed adapted 

from - Transactions of the ASABE Vol. 

54 (Boac et.al [6]) 

 

2.5 * 10-5 

 

 

The destoner removes stones from a given input 

feed using a combined effect of deck vibration, 

inclination and fluidization. The inclination of the 

deck creates the necessary slope needed to convert 

vertical stratification (achieved by the fluidizing air) 

into horizontal separation zones along the deck 

surface. Additionally, the right vibrational behavior 

also needs to be accounted for in the numerical 

simulations. In this study, it is assumed that the 

grains that are in contact with the table are ‘thrown’ 

towards the higher end of the deck. This motion can 

be visualized using the schematic in Fig.2. 

 

The deck of a real destoner is supplemented with 

a corrugated surface (in order to increase friction) to 

ensure that there is sufficient traction between the 

particles and the surface for upward propagation (i.e. 

for stones Fvibration > Fgravity leading to a net upward 

movement). It is assumed that the motion of the deck 

has negligible effects on the continuum phase, i.e. it 

only impacts the particulate phase. The throwing 

action of the deck is modelled in a ‘static mesh 

framework’ by utilizing a non-zero wall boundary 

condition on the deck surface (with a constant 

velocity obtained from measurements on a real 

destoner). This approach reduces the complexity of 

the corresponding computations (evading dynamic 

mesh simulations). 

3. RESULTS AND DISCUSSION 

These numerical studies on the destoner have 

been undertaken in order to better understand the 

phenomena of gravity seperation and gain a deeper 

insight into effect of extrinsic factors (such as deck 

tilt, vibration etc.) on the performance of the gravity 

separator. This section describes some qualitative 

assesments of the destoner simulations.  

3.1. Validation of the DEM framework 

The CFD-DEM framework utilized in this work 

needs to be validated first (as it is a new code 

developed in the Open source environment 

OpenFOAM). This validity has been established by 

comparing the measurements made by Goldschmidt 

et.al, on a pseudo two-dimensional, laboratory-scale 

fluidized bed (with a simple rectangular geometry 

and well-defined gas inflow conditions) with 

corresponding simulations of a pilot scale fluidized 

bed (set-up in the open source framework). Note that 

the lack of experimental data for destoners has 

necessitated the use of a fluidized-bed test case for 

these validation studies.  

 

Figure 1. Simulated cross-section 

Figure 2. Grain/Stone movement of the deck 
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The simulations were set-up in accordance to the 

experimental conditions established by Goldschmidt 

et.al [7], i.e., the domain is dimensioned at 15 cm x 

1.5 cm x 70 cm and three fluidization velocities (Uair) 

of 1.56, 1.88 and 2.50 m/s, respectively have been 

studied  individually. Around 24000 particles have 

been simulated (matching the corresponding number 

in the experimental studies). The conditions of these 

benchmark case studies are listed in Table 2. 

 

Table 2. Simulation conditions for the validation 

studies 

 

Particle Micro-properties (modelled 

on the basis of Glass Ballotini) 

 

Density (kg m-3)* 2526 

Young’s Modulus (Nm-2)* 1.0 * 108 

Poisson ratio (Nm-2) * 0.35 

Co-efficient of restitution* 0.97 

Coefficient of sliding friction* 0.09 

Particle diameter (mm) 2.5 

Number of particles 23,920 

Continuum properties (air at 20 

ºC) 

 

Viscosity (kg m-1 s-1) 1.8 * 10-5 

Density (kg m-3) 1.205 

Inlet Air velocity (m s-1) 1.5 

Time step (s) 2.5 * 10-5 

 

 The cases were simulated for a total of 5 

seconds, after which the corresponding average bed 

heights (Havg) were obtained for each case. This 

average bed height is then compared with the 

corresponding experimental measurements by 

Goldschmidt et.al [7]. The height (Havg) is calculated 

based on a percentile estimate of the particle z-

coordinates (representative of height). The percentile 

estimate used in the current work indicates the 

maximum height below which 80% of the total 

particle bed reside.  

 

 

 

Figure 2. Fluidized bed test cases (t =5 sec) at 

Uair of 1.56, 1.88 and 2.50 m/s (particles colored 

by magnitude of velocity) 

The mean of the 80th percentile of particle z 

position over the time period from 2 (system 

stabilizes) to 5 seconds (at intervals of 0.25 seconds) 

is estimated as the average particle bed height 

<Havg>. 

 

〈Havg〉 = 
∑ Havg

t=2
5

n
                                                (9)  

  

Where n is the number of time entries between 2 

and 5 seconds at intervals of 0.25 seconds (12 

entries). This 80th percentile is considered as a 

reasonable estimate for the average particle bed 

height (Fig. 4). 

 

 

 
 

Figure 3. Estimation of average particle bed 

height <Havg> 

 

The bed expansion dynamics is studied through 

the variation of <Havg> over increasing fluidization 

velocities (Fig. 3). Both the experiments and the 

simulations exhibit a similar trend in <Havg>, with a 

slight increase followed by stabilization on 

increasing the fluidization velocity (Uair) with the 

error bars in Fig. 5 representing uncertainties in 

experimental measurements. The simulations are 

within these limits with a slight tendency to over 

predict average particle bed height <Havg>.  

 

This over-estimation indicates that further 

refinements are needed in the DEM framework 

particularly with –a) the drag law being used, b) 

simulated time period (might be too short to obtain 

statistically significant behavior) or c) the contact 

mechanical parameters (spring-slider-dashpot model 

parameters) employed. Nevertheless, the overall 

performance of the DEM framework, i.e. the stability 
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and accuracy of the code, is deemed acceptable under 

these restrictions. 

3.2. Pedagogical studies on a 
conceptual destoner 

As elucidated in the earlier sections, the destoner 

is an apparatus that removes stones and other heavy 

material from lighter food grains. This process is 

essential to ensure crop quality and purity before the 

subsequent downstream processing of food grains. 

The underlying physics behind a destoner have 

seldom been studied using numerical methods such 

as CFD-DEM and hence a bottom-up approach to 

understanding the phenomena has been adopted in 

this work. First, a pedagogic case study was setup 

(described as the reduced geometry simulations) in 

order to qualitatively verify (through visual cues) if 

the physics of gravity separation can be reproduced 

using a numerical setup. This qualitative assessment 

is described in the subsequent sections. 

3.2.1 Effect of fluidization 

Fluidization conditions in the destoner are 

responsible for segregating the low terminal 

velocity/ lighter grains (which are lifted up from the 

deck and slide to the low end of the deck by simple 

gravitational pull) from the high terminal velocity / 

heavier contaminants (which stay in contact with the 

deck and are removed (uphill) by the throwing action 

of the deck). The effect of fluidizing air velocity (Uf) 

on the observed segregation patterns on a conceptual 

destoner are shown in Figs. 6 to 8. The system has 

been studied over a period of 5 seconds at constant 

vibrational conditions (amplitude of 1.5 cm/s) and 

deck inclination (θ = 5 degrees) with and without the 

effect of fluidization, i.e. at Uf = 0 and 1.5 m/s 

respectively.  

 

 

 

Figure 6. Conceptual Destoner at constant 

vibrational conditions (amplitude of 1.5 cm) , 

deck inclination (θ = 5 degrees) and no 

fluidization (Uf = 0). 

 

A conceptual destoner, when operated in the 

absence of fluidizing air (Uf = 0) would be unable to 

segregate between the lighter and the heavier 

fractions (as depicted in Fig. 6). Due to the 

inadequacy (or complete absence) of fluidization, 

both the heavier and lighter fractions are equally 

impacted by the throwing action of the deck, i.e. 

there is no segregation of species based on specific 

gravity, leading to an unsegregated mass of product 

at the discards outlet (higher end of the deck : the 

highlighted region in Fig. 6). This pedagogic study 

clearly identifies the role of air in the segregation 

process. 

 

The conceptual system is then studied under 

optimal fluidization conditions (i.e. at Uf = 1.5 m/s). 

At such superficial velocities (lesser than the 

minimum fluidization velocity of stones: Umf = 1.6 

m/s), the lighter grains (with Umf in the range of 0.65 

to 0.75 m/s) would be fluidized (failing to remain in 

contact with the deck), while the heavier stones 

would be at the limit of fluidization and stay in 

contact with the vibrating deck and conveyed 

upwards. Thus a notable segregation zone between 

the heavier and lighter fractions is identified, with the 

heavier fractions predominantly localized at the 

higher end of the deck (near the discards outlet) and 

the lighter grain fraction collected at the base. It is 

also noticed that there is a sizable amount of lighter 

material at the higher end of the deck (along with the 

stones). This is explained by the conjoint movement 

of both heavier material and some of the lighter 

material entrapped under and/or in between the 

heavier fractions leading to both heavier and lighter 

fractions at the discards outlet. This behavior is also 

witnessed in an actual destoner with a slight exodus 

Figure 5. Comparison between  average particle 

bed height <Havg> between simulation and 

experimental data 
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of lighter material acceptable to remove the heavier 

contaminants (see Fig. 7). 

 

 

 

Figure 7. Conceptual Destoner (at constant 

vibrational conditions of 1.5 cm amplitude , deck 

inclination 5 degrees and under fluidization 

conditions  of Uf = 1.5 m/s) compared with a pilot 

destoner (white color section represents the 

grain) under similar operating conditions (after 

5 seconds of operation) : Qualitative assessment. 

 

Hence, a sufficient fluidization velocity is 

needed in order to generate an optimal separation 

between the two fractions. Moreover, the numerical 

simulations were able to successfully reproduce the 

behavior of a destoner in a conceptual case study. 

3.2.2. Effect of deck tilt 

The tilt along with the vibration of the deck is 

responsible for converting the vertical stratification 

(based on specific gravity) achieved by the fluidizing 

air into horizontal segregation zones. The effect of 

deck inclinations (θ = 5 and 15 degrees respectively) 

on the segregation patterns of a conceptual destoner 

at constant vibrational (amplitude of 1.5 cm/s) and 

fluidization conditions (Uf = 1.5 m/s) are shown in 

Fig. 8. The deck at 5 degrees is considered to be at 

optimal inclination (based on data from end-users of 

destoners). The slope provided in this deck is 

sufficient to enable the lighter grains (that are 

fluidized) to accumulate at the base, while the 

heavier stones can be propagated to the higher end 

and subsequently be removed from the system (i.e. 

the deck vibrational force component for the heavier 

fraction can overcome the corresponding 

gravitational component : Fvibration > Fgravity). 

 

 

Figure 8. Conceptual Destoner at constant 

vibrational conditions (amplitude of 1.5 cm) , 

deck inclination (θ = 5 degrees) and fluidization 

(Uf = 1.5 m/s). 

 

When increasing the inclination to 15 degrees 

the observed separation between stones and food 

grains is poor as clearly indicated by the differences 

in the granular bed at t = 5 seconds  (note the 

highlighted region in Fig. 9) This deviation from the 

optimal state can be attributed to the increased 

gravitational force component (due to increased 

slope of the deck) experienced by all the particles in 

the system leading to clumping of both stones and 

grains at the base of the deck (i.e. the deck vibrational 

force component (for both stones and grains) cannot 

overcome the corresponding gravitational 

component : Fvibration < Fgravity). 

 

 

 

Figure 9. Conceptual Destoner at constant 

vibrational conditions (amplitude of 1.5 cm) , 

deck inclination (θ = 15 degrees) and fluidization 

(Uf = 1.5 m/s). 

CMFF15-048 197



4. CONCLUSION 

A CFD-DEM framework has been proposed in this 

work in order to reproduce the physics behind 

gravity separation. In this framework, the time 

discretized solutions for the instantaneous force 

balances around individual particles (dispersed 

phase model) coupled with the Navier-stokes 

equations (continuum model) are used to describe the 

overall contact dominated granular flow. The 

framework is validated using a fluidized-bed test 

case, with good agreement noted between 

simulations and experimental data (under suitable 

restrictions). Furthermore, this fundamental study 

successfully reproduced the development of a 

separation zone between stones and grains (modelled 

based on the micro-properties of rapeseed) on a 

conceptual destoner. Fluidization and deck 

inclination are identified as the two critical 

parameters that affect grain segregation, with 

fluidization conditions chosen close to the minimum 

fluidization velocity of stones. At these conditions, 

the stones are not fluidized and are carried to the 

steeper end due to the vibrating action of the deck, 

while the fluidized grains move and collect towards 

the lower end of the deck.  In addition, the degree of 

inclination of the deck of a destoner is also critical to 

achieving acceptable segregation on it. A deck 

inclination of 5 degrees depicts signs of segregation 

while steeper slopes (inclinations of 15 degrees) are 

deemed unsuitable for segregation as clumping of 

both stones and grains is noted at the base of the deck 

at these conditions. Additionally, a fluidization 

velocity of 1.5 m/s produced a good separation 

between the two fractions. These calculated process 

parameters are akin to the optimal operating 

parameters of a pilot scale destoner (Uf of 1.45 m/s 

and 5 degree tilt - data obtained from manufacturers). 

These fundamental qualitative CFD-DEM studies on 

a ‘conceptual’ destoner represent a novel method of 

assessing the behavior of granular material on 

gravity separators. These would in turn open a wide 

array of possibilities to design and develop the next 

generation gravity sorter. The CFD-DEM framework 

could be used as a tool to evaluate novel geometries 

and structural changes to existing machinery, to 

ultimately build a sorter that performs with the 

highest expected efficiency. Granular material of 

widely varying properties (size, shape and density) 

could be individually tested in this framework to 

determine the most optimal conditions (of operation 

for the destoner) needed to obtain the highest 

possible degree of segregation between the light 

(grains) and heavy (contaminant) fractions. 

However, detailed validation (by comparing the 

numerical results with experimental data from 

destoners) of this framework is warranted before 

acknowledging the results from these numerical 

simulations and would be the immediate research 

undertaking as a consequence of the results from this 

work. Nevertheless the general behavioral trends are 

existent, and these numerical models will form the 

basis for developing more quantitative approaches to 

allow further investigations on gravity sorters. 
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ABSTRACT 

The cavity-tone is one of the fundamental 

aeroacoustic flow configurations. In the past, 

cavities have been investigated especially at high 

flow speeds (high subsonic to supersonic) as e.g., 

occurring in military aircrafts. Nowadays, much 

research focuses on cavities at low speed as 

occurring in automobiles and trains.  

The investigated cavity is a simple rectangular, 

open cavity whose length-to-depth ratio is 2 at flow 

speed of about 0.05 Ma∞ (Mach number, the ratio of 

mean flow speed in the farfield and the speed of 

sound). In this case the so-called hybrid 

aeroacoustic approach is used. In the first step a 

CFD (Computational Fluid Dynamics) simulation is 

carried out applying ANSYS CFX, whereby the 

effect of compressibility of the fluid is investigated. 

Based on the CFD results various source term 

formulations are analysed, and the effect of input 

variables (velocity, pressure, divergence of Lighthill 

tensor, Lamb vector, pressure gradient) are 

investigated. Finally, the acoustic simulations are 

performed based on the various source term 

formulations using the in-house code CFS++. 

Keywords: cavity-tone, CAA, CFD, source term, 

low Mach-number 

NOMENCLATURE 

 

A [m
2
] nominal size of acoustic load  

D [m] depth of the cavity 

L [m] length of the cavity 

Ma [-] Mach number 

PE [dB] the pressure level 

S [Pa/m
2
] the acoustic load 

St [-] the Strouhal number 

T [K] the temperature 

c0 [m/s] the speed of sound 

e [m
2
/s

2
] total energy per unit mass 

f [Hz] the frequency 

p [Pa] pressure 

x [m] coordinates in the mean flow dir. 

y [m] coordinates in the tranversal dir. 

λ [W/m/K] thermal conductivity 

γ [-] heat capacity ratio 

ρ [kg/m
3
] density 

ω [1/s] vorticity vector 

u [m/s] velocity vector 

T  [Pa] stress tensor 

LH
T  [kg/m

3
/s] Lighthill tensor 

τ  [Pa] viscous stress tensor 

cont
Φ  [kg/m

3
/s] general mass source 

mom
Φ  [kg/m

2
/s

2
] general momentum source 

   dyadic product 

 

Subscripts and Superscripts 

 
'
 the fluctuating part of a variable 

a
 the fluctuating part of an acoustic variable 

T
 the transpose of a tensor 

ic
 incompressible 

max  maximum of a variable 

1. INTRODUCTION 

In this paper the cavity tone is investigated, 

which is one of the fundamental aeroacoustic flow 

configurations (Figure 1.). The “cavity” is a 

rectangular cutout in a surface, typically a plane. If 

there is a flow over the cavity a shear layer is 

formed, which can lose its stability. The instability 

wave propagates from the leading edge to the 

downstream (trailing) edge, while the amplitude of 

the wave continuously increases. A feedback 
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mechanism develops between the leading and 

trailing edge. The pressure fluctuation at the trailing 

edge perturbs the shear layer somehow at the 

leading edge, where the previously mentioned 

instability waves are generated. This feedback 

mechanism leads to oscillations, which are 

sometimes audible. Apart from the generated sound, 

this phenomenon usually leads to unwanted 

mechanical vibrations and also to increased drag 

force.  

 

 Figure 1. The investigated configuration of 

cavity-tone 

The first studies on cavity noise concerned 

aeronautic applications in the 1950-1960’s [1]. The 

motivation of research was that the oscillations 

appeared in the weapon bays of military aircraft. 

This oscillation can excite the vibrational modes of 

the aircraft structure, which can quickly lead to 

structural fatigue issues inside the aircraft [2] and 

can significantly increase the drag force, too. The 

speed of the flow was high subsonic to supersonic 

in these cases. The need to investigate lower 

velocities appeared in the 1970’s mainly because 

aircraft wheel wells have been seen to be an 

important source of aerodynamic noise during the 

landing and take-off of airplanes [3] [4]. In the 

meantime many other technical applications have 

been discovered: door gaps and sunroof in 

automobiles, closed side branches in gas pipelines, 

slotted flumes, slotted wall wind and water tunnels, 

bellows-type pipe geometries [5], canal locks, 

harbour entries, gap between wagons or the 

pantograph of trains [6].  

In this paper a fundamental open cavity, whose 

length-to-depth ratio is 2, is investigated at flow 

speed of about 0.05 Ma (Mach number). At such a 

low Mach number the disparity of scales of acoustic 

and flow field is significant. The grid of the flow 

simulation must be fine enough to resolve the 

boundary layer and small vortices to provide 

accurate enough results. Usually the desired grid 

resolution for acoustic computation can be much 

coarser because the acoustic wavelength is much 

larger than the vortices or even the cavity. In 

addition, there are several orders of magnitude 

differences in the aerodynamic and acoustic 

variables. E.g. a 1 m/s velocity fluctuation is not 

extreme in flows, while the amplitude of the 

acoustic velocity fluctuation at a particle velocity 

level of 80 dB is only 0.5 mm/s. The human hearing 

threshold at 1 kHz is around 0 dB sound pressure 

level, corresponding to 20 μPa in air, which is again 

several orders of magnitude smaller than an average 

pressure fluctuation in aerodynamics (10-100 Pa). 

These orders of magnitude differences between the 

variables increase the numerical noise, which can 

pollute the whole acoustic simulation [7]. To reduce 

these errors one tends to separate the acoustic and 

the aerodynamic flow fields. The common name for 

these approaches is hybrid Computational 

AeroAcoustics (CAA). If the two fields are 

separated, the crucial point of the computation is to 

determine the coupling between them. The idea is to 

derive equations for the acoustic field (model the 

acoustic field) and then to define acoustic source 

terms, which are based on the independently solved 

flow field. The optimal formulation of these 

equations and source terms is still under research. In 

this paper various source terms are investigated for 

the acoustic wave equation. Some of them are valid 

only for incompressible fluid. The compressibility 

in our cavity configuration does not play an 

important role. This fact allows to carry out 

incompressible flow simulation and to use those 

coupling formulations that are valid only for 

incompressible flow. At the same time a 

compressible flow simulation was carried out to 

verify the previous statement and investigate the 

effect of compressibility to the sources. 

In Section 2 the governing equations of fluid 

dynamics are presented briefly and based on them 

the various formulations of the acoustic source 

terms are introduced. In Section 3 the CFD 

simulations are described and their acoustic source 

fields are compared to each other. In Section 4 the 

acoustic simulations are presented. Finally, in 

Section 5 we make some concluding remarks. 

 

2. SOURCE TERM FORMULATION 

2.1 The acoustic wave equation with 
general sources  

The basic equations, which describe both the 

flow and acoustic field, are the Navier-Stokes 

equations (Eqs. (1) to (2)) with the energy equation, 

Eq. (3). 
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If the fluid is Newtonian (Eq. (4)) and assumed 

to be an ideal gas (Eq. (5)), the following 

expressions hold. 

  
T

2

3
T p   μ  u I

μ      u    u

    

 

 
 
 

+ +

 (4) 

2

1 2

p u
e

γ
  


 (5) 

 

Now let us split the variables into mean (time 

averaged) and fluctuating components as 

    '
 f t ,  f f ( t , ) x x x . (6) 

and neglect the viscous and non-linear terms, 

which is usually a good approximation in acoustics. 

Then the following expression can be obtained 

2

0

1

c
 

'

'

cont

p
ρu Φ

t


  


, (7) 

'

'

mom

ρu
p Φ

t


 


  . (8) 

 

Let us take the time derivative of Eq. (7) and 

the divergence of Eq. (8). Then the fluctuating 

velocity can be eliminated and we get the well-

known wave equation for the acoustic pressure, Eq. 

(9), where the sources (S) are on the right hand side 

 

2

2

0

1

c

'

'

momcont2

S

p
p Φ Φ

t t

 
    

 
 . 

(9) 

2.2 The Lighthill analogy 

The first, most famous and still widely used 

analogy is the one proposed by Lighthill in 1951 

[8]. The basic idea of Lighthill was that the terms, 

neglected during the derivation (linearization) of the 

wave equation, act as sources for the acoustic 

equation.  

 

LHmom
S Φ T       (10) 

 

The Lighthill tensor is without any assumption: 

 

 2

0LH 0
T ρ u   u p' I τ c I      (11) 

Lighthill assumed that if the viscous terms are 

small (the Reynolds number is high), the process is 

close to isentropic. Therefore, the main sources of 

sound are vortices. The main acoustic source can be 

approximated by Eq. (12). 

 

LH
T ρ u   u   (12) 

 

This simplification will be used hereafter. 

2.2 Approximation of the Lighthill 
analogy 

The following approximations of Lighthill 

tensor can be found in Ref [9].  

2.2.2 The Lamb vector 

Let us decompose the velocity field according 

to Helmholtz, which means that the velocity field 

can be split into an irrotational and a solenoidal 

vector field. If we assume that the Lighthill source 

term is based on incompressible velocity the 

following relation holds 

 

 

 

ic ic

ic ic ic1

2

S= ρ u    u

ρω u ρu u

   

     
 
 
 

=

 (13) 

It can be derived that if the Reynolds-number is 

high and the Mach-number is low then the main 

acoustic source will be the first term on the right 

hand side in Eq. (13) and the second term can be 

neglected. The expression 
ic

ω u  is known as 

Lamb vector. 

2.2.3 The Laplacian of the pressure 

The Lighthill tensor can be approximated by 

the incompressible pressure in the following way. 

Neglecting the viscous terms in Eq. (2) and taking 

its divergence leads to Eq. (14) 

 

 
 

ρu
  ρ u   u p

t


       



 
 
 

 (14) 

 

In an incompressible fluid the first term on the 

left hand side is zero because of the incompressible 

continuity equation. The second term on the left 

hand side is the approximation of the previously 

mentioned Lighthill tensor. 

 

 
LH

  ρ u   u pT            (15) 

 

The relation (Eq. (15) is valid only if the 

viscous terms are negligible: the Reynolds number 

is high. 

2.2.3 The time derivative of the pressure 

The following source term formulation and its 

detailed, exact derivation can be found in [7]. Here, 

only a short, rudimentary derivation is presented.  

If a quiescent medium is assumed, (7) is still 

valid for fluctuating variables. First, let us split the 

fluctuating pressure (pʹ) into acoustic (p
a
) and 

incompressible pressure (p
ic
). Then, we take the 

time derivative and rearrange the incompressible 

pressure to the right hand side. This term can be 
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conceived as source term for the continuity 

equation. (Eq. (16)) 
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0
c

1
ic

cont
 

p
Φ

t





  (16) 

The source term can be calculated (Eq. (17)) in 

this case if we substitute into Eq. (9). 
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2

0

1

c

ic

cont

2
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Φ p

t t

 






 (17) 

In this case, the solution of the wave equation 

directly results in the acoustic pressure, (p
a 
) 

3. CFD SIMULATIONS AND ACOUSTIC 
LOAD 

3.1 The CFD simulation domain  

In the first step the 2D CFD simulations were 

performed by ANSYS CFX. The cavity dimensions 

were the following: L = 10 [mm], D = 5 [mm]. The 

simulation domain was defined to have a length of 

2L before the cavity, a length of 3L after the cavity 

and 3L above the cavity, as in [13] The length of 

sponge layer, which is necessary in the 

compressible simulation to avoid reflection at the 

boundaries, was 4.5 L in both x and y directions. 

The mesh was generated by ANSYS ICEM. The 

finest mesh resolved the cavity by 166x106 cells. 

The monitor point was placed 0.07D below the 

corner, which is the most favourable place 

(experimentally measurable, smaller residuals, 

larger pressure signal) for investigation ([1], [11]).  

 

Figure 2. CFD computational grid 

The CFD domain with the boundary conditions 

can be seen in Figure 2. The velocity inlet boundary 

condition (BC) was a prescribed velocity profile. 

This velocity profile was calculated by an in-house 

MatLab code, which generates the Blasius profile. 

This code provides the prescribed value of 

boundary layer thickness at the leading edge. It was 

1.22 mm in these simulations. The walls at the 

bottom were modelled as adiabatic “no slip walls”. 

At the outlet and the top of the domain the so-called 

“opening” boundary condition was used. It 

prescribes the relative pressure (0 Pa) and the flow 

direction (normal to the boundary). If the pressure is 

rigorously constant in a compressible simulation, 

the acoustic waves are reflected from the boundary. 

In CFX there is a beta option to turn on acoustic 

non-reflectivity at the BC but it works well only if 

the sound waves hit the boundary in the normal 

direction. (The non-reflective boundary conditions 

are implemented in most commercial codes based 

on the 1D wave equation [12].) If the perturbation 

velocity has also a tangential component at the 

boundaries, the non-reflective boundary condition 

can cause instabilities [12] or reflect the acoustic 

waves [11]. In our case the implicit damping 

method was implemented in CFX for the continuity 

equation. Further information can be found in [10]. 

The mesh investigations in the classical CFD 

sense have already been carried out by Farkas et al. 

in [13] on the same configuration. The meshes were 

also investigated in this work because the resolution 

of the CFD grid is usually not sufficient for acoustic 

coupling. The comparison was made based on the 

original Lighthill source term formulation only. The 

mesh refinement was applied only close to the 

trailing edge (the main acoustic source) because in 

the aerodynamic sense the mesh was appropriate. 

This method differs from the usual uniform mesh 

refinement. The main parameters of the investigated 

meshes can be found in Table 1. The observations 

are the following: the difference in the results 

between the coarse and medium mesh is significant. 

The main acoustic source is not well resolved on the 

coarse grid. Further improvement is not noticed 

between the medium and the fine mesh. Based on 

these results, the medium mesh is selected for 

further simulations. 

Table 1. Mesh parameters of the CFD 

simulations 

Case 
Resolution 

of cavity 

Smallest 

element edge 

length 

Number of 

elements 

Coarse 141x71 20 µm ~104000 

Medium 151x91 7 µm ~133000 

Fine 166x106 3.5 µm ~174000 

 

3.2 The results of CFD simulations 

A Fourier transform was carried out on the 

pressure signals at the monitor point in the 

incompressible and the compressible simulations. 

The results can be seen in Figure 3. The results are 

qualitatively the same. Here, we have computed the 

pressure level by 
ref

PE 20log( p )
'
/p  with pref = 

20 µPa. The fundamental frequency is 1522 Hz 

with the amplitude of 26.4 Pa (122.4 dB) in the 
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incompressible simulation, while in the 

compressible simulation the fundamental frequency 

is 1530Hz and the amplitude was 26.9 Pa  

(122.6 dB). Although the pressure signal in the 

compressible simulation was a bit noisier, there was 

technically no difference between the two 

simulations. The compressibility of the fluid can be 

neglected, as expected. 

 

Figure 3. The Fourier transform of the pressure 

signal at the monitor point 

3.3 The comparison of various source 
term formulations 

In a next step the sources are calculated for the 

acoustic simulation based on the CFD results. The 

sources, which were introduced in Section 2, are 

compared with each other. In the first investigation 

the source field based on the Lighthill tensor was 

compared to the Laplacian of the pressure in the 

incompressible case because the previously 

introduced pressure based formulations are valid 

only for incompressible flow simulations. The time 

signal was compared inside the cavity, which can be 

seen in Figure 4. The monitoring point was placed 

in the shear layer at equal distances far from the 

edges of the cavity. To be precise, the monitoring 

point is at x = L/2, y = 0, where the origin is the 

leading edge and the x direction is the main flow 

direction.) 

 

Figure 4. Comparison of the sources calculated 

based on the Lighthill tensor and the Laplacian 

of the pressure in the middle of the shear layer 

In Fig. 4 it can be clearly seen that the 

Laplacian of the pressure approximates well the 

second derivative of the Lighthill tensor, but the 

signal was noisier in the case of pressure-based-

formulation. The reason for this phenomenon can 

be that the pressure values themselves suffer from 

higher numerical error, which is further magnified 

during the calculation of second spatial derivatives. 

It is difficult to interpret the results because of the 

lack of knowledge how CFX calculates the 

pressure.  

Table 2. The comparison of source terms defined 

on the incompressible flow field 

Name 
Mean

1st

S

S
 A  

[m
2
] 

Smax

 2
Pa m/  

Lighthill ~66 % 2.519e-8 5.6e10 

Lamb ~133% 6.116e-7 1.5e11 

Time 

derivative 
<1 % 8.072e-4 2.1e4 

 

In a next step Fourier transform is performed on 

the various sources. Here, the spatial distributions 

(the shapes) of the sources were compared. The 

Laplacian of the pressure was excluded from the 

comparison because significant difference cannot be 

obtained between Laplacian of the pressure and the 

double divergence of the Lighthill tensor. Only a 

small difference was recognized in the compressible 

computations very close to the edge.  

The results of the comparison are summarized 

in Table 2. for the incompressible simulations. First, 

the effect of the mean value (SMean) of the acoustic 

load is investigated at a probe location close to the 

edge in all cases. The zero frequency component 

was compared to the first harmonic component 

(S1st). It is probable that this value highly depends 

on the probe location but the tendencies can be 

roughly estimated based on the monitoring point. 

This ratio was quite high in the case of velocity 

based source terms (Lighthill tensor, Lamb vector) 

and was low in the case, when the source was 

calculated based on the time derivative of the 

pressure. The high mean value is non-physical and 

should be eliminated by the application of filtering. 

In next step the spatial distribution of the source 

field is investigated. Let us define the nominal size 

(A) of the acoustic source as the area, where the 

acoustic source strength is larger than 1% of the 

maximum acoustic source strength. This 

investigation was performed for various ratios of 

5%, 10%, 20% and for all cases the tendencies were 

the same. The nominal size of the acoustic load was 

the smallest in the case of Lighthill tensor. In the 

case of Lamb vector formulation the source was 

larger both in size (A) (30 times) and magnitudes 

(Smax) (2 times). This does not mean unambiguously 

the usage of Lamb vector produces higher acoustic 

pressure in the far field, because the phase 

CMFF15-049 203



relationships also influence the final results. This 

observation could mean that the resolution of the 

source could be better in the case of Lamb vector 

formulation and it could be used more effectively 

on a coarser grid, too. In the case of time derivative 

of the pressure formulation the size of the acoustic 

source was much larger (3 orders of magnitude), 

while its magnitude was much smaller. 

Furthermore, it can be stated that the spatial 

distribution of the sources looked very similar in the 

compressible and incompressible simulation.  

4. ACOUSTIC SIMULATION 

4.1 The acoustic simulation domain 

The significant advantage of the hybrid 

approach is that the acoustic simulation domain can 

be much larger than the CFD domain. The acoustic 

domain contains three parts in our case. The first 

one is a small source region where the sound is 

generated. Here, the acoustic sources were 

calculated based on the flow simulation data and 

interpolated to the acoustic source grid. In this case 

the two meshes (the CFD and acoustic mesh) were 

identical. The next part is the propagation region 

where the acoustic waves propagate without any 

amplification or damping. Within this region, the 

right hand side of the acoustic wave equation is 

zero. This region was defined as 1 m before, after 

and above the cavity. The grid size here was much 

coarser (5 mm) that is why an interpolation 

technique described in Ref. [14] was used. The 

outermost part is the absorption region. This region 

was a thin layer at the border of simulation domain, 

where the waves were strongly damped to avoid 

reflections. Here the so-called perfectly matched 

layer was defined. Further information about the 

technique and implementation can be found in Ref. 

[7].  

 

Figure 5. The parts of acoustic simulation 

domains: the source region, propagation and 

absorption region; and microphone positions. 

4.2 The results of the acoustic 
simulation domain 

The acoustic simulations were carried out by 

CFS++, which is an in-house software at the TU 

Wien to solve partial differential equations by finite 

element method. First, the simulations were carried 

out, where the sources are defined based on the 

incompressible flow simulations. A typical acoustic 

field of the simulation, which was calculated based 

on the Lighthill tensor can be seen in Figure 6.  

 

Figure 6. The acoustic pressure field at a given 

time instance based on Lighthill analogy 

(incompressible) 

The directivity pattern can be clearly associated to a 

dipole. At the same time the results provided by the 

second time derivative of the pressure shows an 

absolutely different radiation pattern, as displayed 

in Figure 7. 

 

Figure 7. The acoustic pressure field at a given 

time instance based on second time derivative of 

the pressure (incompressible) 

Howe investigated extensively the cavity tone 

with the same length-depth ratio at low Mach 

numbers [15]. He calculated the acoustic field by 

Green functions. According to his result, the 

monopole characteristics of the sound appears only 

at higher frequencies not at the fundamental 

frequency (which dominates in the time domain) for 

low Mach numbers. In Figure 8 the directivity 

patterns were plotted for different Strouhal numbers 

(St). St was defined as St=f Ma∞ c0 /L, where f is the 

frequency. The monopole part of the sound source 

plays a significant role only if St ≳ 20 at Ma = 0.01 

as well as for St ≳ 2 at Ma=0.1 according to Howe. 

Pure dipole pattern was observed also in [16], 

where the sound field was calculated based on 

experimental data. The directivity pattern can 

indicate the validity of the source term 

formulations. Fourier transform was performed in 

all cases on the whole acoustic pressure field 

(Figure 9). A good qualitative agreement can be 

seen with the results of Howe (Fig. 8) in Fig. 9. 
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Figure 8. The directivity patterns at Ma=0.1 and 

St={0.5, 1, 1.5, 2,2.5} [15]. 

 

Figure 9. Fourier transform of the acoustic 

pressure field with contour lines at the first 

harmonic (St=0.88) based on Lighthill analogy 

(incompressible). 

 

Figure 10. The directivity of the sound field 

at first harmonic, sources are calculated based 

on incompressible data 

The directivity is evaluated on a circle, with a 

radius r = 0.4 m around the trailing edge. In Figure 

10. it can be seen that the velocity based analogies 

(“Lighthill tensor”, “Lamb vector”) reproduce a 

dipole radiation much better than the pressure-based 

ones. In the case, when the sources are based on the 

Laplacian of the pressure or the second time 

derivative of the pressure, the directivity patterns 

were much worse if we accept the correctness of the 

dipole pattern. The worst result was provided by the 

second time derivative of the pressure. In this case 

the sound pressure was low in upstream and 

downstream directions, while it was too strong 

above the cavity. In the case of Laplacian of the 

pressure, the results show a weak dipole 

characteristics which is superposed on a monopole 

sound characteristics. Here, the amplitudes of the 

waves were in the right range in both the upstream 

and downstream directions. The magnitudes differ 

even a bit between its velocity based results, but 

this difference was negligible compared to previous 

cases. 

The same investigation was performed on 

results based on sources calculated from the 

compressible flow simulation. The acoustic field 

was very similar to the incompressible cases except 

for the simulation based on the second time 

derivative of the pressure. Here a high-frequency 

noise appeared in the simulation. The radiation 

pattern looks like a dipole, while in incompressible 

case it was a monopole. However, it has to be noted 

that the formulation is only valid for incompressible 

flows. It is noticeable that there were no visible 

differences in the source terms based on 

compressible and incompressible simulations (not 

shown here). After performing Fourier transform on 

the results, the directivity patterns were also 

evaluated along the same circle as before.  

 

Figure 11. The directivity of the sound field 

at first harmonic, sources are calculated based 

on compressible data (notations are same as in 

Fig. 10.) 

In Figure 11, it can be seen that the results were 

similar to those for the incompressible cases. The 

main difference appeared in the pressure-based 

cases which are not valid for compressible flow 

simulation. Here, the calculations based on the 

Laplacian of the pressure overpredict the sound 

pressure, as expected because only the 

incompressible part of pressure fluctuation induces 

the acoustic field. At the same time the directivity 

pattern became more realistic in both pressure-

based cases. The reason for this is unclear; maybe 

the different pressure computation techniques cause 

this huge difference, especially in the case of the 

time derivative of the pressure. The pressure signals 

at various microphone positions obtained for 

compressible and incompressible simulations were 

compared. In the case of the velocity-based 

formulations the differences were negligible. This 

was expected because these analogies are valid both 

in compressible and incompressible flows 

5. CONCLUSIONS 

In this paper various acoustic source term 

formulations were compared in the case of a 
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rectangular cavity. The load defined by the time 

derivative of the pressure seemed to be the best 

based on the comparison of the loads contrary to the 

final results. The nominal size of the source was 

much larger, which can mean better resolution and 

at the same time it had no zero frequency 

component which could reduce the accuracy. The 

nominal size of the acoustic load calculated by 

Lamb vector was larger than the one calculated by 

Lighthill tensor, but at the same time the zero 

frequency component was larger, too. A filter was 

applied in these cases. 

Based on the results the following conclusions 

can be drawn. The velocity-based analogies provide 

better results than the pressure-based analogies with 

respect to the directivity patterns. The Laplacian of 

the pressure calculation method provides quite good 

results in upstream and downstream directions but 

strongly overestimates the pressure above the 

cavity. At the same time no significant difference 

was noticed close to the trailing edge during the 

source term investigation in section 2. The second 

time derivative of the pressure predicts only the 

sound pressure in the right order of magnitude. The 

directivity of the sound field is wrong and the 

method highly overestimates the sound pressure 

level at the higher harmonics. It must be mentioned 

that the mesh study was performed only for the 

Lighthill analogy-based formulation. The authors 

are sure that such a big difference cannot be caused 

by a poor resolution of the acoustic sources in the 

case of pressure-based sources.  

The acoustic sources were also calculated for 

the compressible medium. Here, only the velocity-

based analogies are valid, which was confirmed by 

the results, in spite of the fact that the 

compressibility does not play a significant role.  

To summarize the results, the analogy based on 

the Lamb vector seems to be the best. It has the best 

spatial resolution of the source along the velocity-

based analogies on a same mesh, while it provides 

similar results to the original analogy based on 

Lighthill tensor. The only drawback is the large 

mean value, but this can be avoided by filtering. 
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ABSTRACT 

Planar jets belong to the most researched flows. 

Many aspects of their instability have been well-

known for a long while. One of them is the 

observation that the jet is more sensitive to 

disturbances near the orifice exit than elsewhere. 

Linear stability investigations on various velocity 

profiles were carried out using the Orr-Sommerfeld 

(OS) equation to find an explanation. The velocity 

profiles were provided by analytical approximations 

and numerical computational fluid dynamics (CFD) 

simulations.  

A special method, the so-called compound 

matrix method (CMM) was used to solve the OS 

equation to provide sufficiently accurate results. 

The adaptation of the method for symmetric jets is 

derived briefly in this paper. The stability of 

different velocity profiles was compared based on 

the local spatial growth rate. The results of the 

comparison clearly show that velocity profiles near 

the orifice are more unstable than downstream ones. 

The local spatial growth rate of disturbance waves 

was higher close to the orifice. The reason for that 

was twofold, and these are explained in the paper. 

Keywords: Compound matrix method, CMM, 

Orr-Sommerfeld equation, spatial stability 

investigation, symmetric planar jet  

NOMENCLATURE 

bj [-] short notation in the compound  

  matrix 

i [-] the imaginary unit 

n [-] arbitrary parameter to define  

  velocity profile 

x [-] dimensionless coordinate in the  

  mean flow direction 

x̂  [-] coordinate in the  mean flow 

  direction 

y [-] dimensionless coordinate in the  

  transversal direction 

ŷ  [-] coordinate in the  mean flow  

  transversal direction 

L(x) [m] the local specific length 

UMax(x) [m/s] the local specific velocity 

UMean [m/s] the global specific velocity 

U(y) [-] the non-dimensional velocity  

  profile 

Û (y) [m/s] the velocity profile 

Re(x) [-] the local Reynolds number 

Reglob [-] the global Reynolds number 

Q [-] short notation for one of the  

  characteristic roots of OS equation  

  in the far field 

  [-] the non-dimensional wavenumber 

̂  [rad/m] the wavenumber 

λj [-] the characteristic roots of OS  

  equation in the far field 

ω [-] the non-dimensional circular- 

  frequency  

�̂� [rad/s] the circular frequency  

 (y) [-] the non-dimensional amplitude of  

  perturbation velocity 

η(y) [-] functions in CMM 

 (y) [-] the normalized functions in CMM 

 

Subscripts and Superscripts 

 

r the real part of a variable 

i the imaginary part of a variable 

 

1. INTRODUCTION 

The Navier-Stokes equations have only a few 

analytical solutions. Several of these cannot be 

usually observed during experiments because they 

are unstable, as recognised by Reynolds. The 

stability investigations are still vital in fluid 

dynamics research.  

The basic equation to describe the stability of 

parallel, incompressible flows is the Orr-

Sommerfeld (OS) equation. In this paper planar jets 
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are investigated. The knowledge about their 

stability behaviour is essential to understand some 

phenomena (e. g. edge-tone) or even active flow 

control. It is assumed that the jet is infinitesimally 

disturbed at the nozzle, a disturbance wave starts, 

whose amplitude grows in the direction of the mean 

flow.  

 

Figure 1. A jet with a (Bickley) velocity profile.  

First Tatsumi, Kakutani [1] and Curle [2]  

investigated the planar jet. They used the OS 

equation to investigate the Bickley-profile which is 

the self-similar velocity profile valid far away from 

the nozzle. They determined the growth rate of 

disturbances at low Reynolds numbers (defined 

later) and the critical Reynolds number Recrit ≈ 4, 

below which the flow will be stable for any 

disturbance. Later Nolle [3] calculated the growth 

rate of disturbances for the same profile in an 

inviscid flow. The inviscid assumption means in the 

OS equation theoretically an infinite Reynolds 

number, practically a large enough number. He 

validated his calculations by experiments. At the 

same time Tam [4] investigated the same flow but 

for the non-parallel case. He stated that “the flow is 

unstable, regardless of Reynolds number, however 

defined.” 

Another observed phenomenon is that the jets 

are more sensitive to disturbances near the orifice 

exit [5], than elsewhere. The trivial explanation for 

this that if the growth of the disturbances is 

continuous in space then a disturbance which 

reaches the flow at the nozzle will be amplified 

along a longer path than the others. As far as the 

authors know, nobody investigated the growth rates 

close to the orifice. Only one paper was found [6] 

where the vicinity of the nozzle was studied. There 

the jet was modelled as a shear layer, which makes 

it difficult to compare the results near the orifice to 

the ones far away, where the Bickley-profile has 

already developed. The question asked in this paper 

is, why the jet is more sensitive to disturbances near 

the nozzle than elsewhere. We are providing an 

answer based on the stability investigation of 

various velocity profiles. 

The stability investigation was performed using 

the OS equation in this paper, too. A special 

method, the so-called compound matrix method 

(CMM) [7] was used to solve the equation to 

provide accurate results. Another advantage of this 

method is that the boundary conditions at infinity 

can be prescribed simply. The adaptation of the 

method for symmetric flows is introduced briefly in 

Section 2. Two sets of velocity profiles were 

investigated: profiles given by analytical 

expressions and by CFD-simulations, which 

describe the flow at the orifice more precisely. They 

are treated in Section 3. In Section 4 the solution 

steps and the results of linear stability investigations 

are presented. Finally, in Section 5 we make some 

concluding remarks. 

2. THE OS EQUATION AND THE 
COMPOUND MATRIX METHOD 

2.1 The OS equation 

The OS equation is a fundamental equation to 

investigate the stability of parallel, incompressible 

flows. It was derived from the continuity equation 

and the Navier-Stokes equations. The parallel flow 

assumption means that the velocity distribution 

does not change in the flow direction. This 

assumption is valid globally if the flow has solid, 

parallel boundaries (developed channel or pipe flow 

with parallel walls). In some other cases this 

assumption can be accepted as approximately valid 

if the flow is investigated locally, as in this paper. 

During the derivation non-linear terms are 

neglected and we look for the solution in a complex 

wave form leading to the well-known OS equation. 

 

   

( ) 2 4

2

2

 i    ,

iv

Re U U

    

      

  

   

 (1) 

  

where  (y) can be the amplitude of the 

dimensionless perturbation velocity or the 

amplitude of the stream function. In this paper the 

first one was used. U(y) is the non-dimensional 

velocity profile in the equation. (The specific 

quantities for non-dimensionalization will be 

defined in Section 3.3) The dependence on the y 

variable was not denoted in many equations to keep 

them clear, but in the nomenclature it was denoted 

in every case. The definition of the parameters can 

also be found in the nomenclature. 

If we take the limit of Eq. (1) at Re   then 

the inviscid case can be obtained. This equation is 

known as the Rayleigh-equation (Eq. (2)) and it was 

solved for Bickley profile by Nolle [3].  

 

  2
0U U              (2) 

  

This equation was not used in this paper, but a 

comparison was made between Nolle’s results and 

our large Reynolds number case. 
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2.2 The compound matrix method 

Usually the solution of the OS equation leads to 

a boundary value and eigenvalue problem, because 

boundary conditions are prescribed at two locations. 

We have to find the α-ω parameter pairs, which 

fulfil the boundary conditions. Another problem is 

that this fourth order differential equation usually 

becomes stiff. Let us investigate the solution in the 

far field, at y  , where     0U y U y   

holds for jets. Here, the differential equation (Eq. 

(1)) can be simplified to (3). 

 

 2 4 2
2  i   

iv
Re             (3) 

  

This equation has four different characteristic 

roots. 
1,2
   and 

3,4
Q   where 

2
i  Q Re   . For large Reynolds numbers 

3,4 1,2
| |  , which makes the problem stiff. One 

possibility to solve the problem is the compound 

matrix method (CMM), which is the best method 

according to Sengupta [8] for hydrodynamic 

problems. It provides accurate results and it can be 

easily implemented. This method was developed for 

the OS equation by Reid [7]. Later, Sengupta 

adapted this method for the Blasius profile, where 

some of the boundary conditions are prescribed at 

infinity, y  . In this paper his idea is followed 

during the adaptation of the method for symmetric 

plane jets. 

The general solution of Eq. (1) can be written in 

the following form: 

 

1 1 2 2 3 3 4 4
a a a a         (4) 

 

where ( )j y are the fundamental solutions and  

 

( )j y  ∝ 
j ye


as y  . (5) 

 

In the next step, the boundary conditions have 

to be prescribed at y  . The fluctuating 

velocities are assumed to be zero far from the jet, 

Eq. (6).  

 

    0y y      (6) 

 

This condition can be fulfilled only if the 

coefficients of the fundamental solutions, which 

grow exponentially for y  , have to be zero. 

This means 
2 4
( ) ( ) 0y ya a   because 

2,4
0  .  

Let us introduce six new functions (Eqs. (7) to 

(12)) and take the derivative with respect to y and 

substitute them to the OS equation (Eq. (1)) which 

leads to the differential equation system Eq. (13). 

 

1 1 3 1 3
      (7) 

2 1 3 1 3
      (8) 

3 1 3 1 3
       (9) 

4 1 3 1 3
          (10) 

5 1 3 1 3
         (11) 

6 1 3 1 3
         (12) 

  

1

2 1

2

0 1 0 0 0 0

0 0 1 1 0 0

0 b 0 0 1 0
:

0 0 0 0 1 0

b 0 0 b 0 1

0 b 0 0 0 0

,A    

 
 
 
 
 
 
 

 (13) 

 

where  2

1b : 2  Re   Ui      and 

 4 2

2b : Re  U Re Ui i         . In this case 

all the new functions have the same exponential 

growth rate for y   as shown in Eqs. (14) to 

(19). 

 

 
1,

( )~ Q y
Q e 

 


 
   (14) 

 2,

2 2 ( )~ Q y
Q e 

 


 
  (15) 

 3,

3 3 ( )~ Q y
Q e 

 


 
   (16) 

 4,

2 2 ( )~ Q y
Q Q e 

  


 
   (17) 

 5,

3 3 ( )~ Q y
Q Q e 

  


 
   (18) 

 6,

2 3 3 2 ( )~ Q y
Q Q e 

  


 
   (19) 

 

Let us normalize the η functions with the limit 

of the first one as y   (Eq.(20)). In this case we 

get the limit at y   for the normalized function 

(Eq. (21)), which are the initial conditions at 

y  . The normalization of the functions 

modifies the matrix in the differential equation (Eq. 

(13)) into Eq. (22). 

 

1,

( )Q y

Q
e 

 


 




 
    (20) 

2 2

2 2

1

( )

 
( )

Q

Q Q
Q

Q Q

Q



 



 





 






 

 
 
 
 
 
  

 (21) 

 [ ]A Q I       (22) 

 

If we solve the differential equation system (Eq. 

(22)) with the initial conditions Eq. (21), it means 
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that the boundary conditions are automatically 

fulfilled in the far field. Since a fourth order 

differential equation needs four boundary 

conditions, the definition of two other boundary 

conditions is still necessary. For jets two choices are 

available. The first one is that assuming the 

perturbation velocity is zero in the far field on the 

other side of the jet, Eq. (23). 

 

    0y y        (23) 

 

These boundary conditions can also be 

implemented, but if we use the symmetry boundary 

condition the computation cost can be halved. This 

means the amplitude of perturbation velocity is 

symmetric to the symmetry line of the jet, Eq. (24). 

(In the literature this condition is usually called 

antisymmetric, because the displacement of the jet 

is antisymmetric.)  

 

   0 0 0    . (24) 

 

Substituting Eq. (4) into Eq. (24) leads to Eqs. 

(25) to (26). This new linear equation system has a 

non-trivial solution if and only if the determinant of 

the associated matrix of the system of equations is 

zero (Eq. (27)). Eq. (27) is identical to the fifth 

component of η being 0 at y = 0 (Eq. (28)). 

 

   1 1 3 30 0 0a a     (25) 

   1 1 3 30 0 0a a     (26) 

1 3 1 3 0( ) 0y    
      (27) 

5 5(0) 0 and (0) 0    (28) 

  

The original problem is simplified to an initial 

value problem, Eq. (22) should be solved with the 

initial condition Eq. (21) and choose the parameter 

pairs which fulfil Eq. (28). If these parameters are 

determined, the eigenvalue problem is solved and 

the eigenfunctions can be calculated. The original Φ 

function can be calculated in four different ways, 

we choose the one (Eq. (29)) presented in [8]. 

 

1 2 4 0        (29) 

 

3. ANALYTICAL AND NUMERICAL 
VELOCITY PROFILES 

3.1. Analytical velocity profiles 

Schlicting in 1936 [9] and Bickley [10] in 1937 

derived a velocity profile for a plane jet if a 

constant, line momentum source and self-similar 

flow is assumed. This velocity profile is a good 

approximation for jets far from the orifice. 

According to Nolle’s experiments [3] this profile 

can be observed from 8 times the orifice size 

downstream. The Bickley profile in non-

dimensional form is given in Eq (30).  

 
2sech ( )U y  (30) 

 

Two special velocity profiles can be 

distinguished close to the orifice. The parabolic 

profile is developed if the nozzle is a long, parallel 

channel. The other one is “top-hat” profile, in which 

the boundary layer in the nozzle is very thin. In this 

case the nozzle is a short, convergent channel. An 

analytical approximation for the developing 

velocity profiles is available only in the case of 

“top-hat” outflow in [3] (Eq. (31)). The velocity 

profiles, which are closer to the orifice, can be 

defined by larger n parameters. In this paper the n = 

{1, 2, 3} cases were investigated, where n = 1 is 

identical to the original Bickley profile. 

 
2 nsech ( )U y  (31) 

 

Figure 2. The analytical approximations of the 

velocity profile close to the orifice ( 2 n
sech ( )U y ). 

Table 1. The comparison of the dimensionless 

flow rates between analytic profiles 

Profile 
Dimensionless 

flowrate [-] 

The difference 

from Bickley-p. 

[%] 

Bickley 2 0 

2 2
sech ( )y

 

1.9056 -4.7 

2 3
sech ( )y

 

1.9138 -4.3 

“Top-hat” 2 0 

 

The non-dimensional flowrates were calculated 

as a basis for the comparison. The result can be seen 

in Table 1. The maximum difference compared to 

the Bickley profile was less than 5 %. 

3.2. The numerical velocity profiles 

It was necessary to carry out CFD simulations 

because in the case of parabolic velocity profile 

there are no analytical formulae for the transition 

profiles between the parabolic and the Bickley 

profile. In the case of top-hat profile n can take only 
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whole numbers and the transitional profiles between 

cannot be produced analytically. The CFD 

simulations were carried out on a fine, structured 

mesh by ANSYS CFX. The size of the orifice was 

δ = 1 mm, the cell-size was 0.05 mm in the 

investigated domain, which was 24 mm long. The 

simulation was carried out at Reglob=100. Reglob is 

the global Reynolds number in the flow defined by 

Eq. (32). 

 

Mean
glob

air

Re
δ U

ν
  (32) 

 

where νair = 1.545·10
-5

 m
2
/s is the kinematic 

viscosity of air at 25 °C and UMean = 1.545 m/s is 

the mean velocity at the orifice, which can be 

calculated based on the previous parameters. The 

global Reynolds number describes the whole flow. 

In contrast, the local Reynolds number belongs to a 

given cross-section and describes the local velocity 

profile. To be consistent with analytical profiles the 

specific quantities for the local Reynolds number 

were defined by Eq. (33) as UMax( x̂ ) is maximum 

velocity in a certain cross-section, L( x̂ ) is the width 

where the velocity is equal to 0.42·UMax, coming 

from the evaluation of Bickley profile at y=1 since 

sech
2
(1)≈0.42. In this case all the previously 

defined analytical and numerical profiles are non-

dimensionalized on the same way ( n1 1 ).  

 

Max

air

Re
 

ν

L U
  

 

(33) 

The further non-dimensional quantities were 

calculated by Eqs (34) to (35). 

 
ˆL   (34) 

Max

ˆ
L

U
   (35) 

  

where □̂ denotes the quantity with dimensions. 

 

Figure 3. The velocity profiles at various 

distances from the orifice. 

The velocity profiles are exported from CFX at 

various distances, shown in Figure 3. 

The OS equation was used in a non-

dimensional form, so that the velocity profiles had 

to be transformed into the same form. The 

transformed dimensionless velocity profiles can be 

seen in Figure 4, where the Bickley profile was also 

plotted. The velocity profiles turned more rapidly 

into Bickley profile in the case of parabolic outflow 

compared to the “top-hat” outflow. The Bickley 

profile was developed in both cases when x̂  ≳ 6-8 

mm, as it was noted experimentally by Nolle [3], 

too. Here, the usage of non-dimensional profiles 

highlights its advantage. If x̂  > 8 mm, the stability 

results for non-dimensional Bickley profile can be 

used after redimensionalization. If the dimensional 

form of the stability equations had been be used, the 

whole solution procedure of the OS equation should 

have been repeated instead of a simple 

redimensionalization. 

 

 

Figure 4. The dimensionless velocity profiles at 

various distances from the orifice. 
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a 

 

b 

 

c 

 

 
Figure 5. The velocity (a) and the length (b) 

scales and the local Reynolds number along the 

mean flow direction ( x̂ ). 

The various scales were also plotted along the 

mean flow direction in Figure 5. The following 

observation can be made based on Figs. 4 to 6 for 

the dimensional velocity profiles. Although the 

transformations to the Bickley-profile were rapid in 

both case, the two flows with different outflows at 

the orifice (parabolic, “top-hat”) are not identical 

even far from the nozzle. The maximum velocity is 

always a bit higher in the parabolic case (a), while 

the width of the jet is always a bit larger (b) in the 

“top-hat” case. The continuous increase of the local 

Reynolds number (c) is also observable, which was 

theoretically also derived far from the orifice [11]. 

4. THE SOLUTION METHOD AND THE 
RESULTS 

4.1. The solution method 

The following parameters should be determined 

or calculated in the Orr-Sommerfeld equation. The 

first one is the Reynolds number that could be a 

specified value (in a real flow, numerical velocity 

profiles) or an arbitrary parameter (in general, 

analytic velocity profile). The task is to determine 

the remaining two parameters, the wave number (α) 

and circular frequency (ω), which fulfil the 

condition in Eq. (28). These pairs are the solutions 

of the eigenvalue problem. Let us define the 

function D(Re, U, ω, α) (Eq. (36)) then we have to 

find the roots of this function (D=0). 

 

 
5 , , ,: ( 0)D ,  , ,  |Re UR ye U       (36) 

 

In the general case the wave both α and ω can 

be a complex number, but this means innumerable 

solutions. Here, the spatial stability analysis was 

used, the amplitude of the wave grows only in 

space, α = α r+ αi is a complex number, while ω is 

real. The spatial growth rate is µs = -αi. In 

experiments it is possible that the amplitude of the 

disturbance wave grows both in space and time, but 

comparison with experiments shows very good 

agreement with spatial stability analysisin the case 

of planar jets. 

The initial condition Eq. (21) for the differential 

equation system Eq. (22) is prescribed at y  . A 

sufficiently large y value has to be chosen such that 

the boundary conditions are approximately fulfilled 

and Eq. (5) is true. In the case of analytical profiles 

y = 12 was chosen where sech
2
(12) ≈ 10

-10
. In the 

case of numerical profiles the velocity in the far 

field is never zero because of numerical errors. Here 

a spatial window function, which is one at the 

centreline of the jet and zero far away from it, was 

used to avoid this problem. In this case the 

“infinity” was chosen as the width of the function: 

 y = 4. 

The critical point during the solution procedure 

is to determine the first eigenvalue pair. Here, we 

followed the idea of Sengupta [12]. In the first step 

the Reynolds number was fixed to 100 in the case 

of analytic profiles and to the calculated Reynolds 

number in the case numerical profiles. ω was also 

fixed at 0.1 in both cases. A fine grid was made in 

the α-plane αr ∈ [0,2] and αi ∈ [-2,1] and the 

differential equation was solved for each α  

parameter on the grid. The investigation on a larger 

area is not necessary because a lower αi means very 

rapid amplification, which is not observed 

experimentally. At the same time positive values 

mean decaying waves that are not interesting from 

our point of view. After that the ℜe(η5(0))=0 and 

𝔍m(η5(0))=0 contour lines were plotted and the 

intersection point of these lines is detected. These 

points are the eigenvalues corresponding to 

different modes and they are sorted according to 

ascending αi values, because lower values mean 

more rapid growth. It can be assumed that if the Re 

and ω parameters are changed slightly, the 

corresponding α values change only slightly. After 

one point is determined the next point was 

calculated by modifying slightly the parameters and 

using the Newton-Raphson method for which the 

initial guess was the previous solution. With this 

technique all eigenvalue pairs can be determined for 
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one mode starting from one known intersection 

point in the α plane. In this paper only the first 

mode was investigated. 

4.2. Results 

4.2.1 Results for the analytic profiles 

Our results for Bickley the profile are compared 

to those of Nolle [3] to verify our calculations, for 

high Reynolds number. The comparison at various 

Reynolds number can be seen in Figure 6. At  

Re = 1000 our results were almost identical to the 

results of Nolle that means the stability properties 

of the Bickley profile above this number are 

independent of the Reynolds number. 

Figure 6. The growth rate of the amplitude of 

perturbation velocity in the case of Bickley 

profile for various Reynolds numbers and in the 

inviscid case (Rayleigh). 

 

 

Figure 7. The growth rate of the amplitude of 

perturbation velocity for various ω, Re 

parameters in the case of analytic profiles  

( 2 n
sech ( )U y ). 

If we reduce the Reynolds number, the non-

dimensional growth rate also decreases. The critical 

Reynolds below which the growth rate is always 

negative (the perturbation decays) and the flow is 

stable, is Recrit ≈ 4.3. This number was also 

predicted to be 4.0 in [1] and [2]. This number was 

the same for all analytic profiles for any  

n = {1 ,2, 3} parameters, as shown also in Figure 7. 

There the dashed line means the neutral stability 

curve, where the growth rate of perturbation is zero. 

Another observation is the lower branch of neutral 

stability curve tends so rapidly to the ω = 0 axis in 

all cases that it is not visioble in Fig. 7, as 

calculated in [1] and [2] for the Bickley profile 

only. 

Beside the similarities there is significant 

difference between the results of the analytical 

profiles. At a given Reynolds number the growth 

rates were much higher for large n parameters 

except at low frequencies. This can be seen in 

Figure 8. These results show us that the growth of 

the perturbation velocity wave is more rapid close 

to the orifice (for large n). 

 

Figure 8. The growth rate of the amplitude of 

perturbation velocity at Re = 300 in the case of 

analytic profiles ( 2 n
sech ( )U y ) 

4.2.2 Results for the numerical profiles 

The results were the same in the case of 

numerical profiles. In Figure 9. the non-dimensional 

growth rates were plotted at various distances. The 

growth rates were higher for velocity profiles which 

are closer to the orifice, except at low frequencies.  

 

Figure 9. The non-dimensional growth rate of 

the amplitude of perturbation velocity in the case 

of numeric profiles at various distances from the 

orifice. 

The non-dimensional results were 

redimensionalized. The redimensionalized growth-

rates were plotted as a function of circular 

frequency in Figure 10. In this case the differences 
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were more significant, because the local width 

changes magnify the differences. The dimensional 

growth rate is inversely proportional to the length 

scale (Eq. (34)) which is the smaller closer to the 

orifice than far from it. 

 

 

Figure 10. The growth rate of the amplitude of 

the perturbation velocity in the case of numerical 

profiles at various distances from the orifice  

CONCLUSIONS 

In this paper linear stability investigations of 

various velocity profiles were carried out by the OS 

equation solved by the CMM. The main goal of the 

investigation was to give an explanation why the 

flow at the orifice is more sensitive than elsewhere. 

The stability results showed that the disturbances 

grow more rapidly closer to the orifice. These 

observations were valid to analytical velocity 

profiles as well as for numerical profiles obtained 

from CFD. In the case of analytical velocity profiles 

the critical Reynolds number was the same in all 

cases Recrit ≈ 4.3 and the non-dimensional growth 

rate is virtually independent of Re if Re ≳ 1000.  

The reason for the higher growth rate close to 

the orifice was twofold. The first reason was that 

the velocity profiles, that are closer to the top hat 

profile, have higher non-dimensional spatial growth 

rates. These profiles are closer to the orifice. The 

other one can be explained by the non-dimensional 

form of stability equations. The local length scale 

grows continuously from the orifice and the growth 

rate is inversely proportional to the local length 

scale for the same non-dimensional velocity profile. 
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ABSTRACT
This paper focuses on the study of possible

sources of cavitation in a 2.3 MW, 4.7 m3/s,
single-stage, double-suction, welded-casing centri-
fugal pump, in which the impeller was known to
suffer cavitational damage even in normal operating
conditions. As the pump operates continuously in
a power plant, it was impossible to perform meas-
urements, thus CFD techniques were used to address
the problem. Because of the lack of validation data,
another pump with slightly different inlet geometry
was also analysed by means of CFD, which oper-
ates cavitation-free. It was assumed that the cavit-
ation occurs in the former pump due to an improper
shape of the pump casing. The analysis concentrates
on the inlet region of the pumps and contains only
one half of the casings without the pressure side vo-
lute and the impeller blades. Both single-phase and
multiphase (water+vapour) computations were per-
formed. The results showed that the values of the
minimal pressure in the casings are significantly dif-
ferent for the two pumps proving that the cavitation
is indeed present in the first pump. It was also found
that the effect of the axial gap a between the im-
peller and the housing is negligible in the range of
a/D1 = 0.0012 to 0.022, with D1 being the impeller
inlet diameter.

Keywords: cavitation, CFD, double-suction cent-
rifugal pump

NOMENCLATURE
A [m2] cross-section
H [m] head of the pump
Himp [m] head of the impeller
Q [m3/s] volumetric flow rate
c [m/s] fluid mean velocity
d [m] diameter
dm [m] mean diameter of a gap
g [m/s2] acceleration of gravity

l [m] gap length
nnom [1/s] nominal speed of revolution
nq [ m0.75

min·s0.5 ] specific speed of revolution
p [Pa] pressure
δ [m] gap width
ηv [−] volumetric efficiency
λ [−] gap coefficient
µ [−] passage number
ν [m2/s] kinematic viscosity
ωf [rad/s] angular speed of the fluid
ωimp [rad/s] angular speed of the impeller
% [kg/m3] fluid density

Subscripts and Superscripts
BEP best efficiency point
gap in the gap between the impeller and cas-

ing
in, out at the inlet or outlet of the impeller
1/2 value related to the half of the impeller

1. INTRODUCTION
Cavitation might develop in centrifugal pumps

even if sufficient NPS H values are available, see
[1, 2, 3]. Unfortunately, physical cavitation – i.e. the
presence of relatively small cavitating regimes – may
cause severe damage yet will not be detected as, un-
like technical cavitation – the presence of large cavit-
ating regimes and/or blocked flow passages – it does
not cause a significant degradation in the hydraulic
performance, notable head and/or flow rate drop.

This paper presents a case study on a cooling wa-
ter pump, which operated at its best efficiency point
seemingly without any problem, yet the first regular
inspection revealed cavitational erosion on the im-
peller blades. Once the problem was reported, fur-
ther on-site investigation could not be performed due
to the need of the continuous operation of the power
plant. This lead to the idea of using numerical mod-
elling to reveal the origin of cavitation.

To overcome the problem of the unavailable hy-
draulic parameters – e.g. the value of the NPS Ha or
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the static pressure in the suction pipe – we decided to
perform CFD simulations on a non-cavitating pump
with nearly the same design. We shall refer to the ori-
ginal, cavitating pump as ’pump C’ while the second,
non-cavitating pump as ’pump NC’. Upon compar-
ing the flow patterns in these two pumps, the differ-
ences in the pressure distribution along the pump cas-
ings reveals the possible reasons of the cavitation.

This paper is organized as follows. Section 2
includes the specifications of the CFD computations
(geometry, mesh, boundary conditions, etc.), Section
3 presents the results, while Section 4 gives some
possible solutions on improving the hydraulic per-
formance. Finally, Section 5 concludes the study.

2. CFD SIMULATION

2.1. Examined pumps

The subject of the simulations were single-stage,
double-suction, welded-casing centrifugal pumps
with a semi-axial impeller as seen on the left-hand
side of Figure 1. Due to the welded-casing design,
a stiffener tongue was built in the suction pipe to
improve the rigidity of the pump casing. The spur
aimed to reduce the prerotation of the velocity field.
These features can be seen on the right-hand side of
Figure 1, where the outer casing of the pump had
been removed for better visibility. We shall refer to
this cavitating pump as ’pump C’.

Figure 1. CAD model of the pumps

The other, non-cavitating pump (we shall refer
to as ’pump NC’) is an earlier design, which op-
erates problem-free in several power plants. Pump
C is actually its modified version with a wider and
larger diameter impeller, but nearly the same cas-
ing. Table 1 contains the hydraulic parameters of the
pumps, while Figure 2 shows the inlet of the impeller
for pump NC. The contour of the gap ring and the
gap ring house was changed in pump C, because the
axial length of the gap ring had to be downsized due
to the wider impeller. (See Figure 6 and 7 for the
difference.) This shape modification was believed to
give rise to cavitation, hence great care was devoted
to accurate numerical simulation in this regime.

Table 1. Hydraulic parameters of the pumps

Pump NC Pump C
QBEP[m3/s] 4.725 5.5
HBEP[m] 45 30
nnom[1/s] 8.25 7.05
nq[−] 43.8 54.7

δ3

l

δ2

δ1

Figure 2. Sectional view of the gap ring and the
gap ring house in pump NC

2.2. Numerical models
2.2.1. Physical models

To explore whether the modified gap ring is re-
sponsible for the cavitation or not, steady-state simu-
lations were performed on both the original and mod-
ified geometries.

Examining the inlet flow in a pump near the BEP
usually allows neglecting the upstream effect of the
impeller, see e.g. [4, 5, 6]. However, the meas-
urements of Hajdú in [7] did not fully support this
statement as he measured slight prerotation even near
the BEP. Fáy in [8] explains this effect with the gap
flow entering the suction side with a velocity vec-
tor with both radial and circumferential component
rather than with the moving blades influence.

Considering all these effects, the steady-state
flow pattern would not change on the suction side of
a pump, if the impeller blades had been removed, but
the inlet gap flow had been kept. Furthermore if the
pump casing would be split in half along its sym-
metry plane, the flow patterns would be the same in
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each half. According to these the simplified phys-
ical model contained the half of the pump casing and
the half of the impeller only, but without the pressure
side volute and the impeller blades.

2.2.2. Estimation of the gap flow

The gap flow is an input parameter of the CFD
computations, hence it needs to be estimated for both
of the pumps. The calculations presented here are
based on the lecture notes of Kullmann [9] and the
work of Fűzy [10] and Bohl [11] while the results
will be compared to the measurement data collected
by Stoffel [12]. Both calculating methods require an
initial assumption, that the flow in the gaps is turbu-
lent, thus the hydraulic losses are proportional to the
square of the gap fluid velocity.

To estimate the gap flow rate the pressure differ-
ence has to be calculated on the sides of the gap first.
As seen on ‘Figure 2’, 3 gaps are presented between
the impeller and the casing. The axial gap (marked
with δ2) is one order of magnitude smaller than the
others, thus only δ2 had been considered in the estim-
ation.

The pressure difference can be calculated
between the inlet and outlet of the impeller in two
ways. ‘Eq. (1)’ considers the flow passage through
the gaps between the impeller and the pump casing,
while ‘Eq. (2)’ considers the flow passage through
the impeller. In the former equation the angular
speed of the fluid ωf can be approximated with the
half of ω, the angular speed of the impeller.

pout − pin = ∆pgap +
%

2
·

d2
out

4
−

d2
in

4

 · ω2
f (1)

pout − pin = % · g · Himp +
%

2
· (c2

in − c2
out) (2)

Arranging ‘Eq. (1)’ and ‘Eq. (2)’ ∆pgap can be
calculated. The flow rate through the gap can be
estimated using ‘Eq. (3)’. The calculation of µ is
presented in ‘Eq. (4)’ according to Fűzy [10].

Qgap,1/2 = µ · Agap ·

√
2 · ∆pgap

%
(3)

µ =
1√

λ·l
2·δ + 1.5

(4)

In ‘Eq. (4)’ λ stays for the gap coefficient, which
is a quantity analogue to the wall-friction coefficient.
Fűzy [10] publishes a nomogram, from where the
value of λ can be read as a function of δ and the
l/δ ratio in the range of 0 − 0.3mm and 400 − 800
respectively.

Another way to estimate the volumetric flow rate
through a gap is presented in ‘Eq. (5)’ according to

Bohl [11].

Qgap,1/2 = π · dm · δ ·

√
∆pgap · δ

2 · l · %
·3.45 + 5.52 · log

δ

2 · ν
·

√
∆pgap · δ

2 · l · %


(5)

Once the gap flow rate is known, the volumetric
efficiency of a pump can be calculated by means of
‘Eq. (6)’. According to Stoffel [12] the gap-related
Reynolds-number can be calculated with ‘Eq. (7)’
and the volumetric efficiencies can be verified with
the aid of ‘Figure 3’, where different types of effi-
ciency are presented as the function of the specific
speed of revolution nq and which is based on meas-
urement data on real-life pumps.

ηv =
Qnom,1/2

Qnom,1/2 + Qgap,1/2
(6)

Regap =
cgap · δ

ν
(7)

Figure 3. Different types of efficiency in pumps
based on measurement data (Originally published
by Stoffel [12].)

The methods described above gave a different
value for the gap flow rate both in the case of pump
C and pump NC. The gap-related Reynolds-number
suggested that the flow is turbulent in both cases.
Comparing the values with the ones presented on
‘Figure 3’ the method of Fűzy [10] showed a bet-
ter approach for the gap flow rate. Thus the results
from that calculation had been used by setting up the
numerical simulations.

2.2.3. Simulation parameters

The numerical meshing and the simulations was
carried out with commercialized codes, namely An-
sys ICEM and Ansys CFX. The numerical grid con-
tained tetra elements in the free-stream and prismatic
elements near the walls in a total number of approx-
imately 14 million. The prismatic layers had been set
up to allow the solver to use wall-functions beside the
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SST turbulence model during the computation.
To avoid backflow at the boundaries, the velo-

city vectors had been prescribed at the gap flow in-
let and the outlet of the geometry as seen on ‘Fig-
ure 4’ and the total pressure had been defined at the
inlet. The latter value was 1[bar] in each simula-
tion to let the flow patterns comparable in both of
the pump casings. The inlet gap flow velocity had
both radial and circumferential components, the lat-
ter being half of the rotational speed of the impeller,
i.e. ∝ ωimp/2. The velocity vectors on the outlet
had been prescribed to be perpendicular to the sur-
face of the outlet and the absolute value of the speed
had been calculated from adding the half of the nom-
inal volume flow rate of the pump Qnom,1/2 and the
gap flow Qgap,1/2 calculated according to Fűzy [10]
divided by the area of the outlet surface.

Figure 4. Velocity vectors at the boundaries of the
computational geometry

Furthermore, calculations were performed with
and without modelling the cavitation. Cavitation
was added with the built-in implementation of the
Rayleigh–Plesset equation of the Ansys CFX. Sev-
eral simulations were performed on a modified geo-
metry as well, to study the importance of the axial
size of the gap δ3 (See on ‘Figure 2’.) and the flow
rate of the pump.

3. RESULTS
3.1. Comparing the numerical values

‘Table 2’ summarizes the results of the simula-
tions carried out on the model of the non-cavitating
and possibly cavitating pump, the latter had been in-
vestigated by the flow rate slightly changed and the
by the radial gap δ3 excessively changed.

It is important to mention, that the inlet total
pressure had been defined arbitrarily to 1[bar], be-
cause the valid pressure value in the suction pipe was
not available. With this assumption the flow patterns
were even so comparable, but the absolute values of
the results are meaningless.

The parameters showed in ‘Table 2’ are the min-

imal static pressure in the fluid region pmin, the min-
imal static pressure in the section of the leading edges
of the impeller blades pmin,in and the absolute value
of the maximal velocity in the fluid region vmax.

Table 2. Results of the simulations (Total pressure
at the inlet: 1[bar])

Pump pmin[]Pa] pmin,in[Pa] vmax[m/s]
NC 3600 58000 13
C (w/ R–
P)

290 39900 15

C −8500 34700 13.5
C (0.8Q) 30100 51300 12.7
C (1.1Q) −34700 10100 15
C (0.1δ3) n.f. n.f. n.f.
C (1.9δ3) −7500 36900 13.3

The results of pump NC can be considered as a
reference. The results of pump C differs significantly
even with the Rayleigh–Plesset-equation taken into
consideration (w/ R–P), whether not. As it can be
seen, comparing pmin of the latter two, modelling the
cavitation describes a lower limit to the static pres-
sure, which would complicate the comparison of the
other simulations. Thus these simulations were per-
formed without the Rayleigh–Plesset equation.

Changing the volumetric flow rate causes obvi-
ous changes in the minimal pressure and the maximal
velocity, but it is noteworthy, that the slight upraise
of the flow rate causes excessive drop in the minimal
pressure.

Widening the gap δ3 has marginal effect, as it
was expected, but when this gap widens on one side
of the impeller, it has to be narrowing on the other.
Unfortunately, narrowing this gap resulted in large
steps in the size of the mesh elements near the gap
flow inlet. This led to converged, but clearly wrong
results according numerical failure (n.f.). Thus, the
results of this simulation has not been presented here.

3.2. Comparing the flow patterns
Comparing the numerical values could show if

the cavitation presented in the fluid domain. To bring
the reason of the cavitation to light, the flow pat-
terns have to be examined. According to the nu-
merical results, the flow patterns in pump NC and in
pump C (non-modified, Rayleigh–Plesset-equation
applied) had been compared.

The distribution of the static pressure on the gap
ring house, on the gap ring and in the section of the
leading edges of the impeller blades can be seen on
‘Figure 5’. The left side shows pump NC, the right
side does pump C.

The macro-view of the flow pattern is defined by
the pipe-bend-like shape of the pump casing, which
is common in the examined pumps. Thus, the min-
imal pressure point in the section of the leading edge
of the impeller blades is at nearly the same place
in both of the pumps, but the absolute value of it
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is smaller in pump C. The overall minimal pressure
point lays on the gap ring house in each pump in the
vicinity of the excessive bends. It is also visible, that
the low-pressure area in pump C is bigger either on
the gap ring house and in the emphasized section.

Figure 5. Pressure distribution at the inlet of the
impeller. Left side: pump NC, right side: pump
C.

The location of the minimal pressure zone is
seen also on ‘Figure 6’ and on ‘Figure 7’, where the
velocity distributions had been visualized in the me-
ridional section of the overall minimal pressure point.
These figures clearly show the difference in the geo-
metry as well.

In both of the pumps the gap ring and the gap
ring house take the role of a confuser, which condi-
tions the flow before it enters the impeller. In case of
pump C (‘Figure 7’), this confuser cannot perform
fully its task, because the flow separates after the
small-radius bend. It is presumable, that this shape
feature is in charge for the cavitation occur.

Visualizing the cavitational area in the fluid do-
main (‘Figure 8’) verifies the earlier suspicion, va-
pour are presented only at the gap ring house of pump
C at the small-radius bend.

‘Figure 9’ shows the velocity vectors in the sec-
tion of the leading edges of the impeller blades in
pump C, but they are very similar in pump NC as
well. (The spur had been illustrated for better under-
standing.) Although a prerotation-free velocity field
would be beneficial, two counter-rotating zone can be
observed yet. One is right behind the spur and one is
nearly in the extension of the stiffener tongue. The
earlier is more-or-less obvious looking at the shape
of the spur, but the latter foreshadows a stagnation
zone above or under the stiffener tongue.

Figure 6. Velocity contours in the meridional sec-
tion of the minimal pressure - pump NC, flow dir-
ection: ←

Figure 7. Velocity contours in the meridional sec-
tion of the minimal pressure - pump C, flow dir-
ection: ←

Observing the streamlines shown on ‘Figure 10’
the latter presumption looks verified, a whirling zone
can be seen under the tongue and one can be seen in
the upper side of the suction volute as well.

The area of three cross-sections had been calcu-
lated under tongue, the results are on ‘Figure 11’.
According to these, the tongue and the lower part of
the pump casing form a diffuser together, which leads
to the forming of a stagnation zone in it.

The visualization of the q-criterion had been car-
ried out on ‘Figure 12’, in which a significant vortex
can be seen in the upper side of the suction volute.
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Figure 8. Cavitational bubbles on the gap ring
house of pump C

Figure 9. Velocity vectors in the section of the
leading edges of the impeller blades - pump C

4. IMPROVING POSSIBILITIES OF THE
SUCTION PERFORMANCE

Based on the results described earlier, the initial
presume, that the wrong shape feature leads to cavit-
ation in pump C is right. However, looking at the
entire flow pattern in the pumps, there are more pos-
sibilities to avoid cavitation during operation.

The manifest solution is to redesign the shape of

Figure 10. Streamlines started from the inlet in
pump C

Figure 11. Areas of the cross-sections under the
stiffener tongue

Figure 12. Vortex detected with q-criterion in
pump C

the gap ring house in pump C, even in a similar style
as can be found in pump NC. In the latter case the
confuser is formed by the gap ring house and the gap
ring together before the impeller, while in the earlier
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case only the gap ring house takes the role of the
confuser. It means larger confuser-angle which leads
to the separation of the flow right after the smallest-
radius bend. This can be the reason of why the cavit-
ation occurs in pump C, but in pump NC not despite
of the similar casings.

According to the results of the simulations, the
overall suction performance could be upgraded by
redesigning the stiffener tongue, or by reconsider its
angle of attack at least. The redesigning of the up-
per side of the suction volute could help the suction
performance as well.

5. SUMMARY
The aim of the work described in present paper

was to bring the reason of the cavitational damage in
a double-suction centrifugal pump to light. To ad-
dress this problem a non-standard method had been
chosen by simulating two similar pump casings and
by comparing the results to each other. In the sim-
ulation set-up process, the gap flow between the im-
peller and the pump casing had been estimated ac-
cording to two different literature.

According to the comparison of the flow patterns
in the two, basically similar pump casing, the reason
of the cavitational damage is a small-radius bend on
the inlet side gap ring house. Although the correction
of this shape feature would be satisfactory to avoid
cavitation, there are further possibilities to improve
the suction performance of the pumps built with this
design of pump casing. The most important one is to
adjust the angle of attack of the stiffener tongue built
in the suction volute.

The results seen in the paper were computed
with an arbitrarily chosen suction side pressure, thus
the absolute values can be different in the real life
pumps, so the size of the cavitational zones shown
on ‘Figure 8’.
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ABSTRACT 

The Lattice Boltzmann method (LBM) is found 

highly suitable for complex geometries like flow in 

porous media due to many advantages. In the 

current study LBM is used to simulate flow through 

porous media and to calculate the resulting 

permeability value. Three different flow 

configurations are studied: first by manually 

specifying solid cells in a face centered cube (FCC); 

then in a body centered cube (BCC); and finally by 

reading the fluid and solid cells for an arbitrary 3D 

geometry from a set of 2D computed tomography 

(CT) images. It was found that the current LBM 

simulation yields good estimates for the 

permeability value. It was also observed that higher 

resolutions lead to more accurate results. The multi 

relaxation time (MRT) model showed a lower 

viscosity dependence in comparison with the single 

relaxation time (SRT) model. At the lowest value 

for the relaxation time, the Guo-SRT approach 

showed a better accuracy compared to Shan-Chen 

and Guo-MRT, while Guo-MRT model is superior 

at higher relaxation times. The last test case proved 

that a set of 2D images of an arbitrary geometry can 

yield the main characteristics of a 3D porous media.  

 

Keywords: lattice Boltzmann method, porous 

media, permeability 

NOMENCLATURE  

 

D [m] sphere diameter 

F [N] Force vector 

M [-] Transformation matrix 

S [-] collision matrix 

M [-] Mach number 

P [Pa] pressure 

U [m/s] velocity magnitude 

Re [-] Reynolds number 

b [N] body force 

c [m/s] lattice velocity vector 

cs [m/s] sound speed 

f [-] distribution function 

k [m
2
] permeability 

u [m/s] macroscopic velocity vector 

v [m/s] shifted velocity vector 

x [m] position vector 

Δt [s] time step 

 

μ [Pa.s] Dynamic viscosity 

ν [m
2
/s] Kinematic viscosity 

ζ [m/s] velocity 

ρ [kg/m
3
] density 

τ [-] relaxation parameter 

φ [-] porosity 

ω [-] lattice weight coefficient 

 

Subscripts and Superscripts 

 

f force 

s sound 

eq equilibrium 

− mean 

^ moment space 

1. INTRODUCTION 

Flow through a porous media is one of the most 

attracting engineering subjects due to wide practical 

applications, ranging from catalysts, to mineral 

rocks, biomedical engineering and filter simulation. 

Permeability is perhaps the most important 

property in the study of a porous media. It is a 

measure of the ability of a porous media to transmit 

fluids. Because of costs and time-consuming nature 

of experimental analysis it is often preferred to 

determine the permeability by numerical 
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simulations. Standard Navier-Stokes codes fail in 

many cases to represent flow behavior in porous 

media, due to poor convergence and instability 

problems. Additionally, very complex meshing 

strategies are needed. LBM has emerged in the 

recent decades as an alternative to the Navier-

Stokes equations (NSE) [1, 2]. LBM is based on the 

mesoscopic physics of Lattice Gas Automata 

(LGA) [3]. It can be also obtained from the 

discretized Boltzmann equation. LBM was shown 

to be equivalent to an explicit, first-order in time, 

second-order in space finite difference 

approximation of the NSE [4]. Locality of 

calculations and easy implementation of no-slip 

boundary condition in complex geometries and 

efficient parallelization makes the LBM very 

efficient for flows with complex geometries [5]. 

The permeability can be calculated from the 

Darcy’s law [6] in the limit of low Reynolds 

number and is related to the mean flow velocity and 

the applied pressure gradient: 

 

.
U

k
dP

dx


 

 
 
 

 
(1) 

In Eq. (1), U is the mean velocity in the flow 

field and dP

dx
is applied pressure gradient. In LBM 

instead of the pressure gradient a uniform body 

force bf can be used, which produces the same 

amount of flow rate as the pressure-driven flow. 

One should note that the Darcy’s law is only valid 

in the limit of very low Reynolds number (Re), say 

Re<1. At high Reynolds numbers the contribution 

of fluid inertia to pressure drop becomes significant 

and the permeability varies with flow conditions. In 

such a case, non-Darcy effects must be taken into 

account. 

One of the earliest applications of LBM in 

porous media simulation can be traced back to the 

work of Succi et al. [7]. They reported the validity 

of the lattice-Boltzmann model for flow simulation 

in complex 3D geometries. Since then many 

researchers have utilized LBM approach for 

different cases of single or multi-phase porous 

media flows. Pan et al. [8] investigated the effect of 

single or multi relaxation time approaches. They 

also studied the influence of different bounce-back 

implementations on accuracy of results for different 

sets of packs. Degruyter et al. [9] combined X-ray 

microtomography and LBM to study flow 

characteristics in samples from different silicic 

volcanic deposits. Chukwudozie and Tyagi [10] 

modeled fluid flows in periodic arrays of sphere 

packs using LBM and different macroscopic flow 

parameters such as permeability, tortuosity, and β 

factor were calculated. They also studied the test 

case of an irregular pack of uniform-diameter 

spheres constructed from CT images.  

This paper is organized as follows. In section 2 

a brief description of LBM and relevant equations 

will be given. Section 3 includes the results which 

have been obtained for three cases. Permeability 

values are calculated and the influence of various 

factors is examined. Finally, conclusions are 

extracted and given as the last section of this study. 

2. LBM 

The LBM describes the evolution of a 

discretized particle distribution function, f(x, t, ξ), 

which represents the probability of finding a 

fictitious particle in a certain location x with a 

certain velocity ξ at a certain time t.  

A discretization of the Boltzmann equation in 

time and space, and the conversion of the space of 

velocities {ξ} into a finite set of velocities {ci} 

within which the particles are allowed to move in 

the lattice, leads to the lattice Boltzmann equation: 

 

( )

( , ) ( , t)

1
( , t) ( , t) ,

i i i

eq

i i

f t t t f

f f


     

   

x c x

x x
 (2) 

 

where fi is the distribution function of particles 

moving with speed ci and the right hand side 

accounts for the SRT-Bhatnagar, Gross and Krook 

(BGK) collision term [11] in which the collision 

operator is based on the SRT approximation to the 

local equilibrium distribution. Here, τ is the 

dimensionless mean relaxation time and Δt is the 

time step. The equilibrium distribution function
( ) ( , t)eq

if x
 
can be written as:  
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c u c u
 (3) 

 

where u is the velcocity vector, u is its magnitude, 

ωi is the weight associated with the velocity ci, and 

the sound speed cs is model-dependent. The 

macroscopic velocity u in Eq. (3) must satisfy the 

requirement for low Mach number M, i.e., that |u|/cs 

= M << 1.  

In the present work, for three-dimensional 

flows, the nineteen-velocity model (D3Q19) is 

applied. The D3Q19 model has the velocity vectors 

ci={cix, ciy, ciz} where cix= (0, 1, -1, 0, 0, 0, 0, 1, -1, 

1, -1, 1, -1, 1, -1, 0, 0, 0, 0 ), ciy= (0, 0, 0, 1, -1, 0, 0, 

1, 1, -1, -1, 0, 0, 0, 0, 1, -1, 1, -1) and ciz= (0, 0, 0, 0, 

0, 1, -1, 0, 0, 0, 0, 1, 1, -1, -1, 1, 1, -1, -1). The 

weight coefficients are: ω1=1/3, ω2 = … = ω7=1/18, 

ω8 = … = ω19= 1/36. The sound speed in Eq. (3) is 

then given in non-dimensional form by cs=1/ 3 . 

Macroscopic quantities including density and 

velocity are defined by the 0th and 1st moments of 

the probability distribution function (PDF), 

respectively: 
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f   
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i

f u c  
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Conceptually, the SRT-LBM algorithm is 

implemented in two stages: first, the collision of 

particles, which controls the relaxation toward 

equilibrium; and in a second step, the streaming of 

particles in which distribution functions are shifted 

to the neighboring lattice cells. 

 

( )

:

( , ) ( , t) ( , t) ( , t) ,eq

i i i i

Collision

t
f t f f f




     x x x x

 (6) 

: ( , ) ( , t),i i iStreaming f t t t f    x c x  (7) 

 

where the relaxation parameter (τ) in Eq. (6) is 

related to the kinematic lattice viscosity, ν, through: 

 

21
.

2
sc t 

 
   
 

 (8) 

 

In order to apply the body force into LBM we 

have used two force schemes: Shan and Chen [12] 

and Guo et al. [13]. In the former scheme, the 

equilibrium velocity in Eq. (3) is shifted by using v 

instead of u: 

 

.



 v u F  (9) 

 

Guo et al. [13] proposed the split-forcing LBM, 

which enables the LBM to recover the NSE (mass 

and momentum conservation equation) with 

second-order accuracy. In this model, a force term 

is first added to the RHS of Eq. (2): 
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and momentum is redefined by adding a force term: 
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Correspondingly, they used the discrete force 

distribution function in Eq. (10) as: 
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2.1 MRT-LBM 

In order to circumvent the limitations of SRT, 

in particular model instability at low relaxation 

times, the MRT model was introduced [14].  

In the MRT model, different moments of the 

distribution function relax at different rates, while 

in SRT model, all moments relax at the same rate. 

MRT allows defining individual relaxation 

parameters for all the variables by construction of a 

collision matrix, providing the maximal number of 

degrees of freedom to optimize LBM stability. For 

MRT, the evolution takes place in a moment space 

instead of velocity space. The MRT-LBM equation 

with a force term can be written as: 

 

1

( , )

1ˆ ˆ ˆ( , t) ( )
2

i

eq

F

t t t



    

        

f x c

f x M S f f I S f
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with ˆ
F Ff Mf and    0 1 180, ,18

, , ,
T

F i i
F F F F

 
  f  

in D3Q19 model. The forcing term (Fi) has the 

same form as Eq. (12). Here, M is 19×19 

transformation matrix and S is a diagonal collision 

matrix in moment space, and its elements are 

relaxation times for the respective moments. Further 

details can be found in [5, 14]. 

3. RESULTS 

In this section the simulation results of an FCC 

and a BCC cube and an arbitrary porous media 

(created by a set of CT images) will be presented. 

The simulations are carried out using the in-house 

LBM code Alborz developed in our group with a 

D3Q19 stencil.  

3.1 CASE A: FCC structure 

This part describes the simulation results for an 

FCC cube. Two node types can be distinguished in 

the geometry: fluid nodes (1) and solid nodes (0). 

Solid nodes in this case are manually set in the 

LBM code using appropriate equations of spheres. 

Geometry of the test case is shown in Figure 1. The 

relation of each cube side size with respect to 

sphere diameter is given in the same figure. 

Porosity as defined by the fraction of void 

space to the total space is φ=0.25952. The 

permeability in this FCC cube has been previously 

determined by solving unsteady Stokes equations 

for the microscopic flow by Chapman and Higdon 

[15]. They have reported the dimensionless 

permeability (k
*
/D

2
) based on the sphere diameter 

of 1.736×10
-4

. 

Initial conditions for the flow simulations in our 

study are zero velocity and uniform lattice density 

of 1.0 throughout the domain. A constant body 

force is applied along X direction. Boundary 

condition on solid nodes is the half-way bounce 

back and periodic boundary condition is applied on 

all cube faces. The simulation continues until 

reaching a steady state condition where the 

permeability value no longer changes. 
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Figure 1. FCC packing (domain: D× 2D D ) 

Table 1 reports the calculated permeability for 

different sphere diameters, corresponding to 

different domain resolution using SRT-LBM. The 

relaxation parameter is τ=0.8 in all cases.  

It can be seen from the table that as the domain 

resolution increases dimensionless permeability 

gets closer to the reference, 1.736×10
-4

. The result 

at the lowest resolution (D=20) is found to be quite 

far from the expected value. However, the results of 

D=100, and even more for D=200 are excellent, 

with less than 2% error. It should be also noticed 

that to keep the Darcy’s law valid for these 

calculations, small body force values are 

considered, to ensure low Reynolds number. 

Reynolds number is calculated based on the mean 

flow velocity, sphere diameter and kinematic 

viscosity: 

 

Re .
UD


  (14) 

 

Table 1. FCC packing results for different 

diameters 

 
 

Figure 2 depicts the steady state velocity field 

for case No. 3 of Table 1 where the velocity 

distribution on the cube sides can be observed. The 

reported velocity is in LB units and along X 

direction.  

Figure 3 illustrates the flow field on a 2-D slice 

at the middle Z-position of Fig. 2. It can be realized 

that the center of the domain has a much lower 

velocity compared to the area between the spheres. 

 

 

Figure 2. Flow field detail of FCC packing 

 

 

 
Figure 3. Slice of FCC cube geometry 

 

3.2 CASE B: BCC structure  

The second case that is studied here is a BCC 

structure, as seen in Figure 4. The sphere diameter 

is D and the cube length in each direction is about 

1.1547D which results in a porosity of φ= 0.31982.  

 

 

Figure 4. BCC packing (
2 3 2 3 2 3

D× D× D
3 3 3

) 

 

Case D k /D
2x10

-4 Error (%) Re

1 20 1.360 -21.67 0.0011

2 50 1.821 4.92 0.0228

3 100 1.704 -1.83 0.0017

4 200 1.750 0.83 0.0140
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Table 2. BCC packing results for different 

sphere diameters, methods, and relaxation times 

 
 

Initial conditions of flow field are similar to 

case A and fluid flows through the sphere pack 

along X direction by means of a body force of 

1.0×10
-7

. Chapman and Higdon [15] reported 

dimensionless permeability value (k
*
/D

2
) of 

5.023×10
-4

. Table 2 reports calculated permeability 

using three approaches: Shan-Chen SRT (SC-SRT), 

Guo-SRT (G-SRT) and Guo-MRT (G-MRT) for 36 

different cases. The results are presented for various 

relaxation times and domain resolutions. 

Figures 5-7 are plotted using the data of Table 2 

and represent k/k
*
 vs. sphere diameter for different 

relaxation times. One can see immediately that as 

the domain resolution increases the results get much 

closer to the reference value. For example the 

predicted permeability with G-MRT approach for 

τ=0.8 and D=173.21 shows less than 0.2% error. It 

is seen from Fig. 5 that for τ=0.6, the G-SRT model 

has the highest accuracy compared to SC-SRT and 

G-MRT for all domain resolutions. However, for 

τ=0.8 and τ=1.0, the G-MRT approach shows its 

superiority, especially for higher resolutions. It is 

interesting that for τ=0.8 and τ=1.0, G-SRT shows 

the poorest results. However, all schemes approach 

each other and converge toward the reference value 

as D increases. It can be also observed from Figs. 5-

7 that SC-SRT and G-MRT results are very close to 

each other at D=43.3 for all τ values. Probably it is 

the limit beyond which G-MRT is superior to SC-

SRT at τ=0.8, 1.0 while SC-SRT is superior for 

τ=0.6. It can be also concluded from Figs. 5 and 7 

that all methods underpredict permeability at τ=0.6, 

while at τ=1.0 all predicted values are higher than 

the expected value of k
*
/D

2
=5.023×10

-4
. 

Figures 8-11 represent k/k
*
 vs. relaxation 

parameter for different D values. It can be seen that 

for all D values, G-SRT model shows the highest 

difference between permeability values of τ=0.6 and 

τ=1.0. In contrast, G-MRT model shows the lowest 

sensitivity to this parameter at high resolution. For 

D=17.32 (the lowest domain resolution considered 

in this work), SC-SRT is even slightly better. 

Generally speaking, when considering only 

cases with a sufficient domain resolution (Cases 10-

36), the G-MRT model shows the best results for 

τ=0.8 and τ=1.0 while G-SRT is slightly better for 

τ=0.6.  

 

 

Figure 5. Dimensionless permeability vs. sphere 

diameter at τ=0.6 

 

Case D τ Method k /D
2
×10

-4 Error (%)

1 17.32 0.6 SC-SRT 3.95 -21.30

2 17.32 0.8 SC-SRT 4.71 -6.27

3 17.32 1 SC-SRT 5.28 5.06

4 17.32 0.6 G-SRT 4.57 -9.11

5 17.32 0.8 G-SRT 6.55 30.31

6 17.32 1 G-SRT 8.34 66.03

7 17.32 0.6 G-MRT 4.20 -16.32

8 17.32 0.8 G-MRT 5.52 9.87

9 17.32 1 G-MRT 6.54 30.16

10 43.30 0.6 SC-SRT 4.82 -3.97

11 43.30 0.8 SC-SRT 5.10 1.61

12 43.30 1 SC-SRT 5.29 5.24

13 43.30 0.6 G-SRT 4.92 -2.13

14 43.30 0.8 G-SRT 5.38 7.14

15 43.30 1 G-SRT 5.75 14.44

16 43.30 0.6 G-MRT 4.80 -4.40

17 43.30 0.8 G-MRT 5.10 1.56

18 43.30 1 G-MRT 5.29 5.34

19 86.60 0.6 SC-SRT 4.95 -1.49

20 86.60 0.8 SC-SRT 5.10 1.49

21 86.60 1 SC-SRT 5.18 3.17

22 86.60 0.6 G-SRT 4.97 -1.04

23 86.60 0.8 G-SRT 5.17 2.84

24 86.60 1 G-SRT 5.30 5.43

25 86.60 0.6 G-MRT 4.91 -2.28

26 86.60 0.8 G-MRT 5.03 0.13

27 86.60 1 G-MRT 5.09 1.41

28 173.21 0.6 SC-SRT 4.98 -0.80

29 173.21 0.8 SC-SRT 5.06 0.78

30 173.21 1 SC-SRT 5.10 1.54

31 173.21 0.6 G-SRT 4.99 -0.63

32 173.21 0.8 G-SRT 5.08 1.11

33 173.21 1 G-SRT 5.13 2.10

34 173.21 0.6 G-MRT 4.96 -1.26

35 173.21 0.8 G-MRT 5.01 -0.19

36 173.21 1 G-MRT 5.04 0.31 0.75
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10 30 50 70 90 110 130 150 170

k
/k

*

D

τ=0.6

SC-SRT G-SRT G-MRT

CMFF15-052 226



 

Figure 6. Dimensionless permeability vs. sphere 

diameter at τ=0.8 

 

 
Figure 7. Dimensionless permeability vs. sphere 

diameter at τ=1.0 

 

It is also interesting to compare the 

computational efficiency of these methods. For this 

purpose, the case with D=86.6 and τ=1.0 was 

selected. Table 3 shows wall clock time for 100 

iterations on a standard desktop PC (Core i5, 3.3 

GHz CPU, 16 GB RAM). It can be observed that 

SC-SRT is respectively 25 and 83% faster than G- 

SRT and G-MRT models, respectively. G-MRT 

model takes almost 1.47 times longer than G-SRT. 

The reason behind is that the G-MRT approach 

includes a force term in the calculations. 

Flow field detail is shown in Figure 12 for case 

20 of Table 2. Figure 13 depicts streamlines of the 

same case. 

 

Table 3. Computational time (s) for BCC 

structure 
 

 

 

Figure 8. Dimensionless permeability vs. 

relaxation parameter at D=17.32 

 

 
Figure 9. Dimensionless permeability vs. 

relaxation parameter at D=43.3 

 

 

 
Figure 10. Dimensionless permeability vs. 

relaxation parameter at D=86.6 

 

 

0.8

0.9

1.0

1.1

1.2

1.3

1.4

10 30 50 70 90 110 130 150 170

k
/k

*

D

τ=0.8

SC-SRT G-SRT G-MRT

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

10 30 50 70 90 110 130 150 170

k
/k

*

D

τ=1.0

SC-SRT G-SRT G-MRT

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

0.5 0.6 0.7 0.8 0.9 1 1.1

k
/k

*

τ

D=17.32

SC-SRT G-SRT G-MRT

0.80

0.85

0.90

0.95

1.00

1.05

1.10

1.15

1.20

0.5 0.6 0.7 0.8 0.9 1 1.1

k
/k

*

τ

D=43.3

SC-SRT G-SRT G-MRT

0.90

0.92

0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08

0.5 0.6 0.7 0.8 0.9 1 1.1

k
/k

*

τ

D=86.6

SC-SRT G-SRT G-MRT

Method D Time (s)

SC-SRT 86.6 11.28

G-SRT 86.6 14.12

G-MRT 86.6 20.73

CMFF15-052 227



 

Figure 11. Dimensionless permeability vs. 

relaxation parameter at D=173.21 

  

 
Figure 12. Flow field detail of BCC packing 

(Case 20) 

 

 

Figure 13. Streamlines of BCC packing (Case 20) 

3.3 CASE C  

In the last test case the geometry of a 3D porous 

media is constructed by a set of 2D images. Each 

image is captured by computed tomography 

technique. Combining LBM and CT technique 

allows detailed flow simulation in such complex 

geometries. However, corresponding simulations 

may demand powerful computational resources and 

there is a trade-off between the image resolution 

and the computational power. 

Here, a small section of a porous media has 

been chosen to investigate the effect of the image 

resolution on the results. To do so, we compare the 

calculated permeability at three image resolutions: 

1151×1151, 500×500 and 200×200. The number of 

images for all three cases is 20, which leads to 26.5, 

5.0 and 0.8 million grid cells, respectively.  

The simulation process is as follows: The CT 

images are first read by a MATLAB code and a so 

called geometry file (geometry.txt) is constructed 

over all images. This text file contains only 0 and 1, 

where 0 represents solid nodes (black in CT image) 

and 1 represents pore space (white in CT image). A 

sample of CT images in high and low resolutions is 

shown in Figs. 14a. and b. The geometry text file is 

then read by our LBM code and the computational 

domain is accordingly created, before starting LBM 

calculation. Then, LBM proceeds until reaching a 

steady state condition.  

Table 4 shows calculated permeability (in 

lattice units) and non-dimensional value based on 

the highest resolution. Relaxation parameter was set 

to τ=0.8 for all resolutions and Shan-Chen scheme 

with a constant body force was employed. It can be 

observed that reducing the image resolution leads as 

expected to an increasing error, 4.2 and 19 % error 

for 500×500 and 200×200 image sizes, respectively. 

Flow field on the same image of Fig. 14 is also 

shown in Figure 15. 

 

(a) 

(b) 

Figure 14. Sample image of porous media 

simulated. (a): 1151×1151  (b):200×200 
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Figure 15. Velocity distribution (Test case C) 

 

 

Table 4. Calculated permeability in test case C 

 

4. CONCLUSIONS 

In this paper LBM has been used to simulate 

fluid flow in porous media. Three different cases 

were studied. The first two ones are standard FCC 

and BCC structures. It was found that LBM can 

compute flow characteristics with high accuracy in 

such configurations. It was also found that domain 

resolution has a high influence on the results, since 

low resolutions may lead to completely misleading 

results. Furthermore, the influence of the force 

scheme was examined, comparing Guo-SRT, Guo-

MRT and Shan-Chen-SRT. It was shown that at the 

lowest relaxation time (τ=0.6) Guo-SRT yields the 

best results for all domain sizes, while Guo-MRT is 

more accurate at higher relaxation times. It was also 

observed that at a specific domain size, for all 

studied approaches, the predicted permeability 

increases with relaxation time. Comparing Guo-

SRT and Guo-MRT proved that Guo-MRT shows a 

lower dependency on the relaxation parameter and, 

thus, on viscosity. In the third case considered, 

geometry is created by a set of CT images and it 

was observed that a lower resolution leads to 

rapidly increasing errors compared to the high-

resolution LB simulation. 
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ABSTRACT 
The aim of this work was to study the mixing of 

granular material in a continuous blender. Two 
parameters, including impeller rotational speed and 
number of impeller blades, were studied by means 
of discrete element method simulations. Three 
levels were considered for each parameter. Results 
of this study revealed the details of blending 
process and illustrated the velocity profile of 
particles in a blender. Blending quality and dead-
zones in a blender were obtained through 
calculation of velocity fields in the blender. Effect 
of each parameter on residence time distribution of 
particles and quality of mixing were studied and 
discussed separately.   

Keywords: blade impeller, continuous blending, 
DEM, granular flow, powder mixing 

NOMENCLATURE 
 

FN [N] normal force 
FT [N] tangential force 
I [m4] moment of inertia of particle 
R [m] radius of particle 
S [Pa] shear modulus 
S2 [-] variance 
Y [Pa] Young’s modulus  
d [m] particle diameter 
g [m/s2] acceleration of gravity 
k [-] stiffness coefficient 
m [kg] mass of particle 
p [-] proportion of particles in a sample 
t [s] time 
v [m/s] particle velocity 
γ [-] damping coefficient 
 
Greek letters 
δ [m] displacement 

μs [-] sliding friction 
μτ [-] rolling friction 
ρ [kg/m3] particle density 
σ [-] Poisson’s ratio 
σ0

2 [-] upper limit of variance 
σs

2 [-] lower limit of variance 
ω [rad/s] angular velocity 
 
Subscripts and Superscripts 
 
N, T normal, tangential  
i, j index of particles 
− mean 
* effective 

1. INTRODUCTION  
Blending is a fundamental operation in various 

industries involving powders and particles [1-4]. 
The powder blending is believed to be the most 
important unit operation in various industries [5]. 
Consequently, several studies have been performed 
on modelling the blending process for reaching the 
optimum operating condition in various types of 
blenders. For instance, Pernenkil et al. [6] reviewed 
the most important researches on the blending 
process, emphasizing continuous operations. The 
DEM had been utilized as a powerful modelling 
tool in many powder blending simulations and is 
proved to be a reliable and applicable technique in 
various types of modelling [7].  

Various types of batch blenders have been 
widely studied in many research works. Vertical 
bladed mixers are widely used in laboratory as well 
as industry for mixing of powders [8, 9]. Many 
researchers have investigated effect of different 
operating conditions on blending performance in 
these types of blenders. Remy et al. [8] simulated 
the granular flow in a blender equipped with a four-
blade impeller using the DEM and reported that the 
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blade orientation has no effect on the speed of 
mixing and flow pattern of particles. On the other 
hand, they found that the system frictional 
specifications extremely affects the granular flow. 
Similar studies have been carried out using this type 
of blender, including studying velocity field of 
particles for different values of particle aspect ratio 
and bed depth [9], studying particle motion on a 
rotating flat blade over different blade angles and 
rotor speed in a similar blender using DEM [10], 
modelling granular flow of particles in a bladed 
mixer and studying the kinematics of flow [11, 12] 
and performance optimization of the blender 
considering two parameters: blade rake angle  and 
blade gap at the vessel bottom [13]. Chandratilleke 
et al. [13] utilized the Lacey mixing index as a scale 
of describing mixing quality, which is also used in 
this research. Effects of particles size and density on 
the quality of mixing in a binary mixture were also 
studied in a vertical bladed mixer [14] and optimum 
levels of parameters were found in order to reach 
the highest mixing quality.  

Other types of blenders have also attracted 
much attention. Ploughshare mixer is a prevalent 
powder blender which can be used in both batch 
and continuous operations. Early studies on this 
type of blender include experimental study on the 
effect of rotation speed and fill level on mixing by 
means of positron emission particle tracking 
(PEPT) [15]. Alian et al. [5] simulated ploughshare 
mixer using DEM and utilized the simulation for 
investigating the effect of mixer initial loading and 
impeller rotation speed on the mixing efficiency. 
Laurent et al. [16] performed a comparative study 
on ploughshare mixer using DEM and compared the 
simulation results with experimental data obtained 
by PEPT. Blending in paddle mixers has been also 
investigated by different researchers. Hassanpour et 
al. [17] simulated a paddle mixer using the DEM 
and studied particle motion in this mixer. They also 
showed that the DEM can be utilized to forecast 
particle flow in a mixer. Simulation of the coating 
process in a paddle mixer was also performed using 
the DEM and effect of particle size distribution was 
studied on the dynamics of particle flow and 
coating uniformity [18]. Another type of industrial 
blender is horizontal bladed mixer which is 
geometrically similar to the blender presented in 
this work, which consists of a horizontal vessel and 
a bladed impeller operating continuously.  Batch 
operation of this blender was studied by Laurent et 
al. [19] in which they studied the influence of rotor 
speed on velocity field of particles and axial 
dispersion coefficient in a six-bladed horizontal 
blender.  

Despite of its vast industrial application, 
continuous operation has attracted less attention of 
researches so far in comparison with batch blenders. 
The majority of investigations about continuous 
blenders have been accomplished by Sarkar et al. 

[20-22]. They studied, using DEM, how the 
operating conditions, including impeller rotation 
and fill level, affect the operation of a horizontal 
bladed continuous mixer [20]. It was shown that 
Froude number and vessel fill level strongly 
influence the particle flow pattern in this mixer. In 
another study, Sarkar et al. [21] investigated the 
effect of inter-particle cohesion at various impeller 
speeds and fill levels in a similar continuous 
blender. Sarkar et al. [22] also accomplished a 
DEM simulation utilizing periodic slicing approach 
in a continuous blender and compared its results 
with their previous works. Markov chains were also 
utilized for simulating of continuous operation for 
powder mixing [23]. Combination of 
Computational fluid dynamics (CFD) and DEM is 
utilized to study particles mixing patterns in 
fluidized beds by Norouzi et al. [24, 25]. 

This work aims to study the effect of impeller 
rotation speed and number of impeller blades on the 
particle flow pattern, residence time distribution 
(RTD) of solids and mixing quality in a paddle 
blender vessel. For this purpose, a binary mixture of 
two different powders with different sizes and 
densities were inserted in a horizontal continuous 
mixer. By studying the particle flow pattern inside 
the blender, the dead-zones were also identified. 
Mean velocity of particles were plotted versus time 
and   RTD analysis was accomplished by entering a 
pulse tracer flow in the blender and measuring the 
exit time of these particles. The quality of mixing 
was measured using Lacey index. 

2. MODEL  

2.1. DEM 
DEM is a numerical method which is mainly 

used for simulating motion of particles. Cundall et 
al. [26] developed the DEM for the first time and it 
is now widely used in various applications for 
different purposes. The DEM is mainly based on the 
Newton’s second law of motion which implies that 
the acceleration of a rigid body depends on the sum 
of all forces acting to it. This technique traces the 
motion of particles and their position at different 
time steps is numerically calculated by knowing the 
net force exerted on them. These forces are mainly 
gravity and contact forces. Since there are no 
meaningful effects of air velocity on the motion of 
particles, the effect of drag force on particles would 
be negligible. Two basic laws for calculation of 
particles motion in the DEM are: 
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where mi, g, vi, Ii, ωi and Ri are mass, gravity 
acceleration, velocity, moment of inertia, angular 
velocity and radius of particle i, respectively. The 
contact model in this research was based on the 
Hertzian contact theory [27] which describes the 
normal and tangential forces by: 

 
4/12/3 ~  ~

nnnnn
N kF    (3) 

 

4/1~ ~
ntttt

T kF    (4)  

 
in which k, δ and γ show stiffness coefficients, 
displacements and damping coefficients in normal 
and tangential directions. Stiffness coefficient is a 
function of Young’s modulus, shear modulus and 
Poisson’s ratio in the form of the following 
formulas:  
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where Y, R*, σ and S are Young’s modulus, effective 
radius, Poisson’s ratio and shear modulus, 
respectively. Definition of tangential displacement, 
Young’s and shear modulus, effective radius and 
damping coefficient could be found elsewhere [27].  

As stated before, the quality of mixing in this 
research is represented by the Lacey index (LI) [28] 
which is described by: 
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where σ0

2 and σR
2 are upper (complete segregation) 

and lower limits (random mixing) of variance in the 
two-component mixture which are defined by: 
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in which p is the fraction of components and n is the 
total number of particles in the sample. σ2 is also 
defined by:  
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and N , y  are, respectively, number of samples and 
mean value of y in different samples. 

2.2. Blender Geometry 
Three geometries with different number of 

blades (6, 7 and 8 sets of blades) were considered in 
this work. Figure 1 demonstrates the geometry for 7 
sets of impellers. Dimensions of the blender are also 
specified on this figure. 

 

Figure 1. Blender geometry and sizes for 7 
bladed impeller. Length of the blender and blade 
spacing are 41 and 5.26 cm, respectively. 

Entrance and exit location of particles are 
specified in the geometry at the two bottoms of the 
vessel. The shaft is located at the centre of the 
vessel. In each set of blades, four blades in the 
format and dimensions of Figure 2 are placed on the 
shaft. 
 

 

Figure 2. Blade dimensions 

2.3. Simulation Parameters 
Values of all simulation parameters are listed in 

Table 1. 
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Table 1. Simulation parameters 

Variable Symbol Value 
Young’s modulus  Y 4×107 Pa
Poisson’s ratio  σ 0.25
Coefficient of restitution e 0.5 
Rolling friction 
coefficient 

μτ 0.05 

Sliding friction coefficient μs 0.3 
Particle radius  r 1.5 and 

2.5 mm 
Particle density* ρ 800 and 

100 kg/m3 
Time step Δt 0.00001 s
Simulation time - 40 s 
* Particles densities are set on 800 and 1000 kg/m3 
for particles with diameters of 3 and 5 mm 
respectively. 

3. RESULT AND DISCUSSION 
The time required for reaching the steady state 

condition in simulations can be determined by 
plotting the total number of particles inside the 
blender as a function of time. Figures 3.a and 3.b 
show how this time varies with changing the 
rotation speed and number of impellers, 
respectively. 

Fig. 3.a demonstrates that the number of 
particles in the blender increases with increasing the 
rotation period (i.e., decreasing the impeller rotation 
speed). It is also obvious that the system reaches 
steady state condition after about 10 seconds in all 
cases. Consequently, for analysis of RTD, the 
tracers were injected into the vessel after this time 
and in all cases tracers were inserted at t = 15 s. 
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Figure 3. Total number of particles in blender 
(a) different impeller rotation periods, (b) 
different number of blade sets.  

Fig. 3.b shows that the ultimate number of 
particles in the blender increases with decreasing 
the number of blade sets. It should be mentioned 
that the number of particles directly influences the 
fill level of the blender. 

3.1. Velocity and Distribution Profiles 
Figure 4 illustrates that how the particles with 

different sizes are distributed in the blender after 
reaching the steady state condition (t = 15 s, in a 
blender with 8 blade sets and impeller rotation 
speed of 0.5 s). Radiuses of blue and red particles 
are 1.5 and 2.5 mm, respectively. 

 

Figure 4. Particles distribution in blender 
(rotation period = 0.5 and number of blade sets = 
8). 

Figure 5 shows velocity of particles at the same 
time (t = 15 s). It can be seen that two separate dead 
zones exist for the two particle types. Two dead 
zones are highlighted with two circles in Fig. 5. 
White and red circles show regions with 
approximately no motion for fine and coarse 
particles, respectively. 
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Average velocity of particles at the above 
mentioned operating conditions are also plotted in 
Figures 6.a and 6.b. It can be seen in these figures 
that increasing the rotation speed (decreasing the 
rotation period) and increasing the number of blade 
sets on the impeller leads to greater average 
velocity. 

 
 

 

Figure 5. Velocity Distribution of particles in the 
blender. Two circles in the figure show dead 
zones for two particle types (rotation period = 
0.5 and number of blade sets = 8). 
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Figure 6. Mean velocity of particles in the 
blender (a) different rotation periods, (b) 
different number of impeller blade sets.  

3.2. RTD of Particles 
RTDs of particles are plotted and compared in 

the same operating conditions in Figures 7.a to 7.d 
(constant rotation period = 0.5 or constant number 
of blade sets = 8). For obtaining the RTD, all 
particles that are inserted at t = 15 s were 
considered as the pulse of tracers and residence 
time of these particles were determined and plotted 
in each case. In the present work, RTDs are 
considered separately for fine and coarse particles 
and are plotted in different plots.  
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Figure 7. (a) RTD of fine particles at different 
rotation periods, (b) RTD of coarse particles at 
different rotation periods, (c) RTD of fine 
particles at different numbers of impeller blade 
sets, (d) RTD of coarse particles at different 
numbers of impeller blade sets. 

 
It can be seen in Figs. 7.a to 7.d that increasing 

the rotor rotation speed generally makes both fine 
and coarse particles to exit the blender faster. 
However, number of blade sets on the impeller has 
no meaningful effect on the RTD of particles. A 
comparison between RTD of fine and coarse 
particles in a similar condition (impeller rotation 
speed = 0.5 s) is also illustrated in Figure 8 and it 
can be seen that particles with bigger radius tend to 
stay longer in the blender. 
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Figure 8. Comparison between RTDs of particles 
with d = 3 and 5 mm.  

3.3. Mixing Quality 
In the present work, quality of mixing was 

quantified by means of the Lacey index. For this 
purpose, four samples were gathered from particles 
from the discharge of the blender. Figures 9.a and 
9.b compare the mixing quality at different 
operating conditions against time. These figures 
show the the Lacey index increases with increasing 
rotation period and number of blade sets. 
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Figure 9. Lacey index (a) as a function of 
impeller rotation period, (b) as a function of 
number of blade sets on the impeller. 

0.6

0.65

0.7

0.75

0.5 0.6 0.7

Impeller rotation period (s)

La
ce

y 
in

de
x

a

 

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

6 7 8
Number of blade sets on impeller

La
ce

y 
in

de
x

b

 

Figure 10. Lacey index (a) as a function of 
impeller rotation period, (b) as a function of 
impeller rotation period. 
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Figures 10.a and 10.b show Lacey index in the 
same condition in the form of box plots. It can be 
concluded from Figs. 9 and 10 that Lacey index 
increases with decreasing the rotation velocity and 
increasing number of blade sets on the impeller. 
The main reason for this phenomenon is the fact 
that with increasing the rotor velocity, particles tend 
to stay shorter in the blender and mixing index 
cannot reach higher values. On the other hand, with 
increasing the number of blade sets, particles 
encounter more obstacles before exiting the blender 
and would spend longer time to reach better degrees 
of mixing. In this case, blade sets act like baffles to 
stop particles from bypassing.  

4. CONCLUSIONS 
DEM simulations were used to investigate the 

effects of impeller rotation speed and number of 
blade sets of the impeller on the mixing of a binary 
solid mixture in a continuous blender. Distribution 
of particles and velocity profiles of particles in the 
blender were plotted and RTD, velocity magnitude 
and Lacey index were calculated at three levels of 
each parameter. Results show two dead zones for 
particles in the blender and imply that velocity of 
particles increases when impeller rotation speed or 
number of blades rises. RTD analysis of fine and 
coarse particles demonstrated that the impeller 
rotation speed generally makes particles to exit 
faster and number of blade sets has no meaningful 
effect on the RTD. It was also revealed that the 
Lacey index increases by increasing the impeller 
rotation period (decreasing impeller rotation speed) 
and number of blade sets.  
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ABSTRACT 

The air blast atomizers are mainly developed for 

gas turbine applications. This configuration utilizes 

high speed auxiliary medium, what tears the fuel jet 

into droplets. The medium is often compressed air 

with slightly higher pressure than that of combustion 

chamber, which is arising from pressure drop of that. 

In this way the loading of the gas turbine determines 

the atomizing conditions. 

The aim of this paper is to investigate 

numerically the ring shaped free jet of an air blast 

atomizer, which flows around the fuel jet. Both of the 

original air blast and a steam blast configuration 

were analysed without and with fuel droplets to 

understand the main characteristics of the flow 

pattern. The shape of the nozzle was also modified 

from the original straight type to divergent ones with 

different angles to give optimal flow pattern at 

supersonic conditions. 

As the final reason of atomisation is to speed up 

the evaporation and mix the fuel vapour with 

incoming air, the analysed constructions were also 

evaluated from firing point of view. To maintain low 

emission combustion the proper fuel preparation is 

crucial. 

Keywords: gas turbine, air blast atomiser, steam 

blast atomiser, supersonic free jet 

NOMENCLATURE 

 

Ci [-] constant 

d0 [mm] diameter of the liquid jet at the root 

GLR [-] gas to liquid mass ratio 

pg [bar] atomisation gauge pressure 

pst [bar] static pressure 

u [m/s] relative velocity 

SMD [μm] Sauter Mean Diameter 

Wed0 [-] Weber number, respective to d0 

ε [-] efficiency of energy transfer 

ρg [kg/m3] density of the gas at the nozzle exit 

ρt [kg/m3] density of the gas at the reservoir 

σ [N/m] surface tension 

1. INTRODUCTION 

Air blast atomisation was developed in the 

sixties to replace the pressure swirl atomisers mainly 

in aero propulsion gas turbines. The latter ones can 

be used only in a narrow range of fuel flow rates, but 

the full load to idle ratio is commonly 50:1 [1] and 

even more in state of the art gas turbines. Integrating 

two different size of pressure swirl atomisers seemed 

to be good idea, but resulted a complicated system, 

requiring sophisticated control to meet with the 

stable burning requirement by increasing the loading 

from idle, to maximise lifetime and avoid failures 

[2]. 

An air blast atomiser can be used in a wide range 

of loadings, because the required relative velocity is 

governed by high velocity compressor bleed air, 

while the velocity of the fuel remains relatively low. 

As the loading increases, the velocity of air will 

follow that, resulting an adaptive behaviour. 

Furthermore this kind of atomiser also used widely 

in metallurgy for powder production, industrial 

combustion systems, painting and other coating 

technologies. 

The principle of twin fluid atomisation, 

including the air blast atomiser, is to transfer kinetic 

energy from a high-speed gas jet to a liquid stream, 

which lead to breakup of that to droplets. More 

transferred energy leads to finer spray. 

 

 

Figure 1. Capstone C-30 burner 

To meet the emission standards of today, the 

fluid fuelled combustion systems apply lean 

premixed prevaporised (LPP) burner, where the 
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atomised fuel droplets are small enough to evaporate 

and mix well with the combustion air before the 

flame front [3]. The subject of this paper is a 

Computational Fluid Dynamical (CFD) analysis of a 

Capstone C-30 burner, shown in Figure 1, which was 

designed to operate with kerosene or diesel fuel, the 

calculation focused on the latter one. 

The atomizing medium is compressed air by 

design, the available gauge pressure for atomisation 

is the pressure drop of the internal heat exchanger 

and the combustion chamber. 

The scope of the paper is to virtually decouple 

the atomizing medium line from the compressor, 

thus allowing higher atomisation pressure and 

different medium. 

Based on previous burner measurements at 

atmospheric conditions of A. Kun-Balog et al. [4], it 

was an interesting conclusion that the transonic and 

supersonic atomisation resulted more favourable 

emissions of nitrogen oxides (NOx), carbon 

monoxide (CO) and total/unburnt hydrocarbons 

(THC) overall, compared to subsonic atomisation. 

The significance of atmospheric analysis is that the 

burner performance, including atomisation and 

evaporation will be more, than adequate at higher 

pressures, therefore air blast atomisers should be 

designed for the minimum pressure conditions [5]. 

As a mixing tube is present, detailed 

measurement of atomisation is challenging, 

furthermore the mixing tube is glowing red during 

operation, so making a special glass substitute is not 

possible. Furthermore R. Sadanandan et al. [6] 

reported that PIV and simultaneous OH-PLIF 

measurement of a methane-air flame, which allowed 

just 100 s for measurement, than the glasses had to 

be cleaned again. Considering the previous 

measurement experiences [4] 100 s is not enough for 

a burner to reach steady state operation. 

To speed up the fuel evaporation thus avoid 

burning droplets in the flame, finer spray is 

necessary. Considering Figure 1 the larger atomising 

medium velocity although results smaller drops, the 

residence time for evaporation in the mixing tube 

decreases while increasing the velocity of the 

atomising free jet, the possibility of appearing 

burning droplets is increasing. Thus the theoretically 

the best atomising free jet has high momentum, 

which kinetic energy dissipates fast after the 

atomisation process complete to maximise the 

residence time of droplets for evaporation. 

Measurement of atomiser characteristics started 

from magnesium oxide coated plates [7] and high 

speed photography [8], nowadays Particle Doppler 

Anemometry (PDA) [9, 10] used extensively for this 

purpose. Also alternative novel methods can be 

found in the literature, including infrared 

thermography [11]. 

The state of the art numerical approach for 

modelling particle laden flows is the Large Eddy 

Simulation (LES) [12–15], if the goal is to calculate 

the evolution of the turbulent flow field and check 

the details of the current design. Investigations of 

atomisation using 2D axisymmetric modelling gives 

an overview of the system and also a reliable tool, if 

compared to measurements [16–18] and can be used 

effectively for design purposes, so the latter method 

will be used for current analysis. 

As it was mentioned above, transonic and 

supersonic atomisation configurations are favourable 

from emission point of view based on measurements 

of A. Kun-Balog et al. [4], which is the only property 

what the standards demand [19–21]. The designers 

have free hand, if the operation is under the emission 

limits. 

 

2. ANALYSED ATOMISER 
CONFIGURATIONS 

From geometry point of view two different 

configuration was analysed: the original design 

which contains a convergent nozzle and a straight 

tube (SN) and a modified version, where the outer 

pipe wall at the outflow was converted to a 6° 

divergent nozzle, forming a de Laval nozzle (CD), as 

shown on Figure 2. Other angle settings than the 

recommended 6° [22] resulted overexpanded and 

underexpanded flow, therefore these results are not 

presented in this paper. If more, than the critical 

pressure ratio is present, the flow velocity will be 

supersonic, even with the SN design. The divergent 

nozzle which is required for further expansion of the 

gas will be virtual, resulting supersonic flow just 

after the auxiliary medium outlet, not in the straight 

part. The expected difference between the SN and 

CD type nozzle is the smoother flow field with the 

latter design and [10, 16]. 

 

 
 

 

Figure 2. Design of SN type (top) and CD type 

nozzle (bottom) 

The outer diameter of the fuel tube is 0.6 mm, 

which is also the inner diameter of the ring shaped 

free jet of the SN type nozzle, the outer diameter is 

1.6 mm. The length of the straight tube is 1.4 mm. 

The outer diameter of the CD type nozzle outlet is 

1.75 mm. 
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The main parameter related to droplet breakup is 

the Weber number, defined for the root of the fuel jet 

as: 

 

𝑊𝑒𝑑0 =
𝜌𝑔𝑢

2𝑑0

𝜎
 (1) 

 

Critical Weber number is a prerequisite of 

breakup process, which is equal to 12, based on 

analytical assumptions [3]. In the region of 12 < We 

< 40-100 the breakup is often described with the 

Taylor Analogy Breakup (TAB) model, developed 

by P. O’Rourke and A. Amsden [23]. Up to We = 

800 the process is usually modelled with the Kelvin-

Helmholz (KH) breakup, developed by Reitz [24]. 

The most commonly used describing property of 

atomisation quality is the volume to surface 

diameter, also called Sauter Mean Diameter (SMD) 

in the literature. For the first generation of air blast 

atomisers the most widely used empirical formula 

was developed by Rizk and Lefebvre [7], which can 

describe the atomisation process in the 50-120 m/s 

relative velocity region. As for supersonic conditions 

B. K. Park et al. [10] published a formula based on 

their PDA measurements, which will be used for 

validation. First, the energy transfer efficiency 

should be calculated: 

 

𝜀 = 𝐺𝐿𝑅−0.773 [𝐶1 (
1 + 𝑝𝑔

𝑝𝑠𝑡
)
3.773

− 𝐶2 (
1 + 𝑝𝑔

𝑝𝑠𝑡
)
2.773

+ 𝐶3 (
1 + 𝑝𝑔

𝑝𝑠𝑡
)
1.773

] 

(2) 

 

Where the determined constants are the following: 

C1=2.374·10-6 C2=3.585·10-5 C3=1.543·10-4.Using 

(1) and (2) the SMD can be calculated as follows: 

 

𝑆𝑀𝐷 =
12𝑑0

8 + {𝑊𝑒𝑑0/[1 + 1/(𝜀 ∙ 𝐺𝐿𝑅)]}
 (3) 

 

3. NUMERICAL ANALYSIS 

For simulation the Fluent CFD code was 

applied. Density based solver was chosen for its 

better handling capability of shockwaves. If one 

would like to apply further reaction kinetic 

calculations, the code allow just the volumetric 

reactions with this solver, where the exact or 

surrogate kinetics required, which is still a 

challenging task for chemical engineers. Therefore 

just the SN and CD nozzle types were analysed 

without and with droplets. In the first simulation step 

the realizable k-ε model was used with enhanced wall 

treatment, than the Reynold Stress Model (RSM) 

was applied to refine the results at rapid changing 

fields. 

The gas flow, which was air and steam, was 

assumed to be compressible and ideal. Inlet 

temperature was set to 300 K, the outlet pressure was 

set to 1 bar. The computation started with steady 

analysis of the flow field, than the droplets were 

subjected to the high speed gas flow at transient 

conditions to capture the transport process in details 

and to allow secondary breakup process and 

collision. 

To reduce the required number of cells, the DPM 

model was applied for adding the droplets to the high 

speed gas flow. Thus the energy requirement of the 

primary breakup is neglected, but the secondary 

breakup with the TAB model and coalescence were 

allowed. The mass flow rate of standard diesel fuel 

was 0.35 g/s, the location of injection was just above 

the fuel line, which assumed to be solid, while the 

detailed atomisation process requires too much CPU 

time and the current task is to overview many 

different configurations. The built-in air blast model 

was used for simulating atomisation. The diameter of 

the fuel jet was 0.4 mm. The relative velocity was set 

to 300 m/s. The Courant-Friedrichs-Lewy (CFL) 

number of 0.9 and second order schemes were used 

for flow and turbulence calculations. 

 

 

Figure 3. Computational domain of the CD type 

nozzle (top) and the details of the nozzle outlet 

(bottom) 

As an intensive shear layer arise when the 

atomising medium exits the nozzle, dense grid was 

necessary at these regions for the calculations. The 

number of cells was 187 thousand. Mesh 

independence analysis was also carried out, helping 

to finding the optimal resolution of the shear layer. 

 

4. RESULTS AND DISCUSSION 

4.1. Analysis of the atomising free jet 

The comparison of SN and CD type nozzle at 

atomisation pressure of 2.5 bar shown on Figure 4. 

Maximum velocity was set to 504 m/s in both cases. 

Latter one shows the shockwaves clearly, while the 
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designed nozzle results smoother flow field. The 

presence of separation bubble of the SN nozzle at the 

end of fuel line is considerably smaller, because the 

CD nozzle was designed to optimum outflow profile, 

which results parallel streamlines at the exit. As the 

flow of SN type nozzle immediately expands and 

there is low pressure inside the separation bubble, the 

mean direction of the expansion turn towards the 

axis. After the first compression-expansion fan pair 

a Mach disk clearly visible. 

 

 

Figure 4. Free jet of SN (top) and CD type nozzle 

(bottom), pg = 2.5 bar 

 
 

 

Figure 5. Comparison of SN and CD nozzle at 

different atomisation gauge pressure levels (top) 

control line (bottom) 

As the second part of the CD nozzle behaves like 

a diffuser under subsonic conditions, the question is: 

What extent slows it the free jet down compared to 

the SN design? Figure 5 contains the comparison of 

the nozzles at different gauge pressures with the help 

of a control line, shown at the bottom. 0.5 bar 

atomisation gauge pressure resulted almost the same 

characteristics in both cases, as well, as 1 bar, except 

the middle of the analysed region. There were small 

waves present, indicating that the pressure ratio was 

just above the critical, so the flow just started to turn 

supersonic. The trends were similar, no significant 

velocity difference could be observed between the 

SN and the CD nozzles overall. Atomisation pressure 

of 2.5 bar resulted also similar average velocity and 

fluctuation periods, but the amplitude is smaller in 

the CD nozzle outflow. The first period of the SN 

nozzle velocity profile shows almost halved velocity 

within 0.4 mm, what is also spectacular on Figure 4, 

indicating the normal shock caused by the Mach 

disk. As for quantitative summary of the velocity 

profiles, the average velocity in both cases remain 

almost the same, just the amplitude of fluctuation 

varies, which is an important property for 

combustion chamber designers. 

 

 

Figure 6. Air (top) and steam free jet (bottom), 

CD nozzle, pg = 2.5 bar 

Figure 6 shows the difference between the flow 

pattern of air and steam free jet at the same boundary 

conditions, because of the different thermodynamic 

properties. The flow field was quite similar, but the 

average velocity was 30% larger in the case of steam 

free jet. It can be concluded that the replacement of 

atomising medium would result remarkable change 

in the atomisation characteristics and has a much 

more considerable effect on the process, than fine 

tuning the nozzle geometry. The similarity of the 

flow field was also identified in the SN cases as well, 

the most remarkable difference was also the 

magnitude of the velocity, the distribution and the 

fluctuations showed the same trend as the air free jet. 

The analysis of steam blast atomisation leads far, if 
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the reaction kinetics also involved in the calculation 

process. 

4.2. Introducing droplets 

Figure 7 shows the difference in the velocity 

field when droplets are introduced. The main 

differences are the absence of periodic fluctuations 

in the free jet, furthermore the ring shape does not 

merge when droplets are present. The answer for that 

is the kinetic energy transfer between the droplets 

and the inner part of the free jet. As the outer part 

was not disturbed, the behaviour remained the same. 

The droplets remained at the core of the 

computational domain at all simulated cases, when 

droplets were present. While the other analysed cases 

resulted similar characteristics, they will not be 

introduced for flow field evaluation. B. K. Park et al. 

[10] found that nozzle geometry has low effect on the 

SMD, therefore just the CD nozzle was analysed at 

1, 1.5, 2.5 and 3.5 bar atomisation gauge pressures. 

 

 

Figure 7. Without droplets (top) and with 

droplets (bottom), pg = 2.5 bar 

 

Figure 8. Droplet diameter distribution based on 

CFD calculations 

For calculating Wed0 B. K. Park et al. [10] 

recommended to consider ρg = 0.634 ρt for SN type, 

ρg = 0.113 ρt for the CD type nozzle. 

Table 1. Simulated and calculated SMD based on 

the literature and CFD 

pg 

[bar] 
1 1.5 2.5 3.5 

SMD 

[10] 
28.3 13.9 4.91 3.27 

SMD 

(CFD) 
10.9 11.6 12.3 8.31 

 

Figure 8 and Table 1 contains the result of SMD 

of droplets at different atomisation gauge pressure 

levels with CFD and using Eq. (3). It can be 

concluded that the two different method show 

different behaviour. While Eq. (3) shows a 

continuously decreasing SMD with the increasing 

atomisation pressure, while CFD based calculations 

show low dependence on that, this can be seen on 

Figure 8 and in Table 1 as well. The We criterion of 

TAB was not exceeded during the calculation. Eq. 

(3) was also evaluated with proper density values of 

CFD analysis, but the strong fluctuations of density 

field made hard to determine a clear value of that for 

input of Eq. (1). Furthermore the calculated SMD 

was excessively low. Based on the unfavourable 

results of CFD and empirical formulae, analysis of 

the much complicated steam blast atomisation was 

skipped in this paper, the more at that case local 

condensation of the steam on the surface of the 

droplets must be considered and makes proper User 

Defined Functions (UDFs) necessary to implement. 

As for summary of CFD analysis of droplets, 

more accurate modelling of air blast atomisation 

should be also developed with the help of UDFs for 

the Fluent CFD code and it should be compared with 

different measurements on supersonic atomisation. 

 

5. CONCLUSIONS 

Numerical analysis of an air blast atomiser was 

carried out for a plain jet configuration with two 

different design, namely convergent nozzle with a 

straight pipe (SN) and a convergent-divergent (CD) 

nozzle. First, the analysis of the atomising free jet 

was carried out, than the analysis of atomisation with 

the built-in air blast atomiser module. The following 

conclusions could be derived. 

 

1. The velocity field of SN and CD type nozzle 

were similar in average, the difference 

between that arise under transonic and 

supersonic conditions, resulting always 

larger fluctuation amplitude in the flow 

properties of SN nozzle compared to CD 

nozzle. This is important from combustion 

chamber design point of view. 
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2. The atomising medium, which was air and 

steam in this paper, has remarkable effect on 

the flow field, based on the different 

thermodynamic properties. Therefore 

choosing the proper medium is prior to the 

nozzle design. 

3. Droplet diameter calculation of Fluent CFD 

code not agreed well with the derived SMD 

empirical formulae based on [10]. Further 

development of the numerical model of air 

blast atomisation is necessary. 

 

As for further development proper air blast 

atomiser model should be developed with the help of 

User Defined Functions (UDFs), later, a steam blast 

atomisation model would be also useful to develop, 

considering the condensation on the surface of the 

droplets. 
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ABSTRACT 

This numerical study investigates the low-

Reynolds-number flow past a circular cylinder 

placed in a uniform stream following a slender 

figure-8 path, using a thoroughly tested two-

dimensional computational method based on the 

finite difference method. This type of two-degree-

of-freedom motion have often been observed in 

practice. The combined effects of transverse 

oscillation amplitude, frequency ratio (0.9, 1.0 and 

1.1), amplitude ratio (0.0, 0.1, 0.2, 0.3 and 0.4) and 

direction of cylinder orbit (clockwise (CW) and 

anticlockwise (ACW) in the upper loop of figure-8) 

were investigated at Reynolds number 150 on the 

mechanical energy transfer and the time-mean 

values of lift and drag. Results differ substantially 

depending on the direction of orientation. 

Mechanical energy transfer between fluid and 

cylinder was positive (potential danger of vortex-

induced vibration) over a much larger parameter 

domain for ACW direction compared to CW. On 

the other hand, the CW case is much more prone to 

the occurrence of vortex switches. 

Keywords: circular cylinder, drag and lift 

coefficients, figure-8 path, mechanical energy 

transfer, Reynolds number, Strouhal number 

NOMENCLATURE 

Ax, Ay [-] oscillation amplitude in x and y 

  directions, non-dimensionalised 

  by d 

CD [-] drag coefficient, 2D /(ρU
2
d) 

CL [-] lift coefficient, 2L /(ρU
2
d) 

D [N/m] drag force per unit length 

E [-] mechanical energy transfer 

FR [-] frequency ratio, fy/St0 

L [N/m] lift force per unit length 

Re [-] Reynolds number, Ud/ v 

St [-] Strouhal number, fvd/U 

T [-] cycle period, non-dimensionalised 

  by d/U 

U [m/s] free stream velocity 

a0x, a0y [-] cylinder acceleration in x and y 

  directions, non-dimensionalised 

  by U
2
/d 

d [m] cylinder diameter, length scale 

fx, fy [-] oscillation frequency in x and y 

  directions, non-dimensionalised 

  by U/d 

fv [s
-1

] vortex shedding frequency 

x,y [-] Cartesian co-ordinates, non-

  dimensionalised by d 

Δt [-] time step, non-dimensionalised by 

  by d/U 

v [m
2
/s] kinematic viscosity 

ρ [kg/m
3
] fluid density 

ϴ [-] phase angle between cylinder 

  motions in x and y directions  

 

Subscripts and Superscripts 

 

D drag 

fb fixed body 

L lift 

v vortex 

x, y components in x and y directions 

1. INTRODUCTION 

Several engineering structures exhibit vibration 

problems caused by vortex shedding. Some 

examples of these in real life are the vibration of 

silos, smokestacks, underwater pipes or risers or the 

tube bundles of heat exchangers. When vortices are 

shed from the body a periodic force is generated 

which can cause fatigue of or damage to the 

structure, especially if the vortex shedding 

frequency is near the natural frequency of the 

structure and the damping is small. The noisy 

operation of a device can be another result of 

vortex-induced vibration (VIV). Due to its practical 

importance many researchers have dealt with one-

degree-of-freedom (1-DoF) motion, most frequently 

cylinder oscillation transverse to the main stream 
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(see, e.g. [1-3]). The other type of 1-DoF motion is 

in-line with the main stream (see e.g. [4, 5]). 

In most cases, however, vibration occurs in both 

transverse and in-line (streamwise) directions, leading 

to a two-degree-of-freedom (2-DoF) motion. 

Relatively few studies deal with either free or forced 

2-DoF motions, two types of which have been 

observed in practice: (a) when the oscillation 

frequencies in the two directions are identical 

(fx=fy=f), resulting in an elliptical path (e.g. [6, 7]), (b) 

when the frequency of cylinder oscillation in the 

streamwise direction is approximately double that of 

the transverse direction (fx=2fy), yielding a figure-8 

path (see e.g. the experimental studies [8-12]). [8, 9] 

have shown that when the cylinder is also free to 

oscillate in-line with the flow (2-DoF), the 

hydrodynamic forces can be very different than 

those observed for a cylinder oscillating only in the 

crossflow direction (1-DoF). The phase angle 

difference ϴ between in-line and transverse motions 

of the cylinder results in not only different cylindrical 

paths (figure-eight, distorted figure-eight and crescent 

shape) but even different orientations along the path 

(clockwise and anticlockwise orbit on the upper loop 

of figure-eight), [10, 11]. It was shown in [10] that 

the value of ϴ can alter the reduced velocity for 

which a transition between 2S and 2P (see [1]) 

shedding occurs. During the forced cylinder motion 

experiments in [12] the effect of phase angle ϴ on 

lift was investigated. 

In a 2-DoF free vibration numerical study [13] 

figure-eight and crescent shape paths were obtained, 

just like in the experimental studies [10, 11]. In the 

numerical study [14] flow around a mechanically 

oscillated cylinder following a figure-eight path was 

investigated in at Reynolds number Re=400, 

frequency ratios fy/St0=0.9, 1.0 and 1.1 and at two 

different Ax/Ay ratio values while varying the 

transverse amplitude of oscillation. They also 

carried out computations for both directions of orbit 

and found that an anticlockwise orbit in the upper 

loop resulted in a positive power coefficient, 

meaning an increased chance of VIV for a cylinder 

in free vibration. 

The present author in [15] numerically 

investigated the time-mean of force coefficients and 

the mechanical energy transfer E between a cylinder 

placed in a uniform stream and forced to follow a 

figure-eight path and the fluid at Re=200, 250 and 

300 at a fixed amplitude ratio Ax/Ay=0.14 against 

the frequency ratio in the lock-in domain for both 

clockwise (CW) and anticlockwise (ACW) 

directions of orbit on the upper loop of figure-eight. 

It was found that the flow features and the energy 

transfer depend strongly on the direction of orbit. 

For the CW orbit the value of E was negative 

(energy is extracted from the cylinder) in the whole 

parameter domain investigated, meaning that in this 

case there is no danger of VIV. For the ACW case, 

however, the opposite was obtained, indicating a 

potential risk of VIV in the case of an elastically 

supported cylinder. 

The main objective of this paper is to investigate 

the effect of amplitude ratio (limited to slender 

cylinder paths in the transverse direction) and 

frequency ratio (ratio of cylinder oscillation frequency 

in transverse direction and the frequency of vortex 

shedding from a stationary cylinder at the same 

Reynolds number) on the time-mean of force 

coefficients, focusing on the positive mechanical 

energy transfer between the fluid and the cylinder. 

2. COMPUTATIONAL METHOD 

A non-inertial system fixed to the accelerating 

cylinder is used for the computation of the two-

dimensional (2D), constant property, low-Reynolds 

number incompressible fluid flow around a circular 

cylinder placed in a uniform stream. The governing 

equations are the non-dimensional Navier-Stokes 

equations in a non-inertial system fixed to the moving 

cylinder, the equation of continuity and a Poisson 

equation for pressure. A no-slip boundary condition is 

used for the velocity and a Neumann type boundary 

condition for the pressure is used on the cylinder 

surface. At the far region potential flow is assumed.  

The physical domain, which is bounded by two 

concentric circles with radii R1 and R2, is transformed 

into a rectangular computational domain with 

equidistant spacing. This mapping ensures a fine grid 

scale near the cylinder and a coarse grid in the far 

field. The transformed governing equations and 

boundary conditions are solved by the finite 

difference method. For further details see [7]. The 

code developed by the author has been extensively 

tested against experimental and computational results 

and good agreement was found (see [7]). In this study 

the dimensionless time step is 0.0005, the 

computational domain is characterised by R2/R1=160 

and the grid size is 361x292. 
The layout of the cylinder path is shown in Figure 

1. Here U is the free stream velocity (velocity scale), 

d=2R1 is the cylinder diameter (length scale), and Ax 

and Ay are the dimensionless amplitudes in x and y 

directions, respectively. Every quantity is made 

dimensionless by the combination of U and d. The 

dimensionless displacements of the forced cylinder 

motion x0, y0 in x and y directions are given by 

 

)2sin()(0 ΘtfAtx xx   , (1) 

 

)2sin()(0 tfAty yy  , (2) 

 

where fx and fy are the cylinder oscillation frequencies 

in x and y directions non-dimensionalised by U/d. 

Equations (1) and (2) ensures a figure-eight or 

distorted figure-eight path if fx = 2fy. Depending on 

the phase angle ϴ between cylinder motions in x and 

y directions, clockwise (CW) or anticlockwise 
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(ACW) orbit can be obtained at the upper loop of 

figure eight: 

 

 Θff yx    ;2 ,   (for CW), (3) 

  

0   ;2  Θff yx ,   (for ACW). (4) 

 

Equations (3) and (4) ensure a regular figure-eight 

path (see Fig. 1). 

The following notations are used for the 

amplitude ratio ε and frequency ratio FR: 

 

yx AA / , (5) 

 

0St/FR yf . (6) 

 

In Eqs. (5) and (6) Ax and Ay are the dimensionless 

oscillation amplitudes in x and y directions, and St0 

is the dimensionless vortex shedding frequency for 

a stationary cylinder at that Reynolds number. The 

St0 value St0=0.18366 for Re=150 is from [16]. 

 

 

Figure 1. Layout for the figure-eight path, CW 

Throughout this paper the lift (CL) and drag (CD) 

coefficients used do not contain the inertial forces 

originating from the non-inertial system fixed to the 

moving cylinder. These coefficients are often termed 

'fixed body' coefficients (see [2]). The two sets of 

coefficients can be written as 

 

xDfbDyLfbL aCCaCC 00
2

,
2


 , (7) 

 

where subscript fb stands for fixed body (understood 

in an inertial system) [17]. In Eq. (7) a0x and a0y 

accelerations are the second time derivatives of 

cylinder displacements x0, y0 given in Eqs. (1) and (2). 

Since a0x and a0y are T-periodic functions their time-

mean (TM) values vanishes, resulting in identical TM 

values for lift and drag in the two systems. 

The non-dimensional mechanical energy transfer 

E originally introduced in [3] for a transversely 

oscillating cylinder is extended for a general 2-DoF 

motion of the cylinder in [7]: 

 

  

T

yLxD

T

tvCvCt
dU

E
0

00

0

022
 d   d

2
vF


. (8) 

 

Since the frequencies in the two directions are 

different (see Eqs. (3) and (4)) the larger period of 

T=Ty=1/fy is chosen for the investigation. In Eq. (8) 

F is the force vector per unit length of cylinder, 

v0=(v0x,v0y) are the velocity vector of the cylinder. 

3. RESULTS AND DISCUSSION 

During the systematic investigations the value 

of amplitude ratio ε is kept constant at 0, 0.1, 0.2, 

0.3 and 0.4 at Re=150 and at frequency ratios of 

FR=0.9, 1.0 and 1.1 for both clockwise (CW) and 

anticlockwise (ACW) orbit on the upper lobe of 

figure-eight, while the transverse oscillation 

amplitude Ay varied. Only locked-in cases are 

considered in this paper. Larger ε values mean a 

“thicker” figure-eight path but even the largest ε value 

investigated ensures a relatively slender path. First the 

effects of flow parameters on the TM values of lift 

(CL) and drag (CD) coefficients will be shown, then 

effects of the mechanical energy transfer E, and 

finally the vicinity of a jump (due to a switch in the 

vortex structure) is investigated. Pre- and post-jump 

analysis in the vicinity of a jump was also carried out.  

The FR=1.1 case, also investigated, is not shown 

here, as it provides little new information. At FR=1.1 

there is a wider no-lock-in domain than at the lower 

FR values. 

3.1. Effect of flow parameters on time-
mean of force coefficients 

The time-mean (TM) and root-mean square (rms) 

values of lift, drag, base pressure and torque 

coefficients were investigated but due to lack of space 

only TM of lift and drag will be shown here. The 

scales on the axes for each pair of figures (CW and 

ACW) are kept the same for ease of comparison. 

Figure 2 shows the TM of lift for FR=0.9 for 

different amplitude ratios (ε) against the transverse 

oscillation amplitude Ay. The value ε=Ax/Ay=0 (eps=0 

in the figure) means pure transverse oscillation. The 

top figure shows the case when the cylinder orbit on 

the upper loop of figure-eight is clockwise (CW) and 

for the bottom figure the orbit is anticlockwise 

(ACW). The difference for the two directions of orbit 

is conspicuous. For the CW case the TM of lift is zero 

at small Ay values. It represents 2S shedding, which 

means that two single vortices are shed in a vortex 

shedding period [1]. This is the Kármán vortex street 

typical for low-Re-number flow past a stationary 

circular cylinder placed in a uniform stream. By 

increasing Ay, at some critical Ay value depending on 
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ε, the symmetry in the flow is broken by an 

instability, a pitchfork bifurcation [18] starts and the 

TM of lift ceases to be zero any more. 

This phenomenon is similar to that of the 

buckling rod. There are two possible solutions but 

only one of them are realised. There are two 

attractors in this non-linear system (periodic orbits 

in this case), each has a ‘basin of attraction’ in the 

initial condition space, and the solution is attracted 

to one or the other, depending on the initial 

conditions. By changing initial conditions a basin 

boundary may be crossed. As a result the solution 

would switch from one to the other [18]. This 

bifurcation starts at smaller Ay values for higher ε 

values: it starts at around Ay =0.3 for ε =0.4 and at 

around Ay =0.8 for pure transverse oscillation (ε 

=0). It can also be seen in the top figure that for ε 

=0.3 and 0.4 the solutions are first attracted to one 

attractor and then abruptly switch to the other, and 

thus jumps can be observed in the TM of lift at 

around Ay =0.45. For smaller ε values such switches 

do not occur in the parameter domain investigated. 

In the bottom figure in Fig. 2 (ACW orbit) 

almost all TM values are zero in the investigated Ay 

domain. The ε =0 case shows a similar tendency to 

its CW counterpart but near Ay =0.8 it bifurcates to 

negative TM of lift values. For the thickest figure-

eight path case, i.e. for ε =0.4, the TM value is zero 

up to around Ay =0.61, where there is a jump to a 

negative TM value, and remains negative as Ay 

increases. At this point 2S shedding ceases to exist. 

 
Figure-8 path (CW); Re=150; fy=0.9St0 
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Figure-8 path (ACW); Re=150; fy=0.9St0 
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Figure 2. Time-mean value of lift against Ay at 

FR=0.9: top – CW; bottom – ACW 

Figure 3 shows the TM of drag coefficients 

against Ay for FR=0.9 for different amplitude ratios ε. 

In the CW case, the TM of drag increases with Ay for 

all ε, as expected. Interestingly, TM values are lowest 

for the ε=0.1 and curves for ε=0 and 0.2 almost 

coincide. Between ε=0.2 and 0.4 the TM values 

increase monotonically with ε. The phenomenon that 

causes jumps in the TM of lift (see Fig. 2 top) has no 

visible effect on the TM of drag. 

In the ACW orbit (Fig. 3 bottom) similar trends 

can be observed with some differences. One 

difference is that the TM values are higher for the 

ACW case. Another is the TM of drag is a 

monotonic function of amplitude ratio ε. The third 

is that for ε=0.4 a jump can be detected at around 

Ay=0.61, just like in the TM of lift curve in Fig. 2. 

 
Figure-8 path (CW); Re=150; fy=0.9St0 
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Figure-8 path (ACW); Re=150; fy=0.9St0 
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Figure 3. Time-mean value of drag against Ay at 

FR=0.9: top – CW; bottom – ACW 

Figures 4 and 5 show the TM of lift and drag 

for frequency ratio FR=1.0 for both CW and ACW 

directions of orbit. The TM of lift for CW is shown 

against Ay in the top figure of Fig. 4. The similarity to 

the case of FR=0.9 (see Fig. 2 top) is striking. The 

ACW case (Fig. 4 bottom) is partly similar to its 

FR=0.9 counterpart (see Fig. 2 bottom) but here the 

TM of lift for the ε=0.3 case is not zero, there are 

sudden switches or jumps in both ε=0.3 and 0.4 

curves and the absolute value of lift is larger than in 

the FR=0.9 case. 

Figure 5 shows the TM of drag versus Ay. The 

CW case is similar to the FR=0.9 case (see Fig. 3 top) 

but the values are somewhat higher for the case of 

FR=1.0 and there are small jumps in the ε=0.3 and 0.4 

curves at around Ay=0.24. As for the ACW case, 

comparing it to the curves for FR=0.9, one can say 

that the main trends are similar in the two figures, but 

for the ACW case for ε=0.2 there is a jump and even a 
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discontinuity at around Ay=0.35. As was mentioned 

earlier, only locked-in cases are considered in this 

study. Here the discontinuity means that at some Ay 

values the flow is not locked-in (the flow is not 

synchronised with the cylinder motion). For ε=0.4 

two jumps are found in the curve. 

 
Figure-8 path (CW); Re=150; fy=St0 
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Figure-8 path (ACW); Re=150; fy=St0 
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Figure 4. Time-mean value of lift against Ay at 

FR=1.0: top – CW; bottom – ACW 

Figure-8 path (CW); Re=150; fy=St0 
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Figure-8 path (ACW); Re=150; fy=St0 
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Figure 5. Time-mean value of drag against Ay at 

FR=1.0: top – CW; bottom – ACW 

3.2. Effect of flow parameters on the 
mechanical energy transfer 

Let us see now how the mechanical energy 

transfer E, defined by Eq. (8), depends on the 

following parameters: direction of orbit (CW or 

ACW), frequency ratio FR=fy/St0, amplitude ratio 

ε=Ax/Ay, and transverse cylinder oscillation amplitude 

Ay. Again, the scales on the axes for each pair of 

figures (CW and ACW) are kept the same for ease of 

comparison. Figure 6 shows E against Ay for FR=0.9 

and ε=0, 0.1, 0.2, 0.3 and 0.4 for the CW orbit (top 

figure). It can be seen that E is decreasing with ε and 

that E is negative for the largest part of the parameter 

domain for the CW orbit. Negative E means that 

energy is extracted from the cylinder by the fluid. In 

this case the flow is acting to dampen the cylinder 

motion. Positive E values, however, can be dangerous 

for a freely vibrating (or elastically supported) 

cylinder because positive E amplifies the cylinder 

motion, since in this case the cylinder obtains energy 

from the flow. The bottom figure in Fig. 6 zooms in 

on positive E values. As can be seen, positive E 

values can only be found for ε=0 and 0.1. In the case 

of ε=0 (transverse oscillation) E is positive in the 

interval of 0.08 < Ay < 0.48 and the peak value in E is 

around 0.17, found at Ay=0.32. For ε=0.1 the value of 

E is even smaller (E > 0 if 0.09 < Ay
 
< 0.28 and Emax is 

around 0.04 and at Ay=0.2). For ε=0.2, 0.3 and 0.4 no 

positive E values can be found in the whole 

investigated Ay
 
domain for FR=0.9 and CW orbit. 

Figure 7 shows E against Ay for FR=0.9 and ε=0, 

0.1, 0.2, 0.3 and 0.4 for the ACW (top figure) orbit. A 

direct comparison of this figure with its CW 

counterpart (Fig. 6 top) shows that for the ACW case 

the absolute value of the negative E values at large Ay 

values is much smaller than for the CW orbit and the 

order of the curves belonging to different ε values is 

different. Hence the flow has a lower dampening 

effect on the vibration of an elastically supported 

cylinder when the orbit is ACW. The bottom figure of 

Fig. 7 zooms in on positive E values. As can be seen, 

positive E values occur for all five ε values in this 

case. For each curve E has a maximum and the 

smallest peak E values occur at ε=0, and E basically 

increases with increasing ε values (in contrast with the 

CW case; see Fig. 6 bottom). The maximum value of 

E is around unity, and positive E values occur for 

almost all of the investigated Ay domain. Comparing 

this figure with its CW counterpart reveals that the 

positive E values are much larger for the ACW case. 

Hence this orbit is much more dangerous in the case 

of a freely vibrating cylinder than the cylinder with a 

CW orbit. 

This investigation was repeated for frequency 

ratio FR=1.0. The relevant computational results for 

E for both the CW and ACW orbits are shown in 

Figures 8 and 9. The CW orbit (Fig. 8 top) shows 

similar tendencies to its FR=0.9 counterpart (Fig. 6 

top). When zooming in on the positive E values it 

can be seen that positive values now occur at three ε 
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values of 0, 0.1 and 0.2. The tendency is similar to the 

case of FR=0.9 (see Fig. 6 bottom) but the largest E 

value is about 0.4 this time. Also, jumps occur in the 

curve for ε=0.2. 

 

Figure-8 path (CW); Re=150; fy=0.9St0 
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Figure-8 path (CW); Re=150; fy=0.9St0 
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Figure 6. E against Ay at FR=0.9 and CW orbit 

(top); zoom in on positive E (bottom) 

Figure-8 path (ACW); Re=150; fy=0.9St0 
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Figure-8 path (ACW); Re=150; fy=0.9St0 
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Figure 7. E against Ay at FR=0.9 and ACW orbit 

(top); zoom in on positive E (bottom) 

Figure 9 shows the ACW case for FR=1. The 

top figure is very similar to its FR=0.9 counterpart 

(see top figures in Figs. 7 and 9). The bottom figure 

in Fig. 9 is also similar to the zoomed in figure for 

FR=0.9 for ACW orbit (see Fig. 7 bottom) with the 

small difference that the FR=1.0 case contains not 

only jumps but also non-locked in sections (see the 

case of ε=0.2). The peak value in E is also quite 

high: E=0.832 at Ay=0.4 for ε=0.4. 
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Figure 8. E against Ay at FR=1.0 and CW orbit 

(top); zoom in on positive E (bottom) 
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(top); zoom in on positive E (bottom) 
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3.3. Pre- and post-jump analysis 

The vicinity of a jump in the TM of lift is 

investigated by different means, but due to lack of 

space only two will be shown here: a drag-lift limit 

cycle curve and vorticity contours before (-) and 

after (+) a jump. The data for the jump shown here 

are FR=0.9, ε=0.4, CW orbit; Ay-=0.4374, 

Ay+=0.4375; the jump can be seen clearly on the top 

figure in Fig. 2. By eliminating the time from the 

periodic fixed body lift and drag coefficients, the 

limit cycles can be obtained. The top figure in 

Figure 10 shows limit cycles (CDfb,CLfb) for Ay- 

(thick line) and Ay+ (thin line). Although there is just a 

tiny difference between oscillation amplitudes, still 

the limit cycle curves differ from each other quite a 

lot. While not obvious at first sight, these curves are 

mirror images to each other (flipping along the line of 

CLfb=0), as can also be seen in the bottom figure of 

Fig. 10, where the post-jump CLfb is replaced by (-

CLfb). The two curves coincide with each other very 

well (this time both curves are plotted as thin lines). 

 

 

Figure 10. Limit cycle curves (FR=0.9, ε =0.4, 

CW), Ay-=0.4374 (thick line); Ay+=0.4375 (thin 

line), (CDfb,CLfb) (top); (CDfb,-CLfb) (bottom) 

Computed vorticity contours are shown in 

Figure 11 for Ay- (top) and Ay+ (bottom) amplitude 

values. The grey colour indicates negative vorticity 

values (rotating clockwise), and the black is positive 

(anticlockwise). The pre- and post-jump vorticity 

contours are taken at the instants of t=66T=399.2885 

and t=66.5T=402.3135 (shifted by half a period), 

respectively. As can be seen in the two figures the 

vorticity contours are almost perfectly mirror images 

of each other, as was also found for the limit cycles. 

The vortex shedding mode is P+S, meaning that a pair 

(P) of vortices and a single (S) vortex are shed in one 

period [1]. Before the jump the pair of vortices are in 

the lower row, after the jump they switch to the upper 

row. The pre- and post jump time-history curves also 

show that they are not a mere reflection of each other; 

they are reflected and translated by half a period (T/2) 

with respect to each other. That is why the vorticity 

contour snapshots are also taken shifted by T/2. 

 

 
 

 

Figure 11. Vorticity contours: top pre-jump     

(Ay-=0.4374); bottom post-jump (Ay+=0.4375) 

4. CONCLUSIONS 

Flow around a circular cylinder forced to 

follow a slender figure-eight path is investigated 

numerically at frequency ratios FR=0.9, 1.0 and 1.1, 

Re=150, and amplitude ratios ε=Ax/Ay=0, 0.1, 0.2, 

0.3 and 0.4 in the lock-in domain. Mechanical energy 

transfer E and time history of lift and drag are plotted 

against transverse oscillation amplitude Ay while 

other parameters are kept constant. Both clockwise 

(CW) and anticlockwise (ACW) orbits on the upper 

loop of a figure-eight path are investigated. 

From the results it can be stated that 

 Time-mean of lift is very sensitive to the 

direction of cylinder orbit; 

 Energy transfer E for the CW case: E is 

negative in the largest part of the parameter 

domain, and positive E values are confined to 

moderate Ay values (Ay < 0.53). There are 

small positive E peaks for the smaller ε values 

(the maximum value of positive E peaks 

belongs to ε =0); for larger ε values there are 

no positive E values at all. 

 Energy transfer E for the ACW case: E is 

positive in the largest part of the parameter 

domain (amplifying vibration effect). There 

are large positive E peaks, and the value of the 
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peaks increases with ε (unlike in the CW case). 

This situation represents a potencial risk for 

vortex-induced vibration VIV for free 

vibration cases, and can lead to fatigue of the 

structure. 

 The pre- and post-jump analysis around a 

switch or jump in the value of TM of lift 

shows that both the drag-lift limit cycle curves 

and vortex contours belonging to pre- and 

post-jump amplitude values are mirror images 

of each other.  

Future investigations could include 

computations at further Reynolds numbers or 

frequency ratios. 
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ABSTRACT 

Sprays are used in industrial applications where 

high heat and mass transfer rates and good mixing 

are of primary importance. Today, there is no single 

mathematical framework available to predict the 

entire spray breakup process at an acceptable 

computational cost for a typical problem of 

industrial size. In this work, we develop a volume-

of-fluid (VOF) framework that is combined with 

Lagrangian particle tracking (LPT) to take 

advantage of the respective strengths of these two 

approaches in the dense and dilute regions of the 

spray. A statistical model is constructed that makes 

the transition from the VOF to the LPT formulation 

possible using input data about the primary breakup 

process obtained from detailed VOF simulations. A 

novel void-handling scheme is used to make 

volume conservation possible for the two 

approaches combined on a single computational 

mesh. Some examples of the procedure in which the 

statistical model is tuned are shown and results 

from the combined framework are presented. 

Keywords: LPT, multiphase flow, numerical 

methods, spray breakup, statistical modelling, 

VOF  

NOMENCLATURE 

 

CD [-] drag coefficient 

F [N/m3] momentum source term 

d [m] diameter 

g [m/s2] gravitational acceleration vector 

M [kg/m3] mass source term 

m [kg] mass 

P [Pa] pressure 

Re [-] Reynolds number 

t [s] time 

u [m/s] velocity vector 

x [m] position vector 

 [-] volume fraction in the VOF 

  representation occupied by the 

  liquid phase 

 [-] volume fraction available to VOF 

phase 

  [Pa] molecular stress tensor 

t  [Pa] turbulent stress tensor 

 [kg/m3] density 

 [Pa,s] viscosity 

 [-] location parameter 

 [-] scale parameter 

 

Subscripts and Superscripts 

 

LPT Lagrangian particle tracking 

p parcel 

r relative 

1. INTRODUCTION 

The high heat and mass transfer rates 

obtainable in sprays are of great importance in a 

wide range of industrial applications (e.g., 

combustion, drying, and gas-liquid mixing). Due to 

the difficulties involved in experimental 

investigations of dense two-phase flows, numerical 

simulations are indispensable when investigating 

their behaviour. The atomization of a liquid in a 

gas-liquid flow can be described by a volume-of-

fluid (VOF) model [1], where a single set of 

balance equations is solved and where the volume 

fraction field of the phases is tracked throughout the 

domain. This approach allows all the temporal and 

spatial scales relevant to the fluid dynamics to be 

resolved, but is extremely computationally 

expensive for industrial systems. A more 

appropriate technique is then to use Lagrangian 

particle tracking (LPT) [2], where computational 

parcels representing droplets are tracked through 

the gas. Unfortunately, LPT is only applicable to 

dispersed flows and thus cannot be used to predict 

the primary breakup process. 
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In this work, a VOF model is developed that is 

coupled to an LPT solver. The VOF model is solved 

together with a two-equation turbulence model in 

the parts of the domain where the flow is clearly 

separated. A switching scheme is developed that 

enables the transfer of mass from the VOF 

description to the LPT description and vice versa. 

The switching scheme enables implicit handling of 

the primary breakup by the VOF formulation via a 

statistical model, whereas the resulting droplet flow 

and its secondary breakup are handled by the LPT 

formulation, thus taking advantage of the respective 

strengths of the two approaches. A supporting void-

handling scheme has been devised to make volume 

conservation possible, which is otherwise 

impossible unless different computational grids are 

used for the mentioned techniques. The switching 

scheme is based on a statistical model that is 

constructed via regression modelling using data 

obtained from highly resolved VOF simulations. 

The versatility of the combined VOF-LPT 

framework is illustrated and promising results are 

presented. 

2. MODELLING 

The model developed in the present work is a 

combined VOF-LPT model applied to a gas-liquid 

system. Since it is the liquid that is atomized and 

undergoes the transition from continuous to 

dispersed (and potentially back again), the gas 

phase is chosen to be the continuous phase in the 

model formulation. Consequently, the gas is only 

present in the VOF formulation, whereas the liquid 

can theoretically be simultaneously present in both 

the VOF and the LPT formulation. Later, we will 

introduce the switching scheme that transfers mass 

between the two formulations. In the terminology 

related to the switching between the two 

frameworks, we denote the liquid as the switching 

phase and the gas as the non-switching phase. In 

addition to the switching scheme, a void handling 

scheme is also necessary to prevent local 

overpacking of LPT parcels. Finally, the switching 

scheme is built around a statistical model that 

enables a mapping of VOF properties to LPT 

properties. This model and its two supporting 

schemes are also described in the following. 

2.1. VOF model 

In the VOF part of the framework, a shared set 

of equations is used for both phases. The pressure 

and velocity fields are determined from shared 

continuity and momentum balance equations, 

assuming that the velocity of the two phases is 

continuous across the interface: 
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Note that this formulation differs with respect 

to a conventional VOF model by accounting for the 

fact that a fraction (1 - ) of a computational cell is 

occupied by the LPT representation. The local 

physical properties (density and viscosity) are 

obtained by weighing together the contributions 

from the gas and liquid in proportion to their 

presence in each cell. This presence is monitored by 

solving a continuity equation for the volume 

fraction of liquid, , according to: 
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Here, it should be emphasized that  is the 

volume a fraction of liquid in the fraction  of the 

computational cell available to the VOF 

formulation. 

The turbulent stress tensor in Eq. (2) is obtained 

from the SST k- model [3], implying that the VOF 

model is a so-called filtered VOF model. The 

resolved interface is therefore to be interpreted as 

having been filtered with the same filter as the 

velocity and pressure fields in the derivation of the 

Reynolds-Averaged Navier-Stokes (RANS) 

equations. In the detailed VOF simulations used to 

tune the statistical model (see Section 2.4), the 

effects of surface tension are modelled via the 

continuum surface force model [4]. 

Eqs. (1) and (2) are discretized on a co-located 

grid using the second-order upwind scheme for the 

convective terms, second-order central differencing 

for the diffusion terms and first-order implicit 

discretization for the transient terms. The pressure-

velocity coupling algorithm is PISO, and PRESTO! 

is used as the pressure interpolation scheme. Eq. (3) 

is discretized using a first-order explicit formulation 

for the transient term, and geometric reconstruction 

is used for the face flux interpolation. The -field is 

calculated from a loop over all LPT parcels and is 

thus known during the solution of the Eulerian 

equations. Conservative forms of the governing 

equations in integral form are used to ensure mass 

conservation also in the presence of heterogeneities 

in the -field [5]. 

2.2. LPT model 

The LPT part of the framework is used to track 

the drop fragments created in the primary 

atomization process. These fragments are 

represented by computational parcels that represent 

a number of such fragments. The positions and 

velocities of the fragments are updated by applying 

Newton’s second law: 
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In the formulation of Eq. (5), it has been 

assumed that the net force acting on a 

computational parcel can be approximated by the 

sum of the drag force and the buoyancy force. It has 

furthermore also been assumed that these forces can 

be obtained with acceptable accuracy by neglecting 

the intricate details of the shape of a fragment by 

simply considering its sphere-equivalent diameter. 

The drag correlation used is that of Morsi and 

Alexander [6], secondary breakup of the LPT 

parcels into smaller fragments is handled by the 

Wave model [7], and turbulent dispersion is 

modelled with an eddy-interaction model [8]. 

2.3. Switching scheme 

Any combination of a VOF and an LPT 

framework must have a switching scheme that lays 

down the rules for how and when to move mass 

from the VOF framework to the LPT one, and vice 

versa. In general, the case of switching from LPT to 

VOF is the easier task. If an LPT parcel enters a 

computational cell where the fraction  that is 

occupied by the VOF phases has a volume fraction   

 of the switching phase equal to one, the LPT 

parcel is removed and the mass and momentum 

goes into the VOF description. In such a switch, 

mass and momentum are conserved, both globally 

and locally. 

Going from a VOF to an LPT description is not 

as straightforward, however, and there exist a 

number of suggestions for how to do this. One 

approach is based on a direct, one-to-one 

identification of fragments smaller than some 

threshold level that are then removed from the VOF 

description to appear in the LPT description [9, 10]. 

Here, we refer to this as direct switching. The main 

disadvantage associated with this technique is that 

the primary breakup has to be resolved, which is 

still extremely computationally demanding. The 

main advantage is that all information (positions, 

mass, momentum, and even some description of 

shape) may be preserved in the switching between 

the two models. However, this preservation can 

only happen at the cost of having to use separate 

computational meshes for the different techniques, 

since the theoretical assumptions underlying the 

derivation of the LPT model relies on that the size 

of an LPT parcel is significantly smaller than the 

computational cell in which it is currently residing. 

Multigrid techniques may be used to overcome 

these limitations [11], but they require additional 

computational overhead and also development of 

new techniques for switching from LPT to VOF. 

Such additional complications are not in line with 

the aim of the current work, which is to derive a 

robust and computationally efficient method for 

industrial applications. 

Grosshans et al. [12] developed a combined 

statistical VOF-LPT technique in which it is 

assumed that the LPT parcels do not occupy any 

volume in the VOF description. This assumption is 

adequate when the LPT formalism is used in the 

dilute regions of a spray, but does not allow volume 

conservation (and hence not mass conservation) of 

the non-switching phase. Note that this 

inconsistency will affect both the switching from 

VOF to LPT as well as that from LPT to VOF. 

Consequently, such an approach is useful to study 

the fluid dynamics in situations where the 

continuous phase density is very low in comparison 

to the dispersed phase density, but is not generally 

well suited to applications where species transport 

and chemical kinetics in the non-switching phase 

are of interest as well. In the latter cases, failure to 

conserve the mass of the non-switching phase may 

have too severe implications for the overall 

accuracy of the computation. 

In the present work, we have developed a 

switching scheme that is active in one or more pre-

defined regions of the computational domain. We 

call such a region a switching zone. The switching 

zones are to be located in the regions of the domain 

where the liquid is atomized, and they should be 

defined in such a way that they cover the entire 

length from where continuous liquid enters to where 

the fragments created in the primary atomization 

process exits. 

 

Figure 1. Conceptual illustration of the switching 

scheme developed in the current work 

The red square in Figure 1 illustrates a 

switching zone in a flow situation where a gas-

liquid two-phase flow moves downwards in the 

figure. As mass belonging to the switching phase 

enters the switching zone (left part of Fig. 1), it is 

transferred into the LPT description at the end of 

the time step by the switching scheme. It is however 

to be expected that one or several cells in the 
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switching zone will be occupied with so much of 

the switching phase that a direct switching cannot 

be carried out on the mesh without resulting in local 

overpacking. At the same time, as the LPT 

fragments are to represent the outcome of the 

primary atomization, they are not necessarily to 

appear in the same computational cells as where the 

VOF mass was taken from. Instead, a statistical 

model is invoked that uses the variables (average 

volume fraction and phase-averaged velocities) on 

the inlet of the switching zone to sample 

appropriate LPT parcel properties from statistical 

distributions representing the outcome of the 

primary atomization process (right part of Fig. 1). 

As a direct consequence, conservation of the 

solution variables (mass and momentum) is 

guaranteed on a per-zone basis for the switching 

zone, and not necessarily on a per-cell basis. 

2.4. Statistical model 

The properties (size, position and velocity) of 

each LPT parcel inserted into the switching zone 

are sampled from statistical distributions using a 

statistical model. This model takes the area-

averaged volume fraction and the phase-averaged 

velocities on the inlet to the switching zone is its 

input variables and uses uniformly distributed 

random numbers to sample a set of cumulative 

distribution functions (CDFs) for the LPT 

properties. These CDFs are obtained a priori from 

highly-resolved simulations of the atomization 

region using only the VOF model. A structure 

identification algorithm has been developed that 

identifies all isolated VOF structures in a given -

field and retrieves their properties (size, position 

and velocity). A great number of such snapshot data 

sets are obtained for a long time series of VOF 

simulation data. These data sets are then filtered to 

remove information pertaining to the liquid core or 

any possible fragments smaller than some lower 

threshold (e.g. four computational cells) related to 

what can be resolved on the employed mesh. The 

filtered data is thereafter inspected and functional 

forms for the distributions of the aforementioned 

properties are chosen. Next, the distribution 

functions are fitted to the available data. This 

process produces a detailed statistical model, but 

one that is only valid for the inlet conditions to the 

switching zone used in the detailed VOF 

simulations (in terms of  and |ur|) . Therefore, 

linear regression models are constructed for all 

parameters in the statistical distributions. 

Depending on the distribution function chosen, 2-6 

parameters are needed to describe the distribution of 

each variable (size, position and velocity). Each 

parameter is determined by a regression model with 

three coefficients. Constructed in this way, the 

complete statistical model can hence approximate 

the CDFs of all variables in the complete [, |ur|]-

space. 

The significance of the statistical model is that 

it uses data from only four detailed VOF time series 

to predict the CDFs. This number of cases has to be 

kept low in order not to lose computational 

efficiency. However, since four cases are not 

enough to allow regression of non-linear models, 

we have to assume that the variation of the 

properties among the parcels is uncorrelated. 

Previous experience tells us that the case-to-case 

variations over large spans in [, |ur|]-space are 

significantly larger than e.g. size-dependence of 

properties such as the velocities, which supports the 

current approach. At the same time, it should be 

stressed that if the data snapshots obtained from the 

detailed VOF simulations should be subdivided into 

sub-classes based on one variable (e.g. size) to 

allow a size-dependence to captured by the 

statistical model, this would at the same time 

decrease the number of data points available in the 

fitting procedures, which would be detrimental to 

the predictive qualities of the model as a whole. 

2.5. Void handling scheme 

In a conventional LPT framework for dilute 

flows, the handling of the void created in each 

computational cell due to the presence of the 

Lagrangian parcels (denoted (1 - ) in the current 

work) is rather straightforward. Theoretical 

problems arise, however, in the limit of very low 

values of . When the presence of the LPT 

fragments approaches the packing limit, some 

method must be invoked to prevent overpacking, 

which would otherwise yield unphysical results and 

risk crashing the solver. In detailed simulations of 

dense suspensions, it could be worthwhile to model 

actual particle collisions – an approach known as 

four-way coupling [13]. When particle collisions 

cannot be resolved (because of a too high 

computational cost), another option is to prevent 

overpacking by introducing a particle pressure [14]. 

In the current work, we aim at simulating systems 

of industrial size and where the dynamics of 

fragment collisions are not well known. The focus 

thus has to be primarily on computational efficiency 

and robustness, and we have therefore developed a 

novel void handling scheme that harmonizes with 

the statistical description of the atomization process 

adopted in the design of the switching scheme. 

The void handling scheme first determines the 

local values of (1 - ) by summarizing the presence 

of LPT parcels in each computational cell. In the 

event that the value of (1 - ) calculated in this way 

should exceed the value corresponding to a 

randomized close packing of spheres, it is limited to 

this value and the remaining void is distributed to 

the cell neighbours. In that way, the fulfilment of all 

conservation laws is again guaranteed globally, 

whereas it is not necessarily maintained on a per-

cell basis. 
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Figure 2. Illustration of the computational 

domain 

3. RESULTS 

All computations are performed for the domain 

illustrated in Figure 2. The inlet is located in the 

square duct entering from the upper right corner. 

The top plane is a no-slip wall, the bottom plane is a 

pressure outlet and the sides have periodic boundary 

conditions. The mesh contains more than 4.5 

million hexahedral cells. 

In order to generate data to tune the statistical 

model, we start with a small number of detailed 

VOF simulations (see Table 1). The incoming flow 

is assumed to be fully separated, so that the listed 

values of  can be interpreted both as the average 

volume fraction of liquid as well as the location of 

the liquid surface expressed as a fraction of the inlet 

height. The liquid velocity is fixed and the variation 

of the relative velocity is accomplished by varying 

the gas velocity. The liquid-to-gas density and 

viscosity ratios are approximately 12 and 4.5, 

respectively. Taking the side of the inlet duct as the 

characteristic length, both the gas and liquid 

Ohnesorge numbers are small while the Weber and 

Reynolds numbers are large. Consequently, inertial 

forces are more important than viscous and surface 

tension forces, and breakup of the incoming liquid 

jet is to be expected. 

First, the detailed VOF simulations produce the 

data needed to tune the statistical model. A snapshot 

from Case #2 is shown in Figure 3. Very fine spatial 

and temporal resolutions are needed to resolve the 

breakup into these fragments, and the computational 

cost of simulating this breakup process in its 

entirety with dynamically changing boundary 

conditions is an insurmountable task for 

applications of industrial scale. The aim of the 

current work is to show how the properties of these 

fragments can be relatively well approximated by a 

statistical model that is fitted to the behaviour 

observed in the four detailed cases, which are 

chosen to adequately span the relevant property 

space. In order to facilitate the discussion, we will 

limit ourselves to the u-component of the velocity 

of the liquid fragments for the following discussion, 

but the same principle is valid for all the variables 

predicted by the statistical model. The performance 

of the VOF-LPT code developed here is finally 

assessed by applying it in the same computational 

domain but at a significantly lower mesh resolution 

(less than 750,000 cells). 

 

Figure 3. Snapshot from one of the detailed VOF 

cases (Case #2) showing contours of velocity 

magnitude on the gas-liquid interface 

The probability distribution functions (PDFs) 

for the u-velocity obtained from the raw, filtered 

data are shown as histograms in Figure 4. It is 

emphasized here that although the four cases 

represent significant changes to the variables of 

primary interest in the atomization process (cf. 

Table 1), the distributions have striking similarities. 

For this particular variable (the u-velocity), an 

extreme value distribution was chosen as the most 

appropriate functional form. 

 

Figure 4. The raw, filtered probability 

distribution functions for the u-velocity of the 

liquid fragments produced in the detailed VOF 

cases 

Table 1. Case specifications for the detailed VOF 

simulations 

Case  |ur| 

1 0.75 10 m/s 

2 0.25 10 m/s 

3 0.75 1.5 m/s 

4 0.25 1.5 m/s 
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An extreme value distribution is characterized 

by two parameters, the location parameter  and the 

scale parameter . The probability distribution 

function is given by: 
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It is thus possible to fit appropriate values of  

and  for each of the four detailed VOF cases. Such 

a fitting procedure for the u-velocity data produces 

the graphs shown in Figure 5, which agree well 

with the distribution of the raw data in Fig. 4. This 

observation allows us to propose that a reasonable 

approximation of the distribution of a property in a 

given point in [, |ur|]-space can be obtained as long 

as the distribution is known and its parameters can 

be determined. The distribution is chosen in the 

fitting procedure, and is hence already known, so 

the remaining task is to determine the parameters. 

 

Figure 5. The four probability distribution 

functions for the u-velocity in the detailed VOF 

cases fitted to four extreme value distributions 

To determine the parameters of each 

distribution for an arbitrary point in [, |ur|]-space, a 

linear regression model is fitted to the available data 

in the four points covered by the detailed VOF 

simulations. For example, the regression models for 

the u-velocity distribution become: 

 

r321 u   (7) 

 

r654 u   (8) 

 

In other words, six coefficients (1-6) are fitted 

in the linear regression and thereafter form the basis 

for describing how  and  vary in the entire [, 

|ur|]-space. In this way, the statistical model is able 

to compute the PDFs and the CDFs for the u-

velocity of the fragments formed in the primary 

atomization in the detailed VOF simulations. Figure 

6 illustrates what the CDF from which the u-

velocity is sampled looks like for the four detailed 

VOF cases.  

 

Figure 6. Cumulative distribution functions for 

the u-velocity of liquid fragments produced in 

the detailed VOF cases 

The process is then repeated for every property 

(size, position and velocity) that the statistical 

model needs to predict, and the result is a set of 

seven different distribution functions with 28 

parameters and 84 coefficients, all of which can be 

obtained from the detailed VOF data via the 

structure identification algorithm and the fitting 

procedures. 

 

Figure 7. Visualization of the mean expected u-

velocity when sampling from the 2-parameter 

statistical distribution using a 6-coefficient linear 

regression model (the points for the four detailed 

VOF cases are illustrated by black crosses) 

Visualization of the PDF or CDF for every 

point in [, |ur|]-space would require four 

dimensions, so we choose to visualize how the 

mean of the PDF varies instead (Figure 7). It is 

important to note that although certain inferences 

related to the physics of the atomization process 

seemingly can be made directly from Fig. 7 (related 
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to the relationship between the velocity of the 

fragments and the volume fraction and relative 

velocity), certain important features, such as the 

spread in the distribution – visible in Fig. 6, is not 

reflected in Fig. 7. We therefore stress the fact that 

the statistical model always samples LPT properties 

from the complete CDFs. 

Finally, the complete combined VOF-LPT 

framework is used to simulate Case #2 again 

(Figure 8), but now on a mesh that contains less 

than 750,000 cells. The statistical distributions of 

the LPT parcel properties have been analysed and 

agree well with those of the detailed VOF 

simulation. Also the overall characteristics of the 

spray agree well between the combined VOF-LPT 

framework and the detailed VOF simulation. These 

promising results illustrates the potential of the 

proposed modelling framework to enable 

simulations of dynamic spray breakup processes in 

industrial gas-liquid flows at only a fraction of the 

computational cost of a fully resolved VOF 

simulation. 

 

Figure 8. Snapshot from the combined VOF-

LPT simulation of Case #2 showing contours of 

velocity magnitude on iso-surfaces of the LPT 

parcel concentration 

5. SUMMARY 

In this work, a coupled VOF-LPT framework is 

developed to enable numerical simulations of 

industrial processes involving transient spray 

breakup processes of two immiscible fluids (either 

gas-liquid or liquid-liquid). The VOF model is 

solved together with a two-equation turbulence 

model in the parts of the domain where the flow is 

clearly separated. A switching scheme is developed 

that enables the transfer of mass from the VOF 

description to the LPT description and vice versa. 

The switching scheme enables implicit handling of 

the primary breakup by the VOF formulation via a 

statistical model, whereas the resulting droplet flow 

and its secondary breakup are handled by the LPT 

formulation, thus taking advantage of the respective 

strengths of the two approaches. A special focus has 

been to make volume conservation possible on a 

single computational grid. The switching scheme is 

based on a statistical model that is constructed via 

regression modelling using data obtained from 

highly resolved VOF simulations. All of the steps 

included in the development and construction of the 

statistical model are outlined, and examples from a 

spray simulation in a domain of industrial size are 

included. The combined VOF-LPT framework 

outlined here has the potential to serve as a valuable 

numerical tool in present and future endeavours to 

predict the macroscopic behaviour in industrial 

spray breakup processes.  
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ABSTRACT  
The focus of research works on cavitation has 

changed since the 1960s; the behaviour of a single 
bubble is no more the area of interest for most 
scientists. Its place took the cavitating flow 
considered as a whole. Many numerical models of 
cavitating flows came into being within the space of 
the last fifty years. They can be divided into two 
groups: multi-fluid and homogeneous (i.e. single-
fluid) models. The group of homogenous models 
contains two subgroups r: models based on transport 
equation and pressure based models. Several works 
(Senocak and Shyy, Goel and Frikha) tried to order 
particular approaches and presented short reviews of 
selected studies. However, these classifications are 
too rough to be treated as sufficiently accurate. The 
aim of this paper is presentation of the development 
paths of numerical investigations of cavitating flows 
with the use of the homogeneous approach in order 
of publication year and with relatively detailed 
description. This review focuses not only on the list 
of the most significant existing models, but also on 
presentation their advantages and disadvantages as 
well as the reasons that inspired us to look for the 
new ways of numerical predictions of accuracy and 
dimensions of cavitation. The article includes also 
the division of source terms of presented models 
based on the transport equation with the use of 
standardized symbols that could be directly 
implemented in the universal udf (i.e. user defined 
function) located in the appendix. This udf is 
intended to use in Fluent (ANSYS software). 

Keywords: CFD, cavitation, homogeneous 
approach  

NOMENCLATURE 
A [m2] interfacial area concentration  
A0   [s] oscillation amplitude  
C [-] model constant 

Cµ [-] empirical turbulent viscosity 
constant 

�� [-] unit tensor 
L [m] length scale 
R [m] bubble radius 
R1 [J/(mol·K)] universal gas constant     
T [K] temperature 
Ts [K] saturation temperature 
U [m/s] velocity magnitude 
V [m3] volume 
Y [-] mass fraction 
c [m/s] speed of sound in the mixture 
cwallis  [m/s] propagation of acoustic waves                                                                                                             

without mass transfer 
d [m] body diameter 
f [Hz] oscillation frequency  
k [m2/s2] turbulence kinetic energy 
kp [ - ] scaling constant 
kv [ - ] scaling constant 
��  [kg/m3·s] mass source 
n0 [nuclei/m3]  nuclei concentration per 

unit volume  
p [Pa] local fluid pressure 
psat [Pa] saturated liquid pressure 
��� [kg/ms2] molecular heat flux 
��� [kg/ms2] turbulent heat flux 
r [m] radius 
	
� [N/m3] source of mass forces 
	
� [J/(m3/s)]source of energy 
t [s] time  
t∞ [s] time scale of free stream value 
u [m/s] velocity 
ul,n [m/s] interfacial velocity 
�,�

���       [m/s] interface velocity relative to local   
flow field 

uv,n [m/s] vapor phase normal velocity 
α [-] volume fraction 
����,�� [-] average value of the appearance or 

disappearance coefficient 
ε [m2/s3] dissipation density 
µ [Pa·s] dynamic viscosity 

Agnieszka Niedźwiedzka, Wojciech Sobieski, "Review of numerical models of cavitating flows with the use of the hom261



µtm [Pa·s]  the eddy viscosity 
ρ [kg/m3] density 
σ [N/m] surface tension 
��� [kg/ms2] viscous molecular stress tensor 
��� [kg/ms2] turbulent Reynolds stress tensor 
 
Subscripts 
 
K Kubota model 
S Schnerr and Sauer model 
d evaporation term 
g gas 
l liquid 
m mixture 
p condensation term 
ref reference 
v vapor  
nuc nucleation site 
∞ free stream value 

1. INTRODUCTION 
The cavitation history dates back to 1894. The 

first description of an occurrence of vapour bubbles 
in water appeared in Reynolds’ paper, but it should 
be emphasized that throughout this document there 
is no such expression like “cavitation” [1]. 
Thorneycroft and Barnaby to describe the unknown 
phaenomenon that was responsible for the wear of 
the surface of a screw propeller used this expression 
not until one year later [2]. Twenty-two years went 
by before Rayleigh published the first mathematical 
model of cavitation in an incompressible fluid [3]. 
The awareness of weak points of the first model such 
neglecting of surface tension and liquid viscosity 
caused a long scientific discussion that went on sixty 
years. The finally form of bubble dynamic equation 
was presented in 1977 by Plesset and Prosperetti [4]. 
Until today, the well-known form of the 
mathematical model of bubble dynamic is called 
until today the Rayleigh-Plesset equation – Eq. (1). 
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The Rayleigh-Plesset equation was the basis for 
pioneering works in the area of numerical 
investigations, which covered the analyses of 
behaviour of a single bubble under the influence of 
the variable pressure of the surrounding liquid [5]. In 
the course of time, the focus of research works on 
cavitation has changed. The place of the analyses of 
the behaviour of a single bubble took the cavitating 
flow considered as a whole. All numerical 
simulations of the cavitating flow, regardless of the 
used approach (multi-fluid or homogeneous), require 
to solve the appropriate set of governing equations, 
that can include mass, momentum or energy 
equations – Eqs. (2) to (4) [6].  
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In the case of multi-fluid approach, the number 

of sets of governing equations is dependent on 
number of considered phases. In the homogeneous 
approach, one set of governing equations is solved 
for all phases. One way that enables to take the 
change of vapour fraction into consideration, is 
introduction of an additional transport equation – 
Eq. (5) that in the most of cases bases on the above 
mentioned Rayleigh-Plesset equation.  
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This homogeneous models are called models based 
on transport equation. The transport equation is 
expressed in form of mass transfer rates (called 
source terms) that have different forms for 
condensation (�� �), when the local fluid pressure 
increases above the saturated liquid pressure and 
evaporation (�� �), when the local fluid pressure 
drops below the saturated liquid pressure – Eq. (6).  
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Until today several works [7-11] tried to order 
particular approaches and presented short reviews of 
selected studies. This review aims to order and make 
complete all works up to now. 

2. THE DEVELOPMENT PATHS OF 
NUMERICAL INVESTIGATIONS OF 
CAVITATING FLOWS WITH THE USE OF 
THE HOMOGENEOUS APPROACH 

Kubota proposed the first homogeneous model 
based on transport equation, which gained the 
international fame, in 1992 [12]. Until today, many 
researches [13, 14] use the model as a reference point 
in their investigations. Kubota formulated the local 
homogeneous model (LHM) equation of motion – 
Eqs. (7) on the basis of the exact nonlinear Rayleigh-
Plesset equation. 
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In the first analyses the initial value of bubble radius 
R was set to 1 · 10-6 m. Unfortunately, the nonlinear 
character of the model led to instability.  

Many researches tried to identify the weak 
points of the Kubota model and suggested their own 
solutions of the pointed problems. Merkle et al. [12, 
15-17] presented in 1998 their own version of source 
terms – Eqs. (8) and (9). Unlike the source terms 
proposed by Kubota, their variant does not refer to 
the bubble radius, but to the change of the liquid 
density, which is proportional to the dynamic 
pressure – Eq. (10). The parameter κ has a value 
between 0.2 and 0.5. Changes of fluid volume caused 
by changes of its density allow considering the fluid 
as compressible. Merkle et al. took also the 
characteristic time scale of fluid motion t∞ into 
account, through the formulation of the source terms. 
The characteristic time scale of fluid motion – Eq. 
(11) allowed expressing the time necessary to 
transition from one phase to other in the 
condensation and evaporation source terms.   
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Kunz et al. [18-20], in 1999, presented the other 

solution of source terms – Eqs. (12) and (13). The 
authors used the approach based on the Ginzburg-
Landau potential. Hohenberg and Alperin [21] 
emphasized usefulness of this theory for dynamic 
phenomena emphasized in 1977. In the numerical 
analyses was implemented k–ε turbulence model.  
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In 2001 appeared many transport based 

cavitation models. Schnerr and Sauer [22] presented 
the first transport based cavitation model which 
source terms do not need any empirical constants – 
Eqs. (14) and (15). The transport equation requires 
only quantitative values of the physical parameters. 
The model avoids any non-physical parameter. The 
value of bubble radius R was set to 3 · 10-5 m. The 
source terms – Eqs. (14) and (15) include a part 

which describes the dynamic of bubble growth. This 
expression – Eq. (16) is a simplified form of the 
Rayleigh-Plesset equation which became the base for 
many subsequent models of transport equation. 
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Senocack and Shyy [23] suggested coupling of 

source terms with a pressure-based algorithm. The 
pressure-based algorithm consists of a pressure-
velocity-density coupling scheme that use an 
upwinded density interpolation. The applied source 
terms – Eqs. (17) and (18) approximate in form to the 
source terms presented by Kunz in 1999. The 
presented model is called Interfacial Dynamics 
Cavitation Model (IDM). In numerical simulations, 
the authors applied the k–ε turbulence model. 
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Iben [24] based the form of the evaporation and 

condensation rates of his model – Eqs. (19) and (20) 
on the Rayleigh-Plesset equation. The main feature 
that distinguish the presented formulation from the 
above listed source terms is using of the empirical 
model constant only in the condensation rate. This 
procedure is aimed at considering the slower tempo 
of the condensation process. The value of bubble 
radius R was set to 0.5 · 10-5 m. 
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In 2002 appeared the first commercial used 

model called Full Cavitation Model [25] which was 
formulated by Singhal et al. The form of the defined 
source terms – Eqs. (21) and (22) is similar to the 
forms that were presented by Schnerr and Sauer [22] 
or Iben [24]. All mentioned equations (both 
condensation and evaporation terms) contain the 
square root of the quotient, which numerator is the 

satpp >

satpp >

satpp >
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difference between the local pressure and vapor 
pressure, and denominator is the liquid density. One 
feature distinguishes the source terms of Singhal 
model from all solutions of the time: source terms 
express not only the changes of bubble dimensions 
(the Rayleigh-Plesset equation as the starting point 
through formulating of the transport expressions), 
but also the local turbulent kinetic energy (√��, the 
surface tension (σ = 0.0717 N/m) and the content of 
noncondensible gases (NCG) in the liquid (fg ≈ 10 
ppm). The vapour mass fraction is calculated based 
on Eq. (23). The name of the model – Full Cavitation 
Model derives from taking into consideration such 
many factors by formulating of the source terms. 
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In 2003 appeared also few models of cavitating 

flow based on transport equation that are worth 
mentioning and describing. The first of them is 
Frobenius model [26]. For this model characteristic  
is the specific form of the source terms – Eqs. (24) 
and (25), which express no more the change of the 
liquid mass, but the change of the vapour volume 
fraction. The change of the vapour volume fraction 
is calculated based on Eqs. (26), which  describes the  
vapor fraction in the liquid, and Eq. (16), which 
describes the dynamic of the bubble growth. 
Frobenius set the value of nuclei concentration n0 to 
1 · 108 nuclei/m3 and the value of bubble radius R to  
30 · 10-6 m.  
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The next model that appeared in 2003 was Saito 

one [27]. A new variable A, expressing the interfacial 
area concentration in the vapour-liquid mixture – Eq. 
(27) is characteristic in this model For both mass 
transfer rates – Eqs. (28) and (29). The authors do not 

give the answer about the values of the model 
constants used. The only tip is a mutual relationship 
between all constant expressed in Eq. (30). The value 
of empirical model constant C was set in the 
numerical simulations of Saito et al. [27] to 0.1 m-1.  
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The source terms of the model proposed by 
Zwart et al. in 2004 [28] – Eqs. (31) and (32) have 
a similar form as in Iben model – Eqs. (17) and (18), 
but the vapor volume fraction αv in the condensation 
rate was replaced by the product of the nucleation 
site of volume fraction αnuc and the remaining fluid 
volume fraction (1-αv). Zwart et al. use the standard 
k–ε model with modified expression for the eddy 
viscosity – Eq. (33). The mixture density from the 
original expression was replaced with the density 
function described in Eq. (34). The value of the 
bubble radius R, just as in Kubota model, was set to 
1 · 10-6 m and the value of the nucleation site of 
volume fraction αnuc to 5 · 10-4 [28]. 

 
( )

l

satvv
p

pp

R
Cm

ρ
ρα −

=+
3

23
&              (31) 

 
( ) ( )

l

satnucvv
d

pp

R
Cm

ρ
ααρ −−

−=−
3

213
&

    
(32) 

 

( )
ε

ρµ µ

2k
Cftm =     (33) 

 

( ) ( )vl

n

lv

mv
v p

p

p
f ρ

ρ
ρρρ −









−
−+=     (34) 

 
The starting point in the development of a new 

transport equation for Wu et al. [29] was the model 
proposed by Senocack and Shyy [17] in 2001.– Eqs. 
(15) and (16). Wu et al. estimated the interfacial 
velocity by applying an approximate procedure. 
Additionally, they used correlations between the net 
interface velocity – �,�

��� and the mass transfer ∆��  – 
Eq. (35) and correlation between the net interface 
velocity �,�

��� and the flow field local velocity �,�
� !"� 

– Eq. (36) to achieve the final form of their form of 
mass transfer rates – Eqs. (37) and (38). The value of 
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the flow field local velocity �,�
� !"� is equal the value 

of the vapor phase normal velocity #,�. 
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         In 2006 Merkle et al. [30 and 31] presented 
a new homogeneous model which mass transfer rates 
are defined in Eqs. (39) and (40). The form is 
distinguished from the all above mentioned models 
through appearance of two scaling constants kv, kl 
and kp – an as small as possible factor. The values 
were set in numerical calculations [31] as follow: kv 
= 100.0, kv/ kl = 15.0 and kp = 0.02.  
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        Sobieski [32] presented the condensation and 
evaporation rates – Eqs. (41) and (42) as distinct 
from all above mentioned works through applying of 
the oscillation equation. This approach is connected 
with periodic character of cavitation.  
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Sobieski [32] additionally inserted a function 
relating mass source intensity to the mass fraction of 
gas – Eq. (43) in the transport equation.   
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        Dauby et al. [33] presented a really simple form 
of transport equation – Eqs. (44) and (45) which 
consists only of empirical coefficient Cp and Cd, 
liquid volume fraction αl and pressure difference.  
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          Since 2011 researches have been looking for 
new ways to solve the problem of an insufficient 
capability of cavitation prediction. Their research 
area are no more only equations of bubble dynamic 
or well-known physical relationships between 
vapour and liquid fraction in fluid. Scientists wish to 
find the solution of problems with prediction of 
cavitation through connecting this phenomenon with 
e. g. the propagation of acoustic waves or complex 
mathematical formulae.  
        Huang and Wang [34] in 2011 described a new 
innovative solution of mass transfer rates – Eqs. (46) 
and (47).  
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Their approach to formulate the transport equation 
consists of using of a blending function χ(ρm/ρl) – Eq. 
(48). 
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The authors additionally combined the blending 
function with the expressions of source terms of 
Kubota �� $

�, �� $
� [13] and Schnerr and Sauer �� %

�, �� %
� 

[22]. The values of the model constants C1 and C2 are 
set to 4 and 0.2.  
        Goncalves [35] presented in 2014 the first 
version of transport equation which form includes 
two quantities not used before: the speed of sound c 
and the propagation of acoustic waves without mass 
transfer cwallis – Eq. (49).  
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The use of correlation between the sound speed and 
the thermodynamic equilibrium was a good idea, but 
the proposed form of transport equation required the 
introduction of changes. In 2014 Goncalves and 
Charrière [11] showed the modified version of mass 
transfer – Eqs. (50) and (51). 
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       In 2015 the scientists came back to the Rayleigh-
Plesset equation (Eq. 16) and tried to formulate 
a new equation which on the one hand describes the 
bubble dynamic with more precision and on the other 
hand hasn’t any negative influence on the 
calculations stability. The team of Russian 
researches [36] emphasized the relationship between 
the bubble radius and the Reynolds number, what 
bears fruit in a new form of the dynamic component 
of transport equation (Eq. 52) 
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Konstantinov et al. [36] combined the new dynamic 
component with the static component from the mass 
transfer rates proposed by Zwart et al. [28] and 
achieved new source terms (Eqs. 53 and 54). 
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5. SUMMARY 
This article presents an exhaustive overview of 

the homogeneous models of cavitating flows since 
1992 until today. The focus of research works has 
changed since 1960s, but the aim is still the same – 
the correct prediction of cavitation occurrence. The 
main starting point for the transport based 
homogeneous models was the Rayleigh-Plesset 
equation, which considers the dynamic of a single 
bubble. The actual research ways to predict the 
behaviour of the whole cavitating flow go far beyond 
the basic equation. They consider e. g. the influence 
of the sound speed or introduce a blending function 
in transport equation. The descriptions of each model 
accompany essential equations and values of 
quantities used by the authors in their calculations. 
A possibility to implementation of transport based 
homogeneous models has Fluent – ANSYS software. 
The users should pay attention, that the tool to udf 
implementation has changed. It is no more macro 
DEFINE CAVITATION RATE but DEFINE MASS 

TRANSFER, what results in the way to make the 
udf. The appendix contains an example udf for 
simulating of cavitating flows and the table of 
empirical coefficients used in the chosen transport 
equation based cavitation models. It should be 
emphasized that the value of empirical coefficient 
can change for specific terms and the nuclei 
concentration n0 and the initial bubble radius R are 
also no fixed values, but depend on many conditions. 

APPENDICES  

Table 1. List of empirical coefficient used in the 
chosen transport equation based cavitation 
models. 

Lp. Name of the first author Cprod Cdest 
1. Kubota (1992) 50 0.01 
2. Merkle (1998) 1 80 
3. Kunz (1999) 0.2 0.2 
4. Iben (2000) >1 >1 
5. Schnerr and Sauer (2001) - - 
6. Senocack and Shyy 

(2001) 
X X 

7. Singhal (2002) 0.02 0.01 
8. Frobenius (2003) 50 0.02 
10. Saito (2003) X X 
9. Zwart (2004) 50 0.01 
11. Wu (2005) - - 
12. Merkle (2006) - - 
13. Sobieski (2006) - - 
14. Dauby (2007) 1 80 
15. Huang and Wang (2011) - - 
16. Goncalves (2014) - X 
17. Konstantinov (2015) 50 0.01 

X – no sufficient data 
 
UDF DEFINE MASS TRANSFER 
 

#include "udf.h" 
DEFINE_MASS_TRANSFER(test,cell,thread,from
_index,from_species_index,to_index,to_species_ind
ex) 

 
{ 
Thread *gas = THREAD_SUB_THREAD(thread, 
from_index); 
Thread *liq = THREAD_SUB_THREAD(thread, 
to_index); 

 
real f_l;                  /*liquid mass fraction [-]*/ 
real f_v;                 /*vapour mass fraction [-]*/ 
real p_vapor;         /*saturated pressure [Pa]*/ 
real p_m;               /*mixture pressure [Pa]*/ 
real ro_l;                /*liquid density [kg/m^3]*/ 
real ro_m;              /*mixture density [kg/m^3]*/ 
real k_m;               /*kinetic energy*[m^2/s^2]/            
real ro_v;               /*vapour density [kg/m^3]*/ 
real void_l     /*liquid volume fraction [-]*/ 
real void_v    /*vapour volume fraction [-]*/ 
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real f_g;                  /*gas mass fraction [-]*/ 
real dp;                   /*pressure difference [Pa]*/ 
real T_l;                  /*liquid temperature [K]*/ 
real T_v;                 /*vapour temperature [K]*/ 
real T_SAT;           /*saturation temperature [K]*/ 
real source;             /*vapour mass source*/ 
real sigma;              /*surface tension [N/m]*/ 
real Ce;                   /*evaporation constant [-]*/ 
real Cc;                   /*condensation constant [-]*/ 
 
p_m = ABS_P(C_P(cell,thread),op_pres);       
ro_m = C_R(cell,thread);                       
ro_v = C_R(cell,gas); 
ro_l = C_R(cell,liq); 
void_l = C_VOF(cell,liq); 
void_v = C_VOF(cell,gas); 
f_v = void_v*ro_v/ro_m; 
f_l = 1.0 - f_v - f_g; 
T_l = C_T(cell, liq); 
T_v = C_T(cell, gas); 
T_SAT = 373.15; 
source = 0.0; 
sigma = 0.073; 
f_g = 1.5e-05; 
k_m = C_K(cell,thread);  
Ce = 0.02; 
Cc = 0.01; 
   
if ( T_l >= T_SAT) 
    { /* Evaporating */ 
source = -Ce*sqrt(k_m)*ro_l*ro_v/sigma* 
((2*(p_vapor-p_m)/3/ro_l)*(1/2))*(1-f_v-f_g); 
    } 

else if (T_v < T_SAT) 
 { /* Condensing */ 
    source = Cc*sqrt(k_m)*ro_l*ro_l/sigma* 
((2*(p_vapor-p_m)/3/ro_l)*(1/2))*f_v; 
    }  
  return (source);  
    }  
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ABSTRACT 

Structure of the flow-field behind a backward-

facing step in a narrow channel is studied 

experimentally using time-resolved PIV technique. 

The channel width is 4 step heights, Reynolds 

number based on the step height was about 

12 thousands. The flow-field behind the step is 

strongly dynamical in nature. Instability of the free 

shear layer of Kelvin-Helmholtz (K–H) type is 

studied in details using simple averaging, Proper 

Orthogonal Decomposition (POD), and Oscillation 

Pattern Decomposition (OPD) methods. Typical 

time-mean as well as dynamical structures are to be 

presented being in the form of systems of vortex 

trains. 

Keywords: Backward facing step, Channel flow, 

Kelvin-Helmholtz instability, Narrow channel, 

Oscillation Pattern Decomposition, Proper 

Orthogonal Decomposition, Time-resolved PIV. 

NOMENCLATURE 

e [-] base of natural logarithm 

f [1/s] frequency 

h [m] step height 

p [-] periodicity 

Re [-] Reynolds number 

ruv [-] correlation coefficient 

s [m] spacing 

Sr [-] Strouhal number 

T [s] period 

e [s] e-folding time 

Uin [m/s] input velocity 

U,V [m/s] mean velocity components 

v [m/s] speed of structures 

 

Subscripts and Superscripts 

i number of mode 

x, y, z Cartesian coordinates 

1. INTRODUCTION 

The flow behind a backward facing step is one 

of canonical cases, generating highly dynamical 

flow field, including backflow regions. To study 

such type of flow case, which is characterized by 

spatio-temporal dynamics, proper methods have to 

be used. Currently, measurement data from 

advanced methods, as time-resolved PIV, are 

available. The measured time-resolved data set 

inherently contains a large quantity of useful 

information, and adequate methods of analysis are 

necessary to extract it in a form useable for further 

conclusions and use in follow-up engineering 

calculations, e.g. aeroelasticity and aeroacoustics. 

Unfortunately, classical statistical approach is not 

sufficient for the job. Therefore, more sophisticated 

alternative processing methods are required. 

Two advanced processing methods (POD and 

OPD), are to be used for evaluation of the given 

case. 

The Kelvin–Helmholtz (K-H) instability can 

occur in presence of a free shear layer. Such flow is 

generated in the low-field forming behind the 

backward-facing step. The flow over the backward 

facing step is considered to be 2D in sense of 

statistical characteristics as a rule, meaning that the 

ratio of the step height and channel width is very 

high. In our case we have a narrow channel 

meaning that the channel with is 4 step heights 

only. 

2. EXPERIMENTAL SETUP 

The blow-down facility has been used for the 

experiments. The wind tunnel had rectangular 

cross-section with filled corners within the 

contraction (to suppress corner vortices), 

honeycomb, and a system of damping screens 

followed by contraction with contraction ratio 16. 

The area of the test section input was 0.25 m high 

and 0.1 m wide. The time mean velocity differed 
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from homogeneity in planes perpendicular to the 

tunnel axis in the order of tenths of percent. The 

channel downstream the backward facing step was 

1 m long. The step was placed close to the channel 

inlet.  

In the channel inlet, the boundary layer 

thickness on the walls in the step position was about 

3 mm, the step height was h = 25 mm. Velocity in 

the inlet on the step was Uin = 7.5 m/s and natural 

turbulence level was about 0.1 % in the working 

section input. The Reynolds number defined using 

the step height was Re = 12 400. All presented 

dimensions are related to the step height h and 

velocities to the inlet velocity Uin. 

Schematic view of the experimental setup and 

measurement areas is given in Figure 1. 

 

 

Figure 1. Experimental setup 

The Time-Resolved PIV measurement method 

was used in the experiments. Measuring system 

Dantec Dynamics used a double-pulse laser New 

Wave Pegasus Nd:YLF @ 525 nm, maximum 

double-pulse frequency was 10 kHz, pulse energy 

2 x 10 mJ @ 1 kHz (average laser power 10 W per 

head), with standard Dantec light sheet optics 

Series 80. Fast CMOS camera Phantom V611 had 

maximum resolution 1280 x 800 pixels and full-

resolution frame rate 6 000 fps (corresponding to 

maximum measurement frequency 3 000 double 

snaps per second). SAFEX fog generator has been 

used for seeding. Standard-issue Dantec Dynamics 

software DynamicStudio (DS) Version 4.1 was used 

for all measurement evaluations. The presented 

experiments were intended to cover low-frequency 

dynamics and offering good statistics. For all 

measurements, the acquisition frequency 1 kHz and 

record length 5 000 double-snaps in sequence has 

been used. This corresponded to record length of 

5 seconds. According to Nyquist theorem, such 

frequency and record length allowed for dynamical 

analysis of frequencies up to 500 Hz.  

More details on measurement set-up are given 

in references [3] and [4]. 

3. METHODS OF ANALYSIS 

The time resolved PIV method provides time 

evolution of instantaneous velocity fields within the 

measuring plane, i.e. spatio-temporal data. 

The mean velocity field has been evaluated first 

to obtain the flow statistics and remove the mean. 

Evaluation of first and second order statistics (mean 

and variance or covariance) is a classical approach 

to evaluation of turbulent data. 

The two approaches to flow-field dynamics 

analysis are to be applied on the obtained data: 

Proper Orthogonal Decomposition (POD) and 

Oscillation Pattern Decomposition (OPD). 

The POD method has been widely used in 

studies of turbulence. Historically, it was introduced 

in the context of turbulence by Lumley [2] as an 

objective definition of what was previously called 

big eddies, and which is now widely known as 

“coherent structures”. 

Extraction of deterministic (non-random) 

features from a random, fine grained turbulent flow, 

is a challenging problem. The POD provides an 

unbiased technique for identifying such structures. 

The mathematical background of POD is 

sufficiently described in [8]. 

Results of POD are represented by spatial 

“POD modes”, which depict patterns of flow field, 

carrying maximum turbulent kinetic energy. 

The extension of POD method is Bi-Orthogonal 

Decomposition (BOD). While POD analyses data in 

spatial domain only, BOD performs spatiotemporal 

decomposition. As a result, if BOD is calculated 

from time-resolved data, both spatial (topos) and 

temporal (chronos) modes can be evaluated. Each 

chronos represents evolution of given mode 

amplitude in time, its topology is defined by the 

corresponding topos. 

The second approach to spaciotemporal data 

analysis used in the presented study is the OPD 

method, which is described in details in [7] and [8].  

The OPD method evaluates the basis 

representing oscillating modes of the extended 

dynamical system. Each OPD mode is characterized 

by a single frequency f and damping representing 

underlying cyclostationary elementary processes 

involved in the phenomenon notwithstanding that 

hidden. Damping is quantified using the e-folding 

time e representing the time delay of reducing the 

mode amplitude by e. The topology of a given OPD 

mode is defined by complex maps (real and 

imaginary parts). OPD modes nature is typically a 

wave or travelling structures propagating in space, 

or pulsating pattern represented by complex vector 

field. 

Historically, OPD predecessor methods were 

introduced in climatology to model temporal and 

spatial evolution of meteorological data. These 
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methods are called Principal Interaction Patterns 

(PIP) and Principal Oscillation Patterns (POPs) – 

see [1]. 

The stability concept used in rating of the OPD 

modes is based on evaluation of tendency of a given 

pattern appearing in the flow-field. It evaluates the 

flow-field ability to transfer energy into or from the 

pattern. Lyapunov stability concept suggests 

exponential time-evolution of a pattern magnitude 

resulting in exponential growth to infinity of 

exponential decay to zero. 

More details on the OPD method could be find 

e.g. in [1, 7, 8]. 

In general all OPD modes should be more or 

less damped (e-folding time is positive) in statistical 

sense described above. The growing feature 

(negative e-folding time) cannot be observed if 

statistics is performed properly.  

4. RESULTS 

The velocity distribution in the measuring plane 

(plane of symmetry) time evolution is subjected to 

detailed analysis. 

4.1. Raw Data 

Flow field behind the step strongly fluctuates. 

To demonstrate the data dynamics, an example of 

few randomly selected snapshots are shown in 

Figure 2. The color denotes vorticity, blue is 

negative (clockwise) and red is positive. 

Streamlines are added arbitrarily, to clarify the 

instantaneous flow field structure. 

 

 

 

 

 

Figure 2. Snapshots of vorticity distribution 

Vorticity distributions in Fig. 2 show free shear 

layer with negative (clockwise) vorticity. Behind 

the step, within the so called zone of recirculation, 

presence of large amount of small vortical 

structures is visible, with both positive and negative 

orientations. The topology of this zone is very 

complex and dynamical in nature. Such behavior is 

typical for strongly turbulent flow. 

4.2. Statistical Analysis 

In Figure 3, the distribution of mean vorticity is 

shown, representing mean velocity field of 5 000 

snapshots (compare with instantaneous snapshots in 

Fig. 2). 

 

 

Figure 3. Mean vorticity field 

Negative vorticity within the free shear layer is 

visible in Fig. 3, however, the fine-grained 

dynamical structure of the recirculation zone (see 

Fig. 2) has been lost. 

Mean velocity vector field is shown in Figure 4, 

together with vectorlines. The recirculating zone is 

clearly visible with the vortex center located in 

position [2.8; -0.5], creating back flow close to the 

channel bottom. Small secondary vortex with 

opposite orientation (anticlockwise) appears in [0.4; 

0.9] position. Please note that this time-mean 

picture never exists in the instantaneous level, in 

any particular time moment. 

 

 

Figure 4. Mean velocity field vectorlines 

The generally accepted definition of backflow 

region is based on presence of negative value of 

streamwise (x-direction) mean velocity component 
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U. The back-flow region is clearly visible in 

Figure 5, where only mean streamwise velocity 

component is plotted. Back-flow region of negative 

streamwise velocity is depicted in blue. 

 

 

Figure 5. Streamwise mean velocity component 

distribution 

The vertical spanwise (y-direction) mean 

velocity component V distribution in Figure 6 

indicates falling (negative) region in blue and rising 

(positive) in red. 

 

 

Figure 6. Spanwise mean velocity component 

distribution 

The flow dynamics can be indicated by velocity 

variance. In Figure 7, distribution of streamwise and 

spanwise velocity component sum (indicator of 

turbulent kinetic energy) is shown. Maximum of 

variance is located close to the free shear layer. 

 

 

Figure 7. In-plane velocity variance distribution 

The other indicator of flow dynamical activity 

is correlation coefficient. The presence of negative 

correlation coefficient is an indicator of turbulence 

production. Its distribution in the measured flow 

field is given in Figure 8. Negative value (blue) 

indicates production of turbulence. 

 

 

Figure 8. Correlation coefficient distribution 

The results of statistical analysis clearly show 

the size and shape of the recirculation zone in 

classical sense, capturing its border. However, no 

information on its structure and dynamics is 

provided. 

4.3. POD Analysis 

The POD modes of the velocity data have been 

performed. The first four spatial modes (toposes) 

with the biggest energy are shown in Figures 9a–d. 

 

 

 

 

 

Figures 9.a–d First four POD spatial modes 

(toposes) 

The toposes are velocity vector fields, which 

are depicted by vorticity distribution with arbitrarily 

added vectorlines. This representation clearly shows 

the deterministic structures, basically vortices, 
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randomly appearing in the flow field. The first four 

modes cover about 27 % of the total kinetic 

turbulent energy of the flow field. The topology of 

toposes suggests presence of vortical structures 

close to the free shear layer formed along the border 

between the flow over the step and recirculation 

region. 

The dynamics of the POD modes is represented 

by corresponding chronoses. In Figure 10 the 

chronoses for first four POD modes are shown 

forming complementary information to the toposes 

in Fig. 9. However, only a small part (0.05 s) from 

overall record length (5 s) is shown to demonstrate 

the signal structure. 

 

 

Figure 10. Evolution of the four POD modes in 

time 

As mean value of each mode is zero, it is clear, 

that the signals are representing dynamics of the 

modes. The evolution in time of each mode is 

apparently random, each mode involves dense 

(continuous, non-discrete) spectrum of fluctuations, 

characterized by many frequencies present in the 

spectrum. 

The main advantage of POD/BOD method is 

that it reduces the amount of measured data very 

efficiently, without losing information on flow field 

dynamics. However the POD/BOD method fails 

very often in clear dynamic analysis of the flow 

field as the individual modes could not be linked to 

a single frequency. Furthermore, the dynamics of 

structures represented by BOD is of pulsating 

nature only (amplitude changes, shape remains), 

while most turbulent structures are traveling in 

space (“waves”).  

4.4 OPD Analysis 

The Oscillating Pattern Decomposition (OPD) 

method provides clear insight into the flow-field 

dynamics. It is based on stability analysis of 

coherent structures physically present in the flow, 

but hidden in chaos and not distinguishable by 

averaging and/or POD/BOD. 

OPD evaluates individual oscillating modes 

(structures) appearing in the flow. Each mode is 

characterized by its topology in the flow, by its 

evolution/movement in the flow, by its single 

discrete frequency, and by its damping/decay of its 

amplitude. Note that in comparison with POD, the 

OPD mode unambiguously defines the frequency 

and dynamical changes of the structure pattern 

during one period of cyclostationary process (i.e. 

periodical with decaying amplitude). 

In the OPD implementation, the BOD method 

is used for reduction of amount of data and filtering 

of statistical noise. On these data, the OPD method 

is applied. For details see [8]. (In the described 

case, the BOD modes were approved for the OPD 

analysis with chronos autocorrelation bigger than 

0.4 only.) 

To evaluate the individual OPD mode 

significance, the periodicity could be used besides 

the e-folding time. Periodicity p of a given mode is 

defined as e-folding time e and oscillation period T 

ratio: 

e ep T f   . (1) 

 

The OPD modes are oscillating by definition. If 

p = 1 means the mode amplitude decay by e during 

a period. Then p = 0.343 corresponds to situation, 

when the mode amplitude decays by factor 10. 

Periodicity value bigger than 0.343 indicates true 

oscillating process. (The value of 0.343 means that 

during one oscillation period the amplitude of 

oscillations is reduced to 10 %). If decay is faster 

than 0.343, then such modes are called decaying 

modes. 

The OPD spectrum as frequency vs. e-folding 

time is given in Figure 11, while periodicity is 

shown in Figure 12. 

 

 

Figure 11. OPD spectrum – e-folding time vs. 

frequency 
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Fig. 12 – Periodicity of OPD modes 

In Figs. 11 and 12, numbering of OPD modes is 

added; the numbers are assigned according to the e-

folding time (numbering starts from longest times/ 

minimum damping). 

Spatial OPD modes consist of real and 

imaginary parts respectively, forming complex 

form. Regarding structures complexity, two basic 

types of modes exist. If the real part of the given 

mode is dominant while imaginary is very weak or 

even vanishing, the structure dynamics is of 

pulsating character (see e.g. recirculation area in a 

wake, where mean velocity is close to zero). For 

traveling modes both real and imaginary parts are 

very similar, with distinct structures, however, 

shifted in space. The shift represents their positions 

in different phases of the cyclostationary decaying 

process (phase shift /2). (An example of traveling 

structures is e.g. von Karman vortex street.) ). The 

speed v of traveling structures could be estimated: 

v s T s f  , (2) 

 

where s is structures spacing and T is period. 

The OPD spatial modes, representing the K–H 

instability, are presented bellow. For the K–H 

instability, the train of vortices moving along the 

free-shear layer is typical. All those modes are of 

traveling character and oscillating. However other 

modes of pulsating and/or decaying character are 

present in the flow as well, but, for simplification, 

are not presented here. 

The OPD mode with the most pronounced 

structure typical for the K–H instability is mode No. 

10, shown in Figure 13. Both real and imaginary 

parts are depicted, in form of vectorlines and 

vorticity distribution (blue/red, as above). The 

imaginary part represents the same configuration of 

vortices as the real part, only shifted in space and 

time by a quarter of period. 

 

 

Figure 13. OPD mode 10, real and imaginary 

parts 

In our case, the OPD 10 mode is characterized 

by its frequency, e-folding time, and periodicity 

respectively: f10 = 160.30 Hz, e10 = 7.992 ms, 

p10 = 1.281. Velocity of vortical structure train v10 is 

approx. 0.59 Uin. 

The other modes with vortex trains involved are 

numbers 7, 8, 21, and 24. Real parts of those modes 

are shown in Figs. 14 to 17. 

 

 

 

 

 

Figures 14.a-d OPD modes 7, 8, 21 and 24 

respectively, real parts 
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The Strouhal number Sr shown in Table 1 is 

defined by using inlet velocity and step height for 

the OPD mode no. i: 

Sr i

i

i

f h

U
 . (3) 

 

All the OPD modes presented above are true 

oscillating modes with travelling nature, 

representing dynamical behavior of the shear layer 

behind the backward-facing step in the plane of 

symmetry. This behavior connected with Kelvin-

Helmholtz instability is characterized by various 

topologies of vortical structures, objectively present 

simultaneously in the flow. The modes 10 and 7 

represents single train of vortices arranged in a 

single line with alternating orientation – positive 

and negative vorticity. The OPD modes 8 and 21 

are not so coherent and they are characterized by 

the double-train topology. The two parallel trains of 

vortices with checkered arrangement could be 

distinguished. The last OPD mode presented here 

no. 24 is even less chaotic in nature, but suggesting 

similar structure with maximum dynamical activity 

located to the recirculation region border. 

5. CONCLUSIONS 

Flow field behind a backward-facing step in a 

narrow channel has been studied experimentally 

using time-resolved PIV technique in the plane of 

symmetry in the streamwise direction. Dynamics of 

the flow-field has been analyzed by several 

methods, and results were compared and 

interpreted.  

As a basic case, the classical statistical analysis 

has been used. This kind of analysis provides 

information on extent of dynamic region in space, 

and estimates overall energy of the dynamic 

process. Nevertheless, no information on fine-

grained spatial structure as well as on time/ 

frequency characteristics can be provided. 

The POD method provides topology of the 

most energetic dynamical structures present in the 

flow field. However, analysis of dynamical 

behavior of those structures, suggested by the POD 

method, or by its extension BOD method, is very 

limited. Each POD mode is generally characterized 

by dense spectrum in time, and no information 

about movement in space and topology changes of 

the structures forming the POD modes can be 

provided. POD/BOD does not offer any specific 

frequency information. The topology of the most 

energetic structures resulting from the POD method 

is characterized by vortical structures localized in 

the interface between fluid flowing over the step 

and so called recirculation region behind the step. 

OPD method represents the flow dynamics in 

the most complex and detailed way. OPD 

decomposes the flow field dynamics into several 

important modes, each mode being characterized by 

unique frequency, damping and topology, and 

represent an underlying cyclostationary process 

hidden in random pseudoperiodical behavior of the 

turbulent flow field. Typically, travelling structures 

as vortex trains form the OPD modes. The OPD 

modes presented here suggest the dynamical 

structures in the form of vortices trains in simple or 

double line configuration with alternative 

orientation and moving in the streamwise direction 

with velocity slightly above a half of the inlet 

velocity. 

Table 1. Selected OPD modes with vortex trains related to the K–H instability 

OPD mode i fi [Hz] ei [ms] pi [1] Sri [1] vi/Uin [1] 

7 103.64 8.938 0.926 0.345 0.52 

8 87.77 8.786 0.771 0.293 0.59 

10 160.30 7.992 1.281 0.534 0.59 

21 122.34 4.698 0.575 0.408 0.61 

24 136.11 3.631 0.494 0.454 0.50 
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ABSTRACT  
Dynamic surface tension is one of the most 

important physical properties for interfacial 
phenomena of many applications. Iwata et al. 
proposed a measurement method of dynamic 
surface tension, which can be determined by 
comparing a theoretical droplet shape and a droplet 
shape of small amount sample liquid on the 
vibrating plate. It was found that dynamic surface 
tension increases with the increase in the vibration 
frequency. However, due to a size of droplet, local 
flow inside the droplet cannot be identified clearly 
experimentally. Therefore, we investigated the 
deformation of shell liquid of the droplet on the 
vibrating plate using 2D finite element method in 
this study. The gas-liquid droplet surface area is 
calculated locally in each section of radial angle 
under given apparent gravity. At the maximum 
apparent gravity, lower and upper part of the droplet 
surface can expand and shrink, respectively. 
Alternately, at the minimum apparent gravity, it 
reproduces the reverse phenomenon. However, the 
total surface area is almost constant during one 
period. Considering the deformation of shell liquid 
of the droplet, we could also identify a type of 
deformation. We found that the local droplet 
deformation at the interface can be related to the 
measurement of dynamic surface tension. 

Keywords: deformation, dynamic surface 
tension, finite element method 

NOMENCLATURE 
A [m] amplitude of vibration 
D [m] characteristic length 
S [m2] surface area 
T [s] period 

a [m] radius of three phase contact 
circle 
b [m] droplet height 
f [s-1] vibration frequency 
g [m/s2] gravity acceleration 
g* [m/s2] maximum apparent gravity 
acceleration 
i [-] time step 
p [Pa] pressure 
t [s] time 
u [m/s] characteristic velocity 
v [m/s] velocity in r direction 
w [m/s] velocity in z direction 
 [-] eigenvalues of deformation rate 
tensor 
 [Pa s] viscosity 
 [-] circular constant 

 [  ] radial angle 
 [kg/m3] density 
 [mN/m] surface tension 
S [-] rate of deformation tensor 
ez [-] unit vector in z direction 
g’ [m/s2] apparent gravity acceleration 
n [-] unit normal vector 
v [m/s] velocity vector 
 [-] unit tensor 
 [N/m2] total stress tensor 
2H [m-1] mean curvature 
Subscripts and Superscripts 
G, L gas and liquid phase 
gmax,gmin maximum and minimum apparent gravity 
force 
m, M smallest, largest 
r, , z direction 
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1. INTRODUCTION 
Liquid atomization is an attractive phenomenon 

in many applications, such as spray coating, ink-jet 
printing, fuel injection equipment, spray cooling, 
and pesticide spraying [1-4]. Liquid atomization in 
these applications can enhance the heat or mass 
transfer on droplet surface, coating or distribution 
area, and the momentum exchange between the fine 
particles and surrounding fluids. In the liquid 
atomization, deformation of the liquid and droplet 
size are very important. As droplet size is affected 
by surface tension so deformation of the liquid can 
be controlled by surface tension and viscous force 
[5, 6]. As the size of droplet is finer, surface tension 
becomes very important physical property. Surface 
tension depends on concentration of local 
components on the liquid interface and temperature. 
If a unit local interface is spreading in a short time, 
the interfacial components may be varied with 
diffusion and adsorption rate of substances. In other 
words, surface tension is varied with the time of 
interface formation (surface age). It is called 
dynamic surface tension. Generally, dynamic 
surface tension can be measured by the maximum 
bubble pressure method [7, 8], the pendant-drop 
method [9-11], and the jet reaction method [12]. 
These methods measure additional forces to 
produce the new interface. Such spreading 
interfacial area can be affected by the dynamic 
surface tension according to the rate of diffusion of 
surfactant molecules to the interface and the 
adsorption rate of the molecules on the interface [13, 
14]. However, these methods mentioned above 
require some quantity of liquid volume (at least a 
cup of samples) and would be difficult to measure 
newly-synthesised materials and valuable materials. 
Therefore, it is desirable to develop a dynamic 
surface tension measurement method that uses only 
a small amount of sample. 

Iwata et al. proposed a measurement method of 
dynamic surface tension, which uses shape of small 
amounts of droplet on the vertically vibrating plate 
[15]. This method consists of two stages; measuring 
a shape of a small droplet placed on the vibrating 
plate experimentally and numerical analysis in the 
following process. The apparent surface tension 
(dynamic surface tension) can be determined by 
optimizing parameters used in numerical analysis 
until the theoretical droplet shape and the 
experimental droplet shape agrees well within a 
given tolerance. Droplet can be deformed by 
apparent gravity produced by vibration of the 
vertically vibrating plate and the amplitude. With an 
increase in vibration frequency, droplet deformation 
can get bigger. The concentration gradients of 
surfactants on new interface can be formed. 
Therefore, dynamic surface tension can be 
increased. They showed frequency dependence of 
the dynamic surface tension of soluble surfactants 
solution [15]. Driving force of this phenomenon is 

considered to be the limited diffusion and 
adsorption rate of surfactants to the new interface. 
In this method, interfacial area can be renewed by 
deformation. However, it is difficult to clarify the 
change in local area on the droplet surface. In this 
study, we investigated the deformation type of a 
droplet on the vibrating plate using 2D finite 
element method.   

2. SIMULATION MODEL 
We simulated droplet deformation on the 

vibrating plate by using commercial software, the 
COMSOL Multiphysics combined with the CFD 
module and the micro fluidics module. This 
software uses the finite element method in spatially 
and method of line in time progressing. The 
calculation domain consists of cross sectional of a 
droplet with an axis symmetrical geometry. Figure 
1 shows an initial calculation domain, which is a 
quarter of a circle with radius a=1.0 mm. 
Cylindrical coordinate system is applied and droplet 
is symmetrical around the z-axis. Effect of gas 
phase is assumed to be negligible. Therefore, 
problems regarding liquid phase was calculated by 
this model. 

 

Figure 1. Initial calculation domain 

2.1. Basic Equations 
We used biquadratic mesh with biquadratic 

interpolation for velocity and bilinear interpolation 
for pressure. Apparent gravity force which has been 
applied to the droplet due to vibration can be 
expressed as volumetric force of the droplet.  

We assume incompressible laminar flow. The 
governing equations are equation of continuity and 
momentum equation as follows. 

0v   (1)

'
v

v v g
t

  
 

       
 (2) ,

where  is the total stress tensor expressed as 
following equation, 

2p S     (3).

The apparent gravity acceleration vector g’ is 
defined as: , 

    2
' 2 sin 2 zg g A f ft e     (4).

The apparent gravity can be oscillated with time t.  
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2.2. Boundary conditions 
No slip condition is applied on the solid surface. 

The axis symmetrical condition is applied along z 
axis. As for the free surface, the interface-tracking 
method is applied to determine the moving 
boundary [16]. Here, a nodal point on the three 
phase contact line is fixed at (r, z)=(a, 0). The force 
balance equation, which takes into account the 
pressure force, stress and surface tension, is 
considered along the interface,   

2 0Gp n n H n      (5),

where pG is gas phase pressure and n is normal 
vector on the surface pointing outward. 

2.3. Parameters 
We use following two parameters to clarify the 

deformation of the droplet on the vibrating plate, 
Reynolds number and Weber number. A 
characteristic length D is a radius of three phase 
contact circle a (=1.0 mm), and characteristic 
velocity u is defined as the following equation, 

   2* 2u Ag A A f g    (6),

where g* is the maximum of apparent gravity. 
Reynolds number and Weber number can be 
expressed as follows. 

  2
2a A A f g

Du
Re

 
 


   (7)

  2
2 2a A A f gu D

We
 

 


   (8)

In this study, we assumed that surface tension 
value as constant through a period of vibration, 
even if local surface area was changed. This 
indicates that the given surface tension is equivalent 
to the averaged surface tension value throughout 
that period. In addition, the local flow driven by 
surface tension gradient has been neglected. As we 
calculated a droplet of dilute aqueous solution, 
density and viscosity were almost same as water. 
Therefore, density and viscosity were defined as 
=1000 kg/m3 and =1.0 mPa s.  Amplitude A of 
vibrating plate was set at 1.0 mm as a constant. 

3. RESULTS AND DISCUSSION 

3.1. Variation of the droplet surface 
Droplet is deformed as changes in the apparent 

gravity force. Figure 2 shows cross sectional shapes 
of water droplet at maximum and minimum 
apparent gravity force at constant Reynolds number 

of 200. We assume temperature is 25 C , so surface 
tension of water is 71.99 mN/m [17]. 

It can be seen from Fig. 2 that, surface area at 
the gas-liquid interface is varied between maximum 
and minimum apparent gravity force. On the other 
hand, interfacial area at solid (wall)-liquid interface 

is kept constant because of the fixed three phase 
contact line (v,w=0).  

 

Figure 2. Water droplet shape at maximum and 
minimum apparent gravity at Re=200 (=71.99 
mN/m). 

 

Figure 3. Time series plots of increased local 
surface area and its corresponding increasing 
ratio for each of local position over a period 
between 59th cycles and 60th cycles at Re=200 
(=71.99 mN/m). 

So to clarify the change in local surface area of 
the droplet, we plot time series of local surface with 
an increasing ratio during 1/16 of the cycle time 
(=T/16) over a period between 59th and 60th 
calculation cycles in Fig. 3. The droplet surface is 
divided into 9 local surfaces at a radial angle of 10 
degrees. The apparent gravity varies with time step i. 
When the vibration plate is moving downward and 
the plate position is just at the center of vibration, 
we set the time step i as 0. When time step i is 
ranged 1 3i   and 13 16i  , the vibrating plate 
is moving downward. When time step i is ranged
5 11i  , the vibrating plate is moving downward. 
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At i=4 and 12 are expressed as a maximum and 
minimum volumetric force point, respectively.   As 
it can be seen in Fig.3, section of increasing in the 
surface area is dependent on the direction of 
increasing in the volumetric force. When apparent 
acceleration is increasing to the direction of -z, for 
example i=1, surface area is decreasing at 5 sections 
of  between 0 and 50 degrees. At the same time, at 
the other 4 sections of  between 50 and 90 degrees, 
surface area is increasing. On the other hand, when 
apparent acceleration is increasing to the direction 
of z, for example i=6, surface area is decreasing at 4 
sections of  between 50 and 90 degrees. 
Simultaneously the other 5 sections of  between 0 
and 50 degrees, surface area is increasing.  This 
tendency means that surface area is increased or 
decreased at the specific section until volumetric 
force is respectively maximum or minimum. 
Therefore, renewal surface area during half period 
is expressed by the integral of surface variation 
between maximum and minimum volumetric forces. 
Surface area of droplet in each section is varied 
with radial angle . Difference of results can occur 
between variation amount and variation ratio of 
surface area. 

 

Figure 4. Effect of Reynolds number on the 
variation of surface area at surface tension 
=71.99 mN/m and 36.0 mN/m (reference in 
Fig.3(a)) 

In addition, ratio of surface area depends on 
Reynolds number and Weber number as shown in 
Figures 4 and 5. In Figs. 4 and 5, ratio of surface 
area (renewal surface area during half period) 
between the maximum and the minimum apparent 
gravity forces are shown at each section.  Variation 
of Reynolds number means difference in the 
vibration frequency in this case, as it has been 
shown in equation (7). Time results show the actual 
one period depends on the Reynolds number. 

In Fig.4 it is shown that, tendency of the section 
of surface area can be considered as variation ratio 
of surface area which may become bigger with 

higher Reynolds number. In addition, big variation 
ratio of surface area may be made within a short 
time because higher Reynolds number indicates 
shorter period.  In terms of the measurement of 
dynamic surface tension, the higher vibration 
frequency can be made not only faster formation of 
interface but also formation of bigger renewal 
surface area. Therefore, to utilize the higher 
vibration frequency is effective to consider the 
faster interfacial formation phenomena. This may 
also cause the phenomena at which dynamic surface 
tension of soluble surfactants solution depend on 
the vibration frequency by limited rate of mass 
transfer in the previous study [15]. However, the 
total surface area is varied little and variation ratio 
of surface area is different in each section. 
Therefore, we can consider that the deformation at 
the interface can be characterised on each part (As 
you can see in detail in the section 3.2).  

In Fig.5, we found that ratio of surface area 
depends on the Weber number at constant Reynolds 
number, similarly. However, in this case, we don't 
consider the “dynamic” surface tension in the 
droplet deformation. We don't know whether the 
phenomenon is consistent with the actual 
phenomena now. Here, we considered that effect of 
the deformation types of droplet on the 
measurement of dynamic surface tension, and we 
found which can be independent of Reynolds 
number and Weber number at later chapter. In this 
paper, we take attention to the deformation types. 
The "dynamic" surface tension will be assumed at 
this simulation in near future. 

 

Figure 5. Effect of Weber number on the 
variation of surface area at Re=210 (reference in 
Fig.3(a)) 

 

3.2. Deformation of the droplet 
Nakayama et al. presented the quantification of 

the deformation type of melting polymer by use of 
deformation rate tensor [18].  Largest and smallest 
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eigenvalues of deformation rate tensor can be 
expressed by M and m. According to Nakayama et 
al. [18] indicates that M>0, m<0, and the range of 
m/M is between -2 and -0.5 for incompressible 
fluids. For pure uniaxial and biaxial elongational 
flows, m/M is -0.5 and m/M is -2, respectively. 
For pure planar shear flow, m/M is -1. Therefore, 
we observed deformation types at the interface by 
this method. 

We calculated eigenvalues of deformation rate 
tensor by using the rule of Sarrus and Cardano's 
formula for cubic equation. Typical examples of the 
results are shown in Figure 6. We considered that 
history of local deformation on the droplet surface 
can be important. It is shown that the ratio of largest 
and smallest eigenvalues every 1/16/f [s] between 
59/f and 60/f [s] except Tgmax and Tgmin [s]. 
Increasing direction of volumetric force is 
expressed by different tone. Tendency of 
eigenvalues ratio can be depended on the plate 
moving direction.  

 

Figure 6. Ratio of largest and smallest 
eigenvalues at the gas-liquid interface at Re=200 
(reference in Fig.3(a)) 

Commonly, planer shear flow (i.e., the ratio of 
eigenvalues approaching to nearly -1) occur at of 
30 degrees and 47 - 50 degrees. When the moving 
direction is downward, biaxial flow (i.e., the ratio of 
eigenvalues approaching to nearly -2) occurs at  of 
8 - 15 degrees, uniaxial flow (i.e., the ratio of 
eigenvalues approaching to nearly -0.5) occurs at  
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of 35 - 40 degrees, and planer shear flow occurs at 
of 60 - 75 degrees. On the other hand, when the 
moving direction is upward, biaxial flow occurs at  
of 35 - 40 degrees, uniaxial flow occurs at  of 8 - 
15 degrees and 60 - 75 degrees.  Similar behavior 
can be seen at the other Reynolds number, Re and 
the other surface tension  (or Weber number, We). 
Therefore, the ratio of eigenvalues is independent of 
the Re and  (or We). 

We assumed the deformation types of droplet 
shell at the above radial angles (8 to 15 degrees, 30 
degrees, 35 to 40 degrees, 47 to 50 degrees, and 60 
to 75 degrees) by using the ratio of eigenvalues and 
flow vectors on the domain as shown in Figure 7. 
On the left side of the Fig.7, basic deformations of a 
control volume are presented. We discuss type of 
local extensional deformations on the droplet 
surface. Flow rate vectors are proportional to the 
flow rate. Maximum flow rate is 6.14  10-3 m/s. 
Underlined legends indicate that the local surface 
area extended apparently. In terms of increment in 
local surface area, biaxial flow can be the best 
deformation. In principle, droplet surface area can 
be strongly affected by biaxial extensional flow in , 
z directions (except top of the droplet surface). 
These biaxial extensional flows occur around =60-
75 degrees and =35-40 degrees for moving plate in 
–z and z direction, respectively. On the other hand, 
the other deformation types can produce a little 
surface area or decreasing surface area or not 
changing surface area in some cases. Considering 
these behaviors mentioned above, the increasing in 
the local surface area can be produced by biaxial 
deformation.  

Let’s consider the droplet deformation when the 
surfactant molecules are adsorbed on the droplet 
surface. As described above, increase amount in 
local surface area due to droplet deformation can be 
varied with Re or We or  however, deformation 
type cannot be varied with them. When deformation 
is occurred at the local surface, surfactants can be 
moved or adsorbed or desorbed. These behaviors 
are summarized in Figure 8. In the case of planer 
shear flow, the amount of surface area can be 
almost the same, and surfactants adsorbed at the 
interface may be moving along the surface. In 
uniaxial and biaxial flow, surface area can be 
increasing or decreasing dependent on the 
deformation. In case of decreasing surface area, 
density of adsorbed surfactant molecules at the 
interface can be increased and surface tension can 
be decreased until the surface concentration reaches 
up to c.m.c. In a short time, surface tension can 
alternately come back to the static condition due to 
desorption and diffusion of surfactants from the 
interface to the bulk liquid.  On the other hand, in 
case of increasing surface area, density of surfactant 
molecules at the interface can be decreased and 
surface tension can be increased temporary. In a 
short time, surface tension can approaches to the 

static condition due to diffusion of surfactants to the 
interface and adsorption of surfactants on the 
interface. This temporary variation of surface 
tension can be expressed by dynamic surface 
tension. For factor of determining dynamic surface 
tension, mass transfer rate and adsorption rate is 
very important [13]. Sakai et al. mentioned that 
diffusion rate of sodium myristic acid is faster than 
adsorption rate, which was measured by sodium 
myristic acid solution at 0.05 mol/m3 and 0.1 
mol/m3 [14]. In this case, dynamic surface tension is 
controlled by diffusion rate of substance.  

 
 
 

 

Figure 8. Image of the deformation of droplet 
including surfactants 

 
 
In this study, increase and decrease in local 

surface area occurred simultaneously. Therefore, 
surface tension can be varied temporarily with each 
local surface. In addition, at higher Re, limited rate 
of diffusion and adsorption may have an effect on 
dynamic surface tension due to shorter formation 
time of droplet interface and bigger amount of new 
surface area. We found that understanding of 
deformation types at the interface can be important 
to study the local surface tension on the 
measurement of dynamic surface tension. 

(b) Uniaxial flow and Biaxial flow in r, rz 
direction: in case of decrease of surface area 

 

Density of surfactant: increased 
: decreased temporary 

For example, uniaxial flow 

Desorption 
from  
the interface 

 
 

Density of surfactant: decreased 
: increased temporary 

(c) Biaxial flow in z direction:  
     in case of increase of surface area 

diffusion from 
bulk and 

adsorption  

surfactant 

 

Density of surfactant: unchanged 
: unchanged 

(a) Planar shear flow 
move at the interface 
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4. CONCLUSIONS 
Firstly, we found the amount of increase or 

decrease in local surface area depends on the 
moving direction of plate, Re, We, and . Droplet 
surface area on the vibrating plate can be increasing 
and decreasing simultaneously at the different .  

Secondly, we also found that deformation type 
depends on the moving direction of plate and , and 
independent on Re, We, and . Deformation type is 
important in terms of increasing surface area and 
measurement of dynamic surface tension. 
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3. RESULT AND DISCUSSION 

3.1 RETARDATION DISTRIBUTION 
We applied 250 Hz pressure oscillation to a 

bubble, in contrast with 6000 fps shutter frame rate. 
Therefore, 24 frames capture one period of bubble 
expansion and contraction. Figure 5 shows typical 
three types of shape during a period; (a) spherical 
shape (b) cusped shape (c) vertical aligned oblate 
spheroid shape. Fig. 5 illustrates the horizontal and 
longitudinal bubble diameters (DH and DL, 
respectively) under oscillating pressure. The 
numbers on the plots correspond to the frame 
numbers of the images in Figure 6, respectively.  

The pressure becomes stronger in the order of 
(a), (b), (c). The left side of the color map is 
retardation distribution map around the bubble, and 
each gray original image is shown beside it. Both 
sides of the retardation map is cell walls. The color 
map has scale of 0 or 20nm retardation. The range 
indicates that a strong retardation can been seen in 
both sides of a bubble. It indicates that there should 
be strong stress range in the side of the bubbles at 
contraction phase. 

If we focus on the relationship of the bubble 
shape and change in retardation distribution in the 
detailed retardation map then we will find an oblate 
spheroid shape. In both phases of expansion and 
contraction, the retardation appears around the 
bubble. Firstly, in the contraction phase, the 
horizontal diameter becomes shorter with small-
shrinking vertical diameter. On the other hand, 
retardation spreads in the horizontal direction. The 
largest retardation distribution can be seen at the 
time of maximum contraction phase. Secondly, in 
the expansion process, the horizontal diameter 
becomes longer with small-expanding  vertical 
diameter. In this phase, the retardation distribution 
spreads in the concentric direction. 

 
 
 

3.2 RATE OF DEFORMATION  AROUND 
THE BUBBLE 

When a spherical air bubble expands and 
contracts, it is possible to evaluate the shear rate of 
the fluid near the surface of the bubble by the 
spherical model [5].  In this study, we calculated the 
shear rate of the vicinity fluid of the flat ellipsoid 
bubble by modifying the spherical model. We 
define the radius of the minor axis direction as a 
and the long axis direction as b. We calculated the 
volume of the flat ellipsoidal bubble from Eq.(5). 
Then, the volume; V is converted to a sphere with 
the same volume and the average of sphere radius; 
Deq is an equivalent diameter calculated by Eq.(6). 
From these, we calculated the shear rate by using a 
spherical model. 

 
 
 

24
= π

3
V ab  (5)

3 2=eqD ab  (6)

 
 

As a result, under pressure-oscillating field, 
when the bubble remained spherical shape (a), shear 
rate on the bubble surface was 325 s-1. When the 
shape changes to cusped shape (b) and ellipsoidal 
oblate shape (c), the shear rates were 1060 s-1  and 
1250 s-1. Furthermore the normal stress difference, 
N1 value,  indicating the elasticiy is high in the case 
of (b) and (c) as shown in Fig. 1. It is expected that 
the fluid around the bubble shows strong elasticity. 
In nature, surface tension makes the bubble 
spherical shape. The strong elastic effect appeared 
in the vicinity of the bubble might overcome the 
effect of surface tension, and the bubble may 
change to the vertically aligned oblate spheroid 
shape. 

 

3.3 STRESS FIELD AROUND THE 
BUBBLE 

We performed the evaluation based on the 
retardation value on both sides of a bubble. /Deq is 
a non-dimensional distance, the distance from 
bubble surface  normalized by average of sphere 
radius Deq. /Deq is zero at the bubble surface.  

Firstly, we focus on the horizontal direction. 
The retardation value in the horizontal direction is 
plotted depending on the non-dimensional distance 
/Deq in Figure 7. The retardation value indicates 
the highest value in the vicinity of the bubble 
surface; around /Deq=0. It indicates that a strong 
stress is generated on the bubble surface, and is 
attenuated with distance. In other words, the 
retardation value increases exponentially closing to 
the bubble surface. 

Comparing three types of the bubble shape, the 
oblate spheroid shape produces the strongest 
retardation, followed by cusped shape and spherical 
shape. Each result is a reflection of the degree of 
deformation. Moreover, in comparing the 
contraction and expansion phase, it can be seen that 
the distribution of strong retardation range widely. 

Secondly, we focus on the vertical direction 
(Figure 8). It shows the strongest retardation value 
in the vicinity of the bubble surface like horizontal 
direction . However the value is rapidly attenuated 
as /Deq is increasing, unlike the result of the 
horizontal direction. Especially for oblate shape in 
contraction phase, the attenuation is remarkable. 
These results correspond to local flow structure 
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ABSTRACT  
Recently, pathogenesis and diagnosis of vessel 

disease have numerically investigated based on wall 
shear stress (WSS) related index and flow fractional 
reserve (FFR). Thus, it is important to understand the 
hemorheology characteristics and the behavior of red 
blood cells (RBCs) has a significant influence on 
shear viscosity of blood. However, almost previous 
researches have used a single phase blood (SPB) 
model which is unable to consider a change in local 
distribution of RBCs. 

This study is focused on the effect of hematocrit 
on blood flow characteristics in a stenosed vessel. 
The migration and segregation of RBCs are 
simulated with the multi-phase blood (MPB) model 
which considers two phases of RBCs and plasma by 
using the Eulerian-Eulerian method. 

Compared with the MPB model, the pressure 
drop cross the stenosis and the maximum WSS 
decrease 7% and 60%, respectively. On the contrary, 
the length of recirculating flow regions after the 
stenosis increases 15% in the SPB model. This is 
because the SPB model overpredicts the shear 
viscosity of blood in disturbed flow region. 
Consequently, it is necessary to consider the change 
in local hematocrit to more accurately obtain the 
blood flow characteristics in a stenosed vessel. 

Keywords: multi-phase blood model, stenosis, 
pressure drop, wall shear stress, CFD.  

NOMENCLATURE  
 density [kg/m3] ߩ
Ԧ߭ [m/s] velocity vector 
ܽܲ] ߤ ∙  shear viscosity [ݏ
ܽܲ] ߢ ∙  bulk viscosity [ݏ
p [Pa] pressure 
ro [m] radius of vessel 
R [m] radius of vessel in stenosed region 
zo [m] axial length of stenosis region 

ε [-] volume fraction  
 
Subscripts and Superscripts 
 
i any one of RBC and plasma phase 
RBC RBC phase 
plasma plasma phase 
 

1. INTRODUCTION 
Atherosclerosis, which is a major factor of 

stenosis, is caused by a complex interaction between 
blood elements and the physiological state of the 
endothelium at the sites of disturbed flow. The 
stenosis is caused by a narrowing or blocking of the 
arteries due to plaque which restricts blood flow, and 
reduces the amount of oxygen to the heart. Several 
studies have investigated a correlation of hemo-
dynamic characteristics with atherosclerotic plaque 
sites located at curvatures and branches [1, 2]. 

Blood consists mainly of a dense suspension of 
red blood cells (RBCs) in plasma, and the interaction 
between RBCs and plasma is a key factor on the non-
Newtonian behavior of blood. Most of total 
hemodynamic force, i.e., wall shear stress, is caused 
by behavior of RBCs such as aggregation and 
adhesion [3]. In a decade, multi-phase models have 
investigated to simulate the behavior of blood cells 
[4, 5]. However, almost of the numerical studies have 
assumed that blood is a single-phase fluid by using 
viscoelastic models such as Carreau, Casson, Power-
law and etc [6]. The single-phase models are 
impossible to consider the behavior of RBCs.  

Recently, FFR-CT technique has being 
investigated to determine the severity of coronary 
stenosis. Fractional flow reserve (FFR) is an invasive 
method using a pressure probe. On contrary, FFR-
CT analysis is a non-invasive method numerically 
analysing blood flow in a 3D model of the coronary 
tree created from CT-data. Thus, more accurate CFD 
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model is essential to consider a variety of 
physiological flow conditions and rheological 
conditions. 

This study is focused to investigate the effect of 
hematocrit on blood flow. To achieve the purpose, 
blood is modelled by the single-phase blood (SPB) 
model and the multi-phase blood (MPB) model and 
the results of both models are compared to each other 
regarding hemodynamic factors such as pressure 
drop across the stenosis, wall shear stress and 
reattachment point. 

2. METHODS 
Blood is modelled by the SPB model and the 

MPB model. Non-Newtonian viscosity model is 
used to consider a hemorheological behavior for each 
blood model and numerical cases are presented in 
Table 1. 

Table 1. Non-Newtonian model for blood models 

Case Non-Newtonian viscosity model 
SPB Carreau model 
MPB Two-phase model 
 

2.1. Modelling and grid generation 

 

Figure 1. Stenosed blood vessel model and grid 

As shown in Figure 1, the diameter of vessel in 
the stenosis region is modelled by using Eq. (1) 
suggest by Young [7]. 

 

  11 coso o
o

z z
R z r a r

z


   
      
    

 (1)

 
Axial length of the stenosed region is 16 mm and 

the diameter of vessel except the stenosed region is 
8mm constantly. Rate of stenosis is 50% with no 
eccentricity, i.e.,	ܽ is 0.5. 

The grid for numerical analysis comprises 
570,840 hexahedra cells, and the number of cells is 
selected by a grid independent test. 

2.2. Governing equations 

2.2.1. Single-Phase Model 

For a single phase flow, general conservation 
equations for mass and momentum are respectively 
presented as Eqs. (2) to (3). 

 

  0 


 (2)

   p     
    (3)

 
where, blood density is 1,090 kg/m3 [8].  
In the single-phase model, the cells suspended in 

blood are simplified as a continuous viscous fluid by 
using non-Newtonian fluid models. In our study, 
Carreau model is used to simulate the shear thinning 
behavior of blood. Eq. (4) is used for constitutive 
relation between the shear viscosity of blood and the 
rate of shear strain. In Eq. (4), constants such as 
,ߤ ,ஶߤ ߣ  and n are selected to consider blood 
rheology characteristics [9]. 

 

   
 1

2 2
0 1
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       (4)

 

2.2.2. Multi-Phase Model 

In our study, the Eulerian-Eulerian multiphase 
model is used to simulate the behavior of the cells 
suspended in blood. The continuous phase is plasma 
which is the Newtonian fluid, and the dispersed 
phase is red blood cells (RBCs). In our study, white 
blood cells and platelets are neglected because 
almost of the total hemodynamic force is caused by 
the RBCs [3]. Consequently, blood flow is 
considered as a two-phase flow including plasma and 
RBCs. The phasic volume fraction model is used for 
computing the volume occupied by each phase at all 
of local positions. The summation of volume fraction 
of each phase is equal to one as shown in Eq. (5). 

 

plasma RBC 1    (5)

 
The continuity equation for each phase is given 

by Eq. (6). 
 

  0i i i    


 (6)

 
where, i represents any one phase of both phases. 

Densities of RBCs and plasma are 1,020 kg/m3 and 
1,100 kg/m3, respectively. The momentum equation 
for each phase is given by Eq. (7). 

 

   
 RBC Plasma                    

i i i i i

i RBC

p   

  


    

 

 

   (7)
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where, plasma viscosity, ߤ୪ୟୱ୫ୟ, is 0.001 Pa·s 
and coefficient, ߚ , is referred from Schiller and 
Naumann model [3, 10]. The constitutive equation, 
Eq. (8), for stress tensor of each phase is used to 
solve Eqs. (5) to (7). Also, ߤோ must be determined 
to solve Eq. (8). For calculating the shear viscosity 
of RBC phase, we use the two-phase blood model 
suggested by Jung et al. [4], which is applicable to a 
wide physiological range of hematocrit and the shear 
rate [11]. In addition, the effect of the behavior of 
RBCs is considered with a function of the volume 
fraction of RBCs and the shear rate. 

2.3. Numerical details 
Three dimensional incompressible Navier-

Stokes equations are solved by ANSYS FLUENT 
V14 based on the finite volume method with the 
pressure-based coupled solver. The flow regime is 
laminar because mean Reynolds number is below 
200 in all cases at the cross-sectional plane of the 
center of stenosis. For the pressure-velocity coupling, 
the SIMPLE algorithm and the phase coupled 
SIMPLE algorithm are used in the SPB case and the 
MPB case, respectively. Residual criteria for all 
variables is below 1E-3. 

2.3.1 Boundary conditions 

The velocity-inlet boundary condition is applied 
to the inlet of the vessel. The inlet velocity is 0.1 m/s 
which is an average velocity of pulsatile flow at the 
common carotid artery [12]. The pressure-outlet with 
static pressure 0 Pa condition is applied to the outlet 
of the vessel. The wall of the vessel is rigid with no-
slip condition. In the MPB case, the volume fraction 
of RBCs is fixed to 45% at the inlet of the vessel. 

3. RESULTS 

3.1. Pressure drop across the stenosis 
The pressure drop across the stenosis is defined 

as a mean pressure difference between the proximal 
and distal plane as described in Figure 2. The distal 
plane is located far enough from Z=0 to not include 
reverse flows. 

 

Figure 2. Two planes for averaging pressure 

Compared with the MPB case, the pressure drop 
increases by 7.5% in the SPB case as base on values 
in Table 2. This result is related to the viscous effect 
near wall. 

Table 2. Pressure drop across the stenosis 

Case
Proximal 

[Pa] 
Distal 
[Pa] 

∆P 
[Pa] 

SPB 88.1 11.9 76.2 
MPB 81.8 2.3 70.5 

 

3.2. Wall Shear Stress 

 

Figure 3. Wall shear stress distribution 

Figure 3 shows wall shear stress (WSS) 
distribution of all cases. The maximum WSS in the 
SPB case and the MPB case is 9.1 Pa and 3.7 Pa, 
respectively. Compared with the SPB case, WSS and 
shear viscosity of the MPB case decreases 
respectively by 64% and 35% as presented in Table 
3. 

Table 3. Properties averaged on circumferential 
line at the center of stenosis (Z=0) 

Case
WSS  
ሾPaሿ 

Shear viscosity  
ሾPa ∙ sሿ  

SPB 7.55 3.66E-3 
MPB 2.70 2.38E-3 

 
In the MPB case, the shear viscosity is closer to 

the viscosity of plasma due to a decrease in RBCs 
phase near the wall of the stenosis region, where the 
minimum volume fraction of RBCs is 41.8%. It 
implies that the two-phase model of the MPB case 
realistically traces the mechanisms for the exchange 
of momentum and mass between RBCs and plasma.  

3.3. Reattachment point 
Compared with the SPB case, flow recirculating 

region occurs after the stenosis in the MPB case. 
Figure 4 shows axial velocity vector and reverse flow 
regions where the axial velocity is negative. 
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Reattachment point is defined as the end of the 
reverse flow region in Fig. 4. The reattachment point 
of the MPB case is further way from the stenosis. 
This is because the shear viscosity decreases as 
mentioned earlier in Section 3.2, that is, the viscous 
effect decreases near wall as compared with the SPB 
case. 

 

Figure 4. Axial velocity vector from each line and 
reverse flow region 

4. DISCUSSION 
Methodologically, the FFR depends only on the 

distal to proximal pressure difference in the coronary 
artery. Measurements are taken by placing a probe 
across the stenosis during hyperaemia, and thereby it 
allows the physician to determine the stenosis 
severity. The index, which is defined as Eq. (9), is 
relatively independent on heart rate and blood 
pressure [13]. 

 

proximal distal

proximal

FFR
P P

P


  (9)

 
In the result of our study, pressure drop across 

stenosis varies with the blood model by 7.5 
percentage point. On the contrary, the FFRs of all 
cases are 0.86 as based on values in Table 2. This is 
because the FFR is relative index related to the 
proximal pressure and the pressure drop across the 
stenosis. Thus it is not affected by the blood model. 

On the other hand, the blood model has a 
significant influence on local blood flow mechanics 
such as local WSS and flow recirculating region. In 
general, the physiological magnitude of WSS, i.e., 
baseline WSS, ranges approximately from 1.5 to 2.5 
Pa [14]. The leukocytes adhesion is activated as WSS 
is over 7.5 Pa, thereby leading to atherosclerosis or 
hyperplasia [15]. The maximum WSS difference 
between both cases is 5.4 Pa which is a significant 
value by comparison to the baseline WSS. In 
addition, disturbed flow conditions play a role in 
platelet activation, atherosclerotic plaque cap rupture.  

Compared with the SPB case, disturbed region 
after the stenosis increases in the MPB case due to a 
decrease in the viscous effect near wall and the distal 
pressure. 

5. CONCLUSION 
In order to investigate the effect of hematocrit on 

blood flow, blood is modelled by the single-phase 
blood (SPB) model and the multi-phase blood (MPB) 
model. The results are as follows. 

- Compared with the SPB case, WSS and shear 
viscosity of the MPB case decreases 
respectively by 64% and 35%.  

- Compared with the MPB case, the pressure 
drop increases by 7.5% in the SPB case. 

- FFR is constant regardless of the blood model. 

- The reattachment point of the MPB case is 
further way from the stenosis. 

Consequently, it is necessary to consider the 
change in local hematocrit to more accurately obtain 
the blood flow characteristics in a stenosed vessel. 
On the contrary, SPB model is more effective for 
calculating FFR with respect to a reduction of 
computing time although it over-predicts viscous 
effect near wall. 
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ABSTRACT
An unconventional radial pump is considered in

this work for low-specific speed applications: the
Pitot-Tube-Jet-Pump (PTJ pump). Using an optim-
ized diffusor channel from a previous study, the ex-
ternal geometry of the pick-up tube placed within the
rotor cavity is investigated in the present study. The
main goal is to check if the highly efficient diffusor
design can be considered as superior as well for fluid-
fluid separation application, or if the classical design
is more advantageous because it leads to less back-
mixing.

Computational Fluid Dynamics (CFD) simula-
tions are used together with a genetic optimization
algorithm to find an improved surface design. The
objective is to minimize the turbulent kinetic energy
within the rotor cavity while taking into account all
relevant manufacturing constraints.

Keywords: CFD, low specific speed, optimization,
pump, turbomachinery, turbulence reduction

1. INTRODUCTION
To classify the impeller design in turboma-

chinery, the non-dimensional specific speed nS is
used, which is defined as:

nS = ω ·

√
Q

(g · H)3/4 , (1)

where ω is the rotational speed, Q is the volumet-
ric flow rate, g is the gravitational acceleration, H is
the total head. Pumping fluid in low specific speed
ranges (, i.e., nS < 0.03) is in general done by rotary
displacement pumps, as they have better hydraulic
efficiency compared to radial pumps. However, there

is an increasing demand for centrifugal pumps work-
ing at low-specific speed, due to decreased noise and
vibration, very compact design and higher speed.

The key factor for the adverse radial pump per-
formance is caused by the disc friction losses in-
side the impeller, being dominant at this operation
point [1]. A possible solution for this problem can be
found in the unconventional design of the so-called
Pitot-Tube-Jet pump (PTJ pump), where the impeller
has no disc friction loss due to closed impeller chan-
nels. It operates at nS ≈ 0.015 and delivers a bet-
ter performance for a given diameter and speed com-
pared to conventional pumps. However, the design
of this pump has not been improved since the first
patents, decades ago (see, e.g., [2]).

2. WORKING PRINCIPLE OF PTJ PUMP
One of the main advantages of the PTJ pump

is its simple and very robust design. There are just
3 key components: the rotor, the impeller and the
stationary pick-up tube (or Pitot-tube) sketched in
Fig. 1. Fluid transport and elevation is achieved in the
PTJ pump due to a rotodynamic principle where fluid
enters the pump’s suction line and is passed through
various closed rectangular impeller channels, which
continuously increase the fluid’s kinetic energy and
static pressure in radial direction. For a standard ra-
dial pump, the fluid would now exit the impeller out-
ward into a volute or spiral casing. Instead, in a PTJ
pump, the fluid is gathered in a rotating chamber and
rotates close to the rotor wall with nearly the same
velocity. Inside the rotor the fluid is gathered by a
stationary pick-up tube. The diffusor channel is com-
parable in its function to a volute. The kinetic energy
of the fluid is partly transformed into pressure energy
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Figure 1. Cut representation of a classical Pitot-
Tube-Jet-Pump (PTJ pump). The CAD model
shows rotating (r, in yellow) and static (s, in red)
parts

due to the diffusor passage inside the pick-up tube.
Overall relative velocities between fluid and solid are
small except for the stationary parts (, i.e., the pick-
up tube). Polishing the surface and choosing a suit-
able geometrical design help minimizing the losses.
According to [3] it is possible with a PTJ pump to
generate shut-off heads up to 2000 m and flow-rates
at best efficiency point up to 100 m3/h. Due to the
vanishing disc friction loss in the impeller and the ef-
ficient transformation of kinetic energy inside the ro-
tor cavity, the PTJ pump is able to generate up to 1.6
times the head of a comparable centrifugal pump [4].

The adaption of the PTJ pump for liquid-liquid
separation can be achieved using a double-wing pick-
up tube with two separate outlets (Fig. 2). The
fluid mixture inside the cavity experiences centrifu-
gal forces, as a result the lighter liquid forms a bulk
region close to the axis (, i.e., low-pressure outlet),
while the heavier liquid is gathered at the outer peri-
pheral of the rotor (, i.e., high-pressure outlet). This
is why the pick-up tube inlets are placed at differ-
ent radial positions with respect to the axis of rota-
tion. Considering for instance an oil/water system
and assuming a steady liquid-liquid interface inside
the cavity, we can discharge clarified oil close to the
axis and purified water at the periphery of the rotor.
However, the oil-water interface in-between is very
sensitive towards turbulent mixing, as caused by the
blockage of the pick-up tube and associated wake.
Since the residence time of the fluid mixture is lim-
ited, such back-mixing effects need to be minimized,
which is done now with shape optimization.

3. REVIEW
Recent studies using CFD to improve the im-

peller design for the PTJ pump have been described
in [5, 6, 7]. Also, experiments were discussed in [8]
to study the impact of the external Pitot-tube geo-
metry on pump performances. However, the geo-
metry changes were done manually, with a heuristic

Figure 2. Application of the PTJ pump for fluid-
fluid separation using two-wing pick-up tube with
separate outlets at different radial positions

approach. In a previous investigation [9], the au-
thors already reduced the total pressure loss inside
the diffusor channel by 70% with help of CFD-based
optimization combined with a mesh morphing tech-
nique, compared to the standard configuration. This
shows the high potential for improving the classical
design towards better efficiency when using appro-
priate numerical simulations and optimization meth-
ods.

However, the previous study considered only the
flow within the diffusor channel. No external contour
is available so far for the Pitot-tube. A well-suited
design is needed as well for the external geometry,
since it will impact directly the flow within the rotor.
This is important to reduce corresponding pressure
losses, but even more when using simultaneously the
PTJ pump for liquid-liquid separation, since back-
mixing of the two liquid phases must be avoided by
all means.

According to the classical Kutta-Joukowski the-
orem for a two-dimensional, incompressible flow the
streamlines around the pick-up tube can only close-
in at leading and trailing edge for a non-viscous flow.
In reality viscous effects are obviously encountered,
which lead to flow separation and a vortex street in
the wake. The energy for these vortices must to com-
pensated by the pump engine, decreasing the overall
efficiency. For a conventional pick-up tube, a wing-
shaped external body already leads to more favorable
conditions, reducing the losses (Fig. 3).

Nevertheless, as shown in [9] the 90-degree
bends inside the classical diffusor lead to strong re-
circulation and energy losses. This study checks the
possibility of finding a favorable external contour of
the diffusor channel, so that both (i) total pressure
losses inside the diffusor and (ii) external mixing
losses in the rotor cavity are simultaneously minim-
ized. This is done in a fully automatic approach, the
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Figure 3. Contour plot of turbulent kinetic en-
ergy for a classical pick-up tube in rotating cavity
(n = 3000 rpm); arrow indicates direction of rota-
tion

whole computations being carried out without human
interaction.

The turbulent losses induced by the external con-
tour are crucial to improve performance and need to
be strongly reduced in order to open a new field of
applications for PTJ pumps: liquid-liquid separation
with simultaneous transport. The principle applica-
tion of the PTJ pump for multiphase separation has
already been patented in the 1970’s [10] but, to the
best of our knowledge, only fluid-solid separation
has been considered up to now [11].

The driving force in centrifugal separation is
the density difference ∆ρ between the species in
the mixture. The density difference for fluid-fluid
applications is much smaller than for fluid-solid
configurations, which makes the development of a
robust and efficient in-line, liquid-liquid centrifugal
separator highly challenging. However, the design of
the PTJ pump shows some favorable properties for
this application, and a proper system optimization
should lead to a successful design.

4. SETUP
The analysis of the external geometry of the

Pitot-tube inside the rotor cavity is carried out in
a fully-automatic manner, where the optimization
work-flow is outlined in Fig. 4. Several steps and
software products are required for the robust and ef-
ficient generation, simulation and evaluation of the
flow phenomena. The objective function is the tur-
bulent kinetic energy k, which is defined as the root-
mean-square caused by the velocity fluctuations u′.

k =
1
2

3∑
i=1

u′2i (2)

Figure 4. Workflow for shape optimization using
OPAL++

In order to reduce losses and back-mixing effects
coming from the pick-up tube, the global volume-
weighted average of k (or TKE) inside the rotor cav-
ity must be minimized.

T KE = k =
1
V

∫
k dV =

∑
i

kiVi∑
i

Vi
(3)

A short description of the computational setup
is given below.

4.1. CAD

A CAD (computer-aided design) model is first
generated by CREO Parametric. The model is cre-
ated in 3D in full-scale for a PTJ pump with 400 mm
diameter. The design parameters are shown in
Fig. 5. The internal diffusor passage (green channel
in Fig. 5) is generated with a NURBS-spline (Non-
Uniform Rational B-spline) connected by 4 variable
design points (, i.e, P1 to P4). The respective posi-
tions are defined in the x − y plane by radius R and
angle ϕ. The radius and angle for the pick-up tube
inlet P0 is fixed for a better compatibility with a con-
ventional pick-up design. The inlet diameter has a
circular cross-section and is fixed to d0 = 12.7 mm.
The design of the diffusor passage (inner) is based
on a pre-study for Q = 16 m3/h with the help of
a parametrized CAD model. In this previous study
the total pressure losses were minimized by varying
the position of the design points P1 to P4 and the re-
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spective cross-section width and length. The result-
ing diffusor channel is kept in this study as a design
constraint. A trivial approach for the external pick-up
tube contour (see orange geometry in Fig. 5) would
be to extrude a wall thickness to the diffusor channel.
However it is well-known from airfoil aerodynam-
ics that using instead a streamlined contour reduces
flow separation. Therefore an appropriate width W
and length L must be found, as pressure gradients
due to curvature changes are strongly coupled with
flow separation. Four cross-sections are defined in
the control points P1 to P4 to allow flexible design
changes in radial direction, as we have a radial ve-
locity profile inside the rotating cavity. Imagining
no pick-up tube inside the cavity would lead to rigid
body motion. Due to the presence of the pick-up tube
the velocity profile is distorted and the external cross-
sections need to be adapted by shape-optimization to
reduce turbulent mixing losses. The positions for the
control points P1 to P4 are fixed and only the width
W and the length L are varied. The cross-sections are
defined to be normal to the NURBS-spline. In total
8 design variables are needed. The allowed ranges
for the optimization are listed in Tab. 1, where S 1
to S 4 represent the respective cross-section with the
control points. These are set relative to the inlet dia-
meter of the pick-up tube (d0). Trailing and leading
edge of the cross-sections are sharp. At P0 a con-
stant circular cross-section is defined with a diameter
of 16 mm.

Table 1. Parameter ranges for the design

Design-
Parameter

Min [-] Max [-]

S1W/d0 1.181 1.575
S1L/d0 1.575 2.362
S2W/d0 1.575 3.622
S2L/d0 1.969 4.882
S3W/d0 1.969 3.622
S3L/d0 2.362 4.882
S4W/d0 3.150 3.622
S4L/d0 3.228 4.882

4.2. Numerical Simulation

The commercial software package CD-adapco
STAR-CCM+ is used to discretize the flow domain
and solve the governing equations using a cell-based
finite-volume approach. The steady state simula-
tions are performed in 3D using a coupled flow
solver. With the present values of the rotational
speed ω = 314 rad/s and water kinematic vis-
cosity ν = 10−6 m2/s the Reynolds number is Re
= ωr2

ν
= 1.26 · 1007. This means that the flow is

highly turbulent and a turbulence model is needed
to close the additional Reynolds stress term in the
Navier-Stokes equation. In this study we use the
k−ω S S T model [12] as it provides the benefits of a
k − ε model in the far-field and the k − ω model near
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W
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y

Figure 5. Parametrization of the external geo-
metry (orange) for optimization, the internal dif-
fusor passage being kept from previous study
(green); note that this figure does not represent
the optimum geometry due to confidentiality is-
sues

the wall. The wall has a no-slip condition and rotates
with ω = 314 rad/s. There are no other boundary
conditions necessary as it is a closed cavity.

Meshing was executed in CD-adapco STAR-
CCM+ in a Parts-Based approach. This meshing
strategy is very useful for shape optimizations as it
provides great repeatability. Design changes only
need to be done for the input part (, i.e., pick-up tube)
and are directly propagated through the pipeline to
the volume mesh without user interaction. The mesh
consists of polyhedral cell shapes in the core flow
and prismatic cells in the wall-bounded flow regime
to reduce numerical diffusion and improve accur-
acy and convergence (here: 10 prismatic cells for
all walls). The first cell height is adapted for wall-
function, which means that there is no need to re-
solve the complete boundary layer. Instead, a mod-
eling approach can be used (, i.e., All-y+ Wall treat-
ment). This is a cost-effective approach that enables
the simulation and evaluation of many design indi-
viduals; a complete resolution of the boundary layer
would require larger cell numbers and even more
computational time. The automatic surface mesh-
ing uses local refinement based on curvature and sur-
face proximity without user interaction. Leading and
trailing edge as well as surface areas of the pick-up
tube with high surface curvature can be captured ac-
curately in a robust way during the shape optimiz-
ation. The polyhedral volume mesh is automatic-
ally created from the underlying tetrahedral mesh.
Global mesh density properties are implied to spe-
cify the transition between surface and volume mesh
cells (here: mesh density: 1.4; growth rate: 0.6).

As shown in Fig. 4 the meshing procedure con-
sists of two steps - a low-fidelity solution (Step 2)
and a high-fidelity solution (Step 4). Optimization
of an objective function for complex geometries is
time-consuming and requires vast computational ef-
forts. The more design variables and constrains, the
more complex is the relation between shape deform-
ation and objective function. As it is not necessary
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to calculate in detail all flow phenomena for unfavor-
able configurations, it is much more straightforward
to start with a coarse design and use first affordable,
low-fidelity simulations (for example coarse mesh,
2D-Euler solvers or vortex lattice methods). Then,
the best resulting designs can be used as an initial in-
put for more faithful, but also more time-consuming,
simulations. In this study the term low-fidelity work-
flow is used for the numerical steps 1 and 2, while the
high-fidelity work-flow consists of all steps between
Step 1 and 4. Using such a multi-fidelity optimiza-
tion the efficiency can be greatly enhanced.

The coarse mesh in Step 1 consists of approx.
170 000 cells and is used for the simulation of the
key flow features in the rotor cavity. Convergence
for the objective function is achieved after 2000 iter-
ations with residuals below 10−06. In Step 3 and Step
4 the mesh is refined based on the flow properties
of the low-fidelity solution and additional 1500 iter-
ations are calculated. Mesh refinement is done based
on a threshold for the objective function (here: TKE
threshold 2 m2/s2), which means that each cell in the
flow domain is evaluated by StarCCM+ according to
the threshold. The threshold has been adapted and
tested in first manual studies regarding accuracy and
computational time.

IF ( C e l l [TKE] > 2 m2/s2 )
MeshSize = 1 mm;

END;

This dynamic refinement is capable of improving
only flow regions with high TKE (here, cell size re-
duced to 1 mm). With the improved spatial mesh res-
olution further simulation time is dedicated to Step 4
in order to improve simulation accuracy. The overall
mesh size varies due to this adaptive meshing from
300, 000 up to 2.7 Million cells. For the simulation
it means between 2 to 13 times lager computational
times compared to the coarse mesh. In order to check
that the multi-fidelity work-flow delivers the same
trend, the resulting volume-weighted average TKE
values for 30 design individuals are plotted in Fig. 6.
A linear trend f (y) = bx is observed, starting at the
point of origin, which supports the reliability of the
low-fidelity work-flow to identify optimized design
individuals. A very high coefficient of determina-
tion of R2 = 0.9876 is achieved. To calculate a
mesh independent TKE value, an even finer grid res-
olution is necessary. However this is not economic
for an optimization, as computational time increases
up to a week per individual. The strong correlation
between low- and high-fidelity in Fig. 6 confirms that
optimized individuals within a low-fidelity approach
are also superior with higher resolution. For the fi-
nal design, which is chosen by the industrial partner
for manufacturing, a mesh-independent simulation is
running. Due to confidential issues no further details
can be given in this paper.

Figure 6. Correlation of turbulent kinetic en-
ergy (k) between low- and high-fidelity model for
30 different individuals, x-axis represents the res-
ults with low-, y-axis the results with high-fidelity
model

4.3. Optimization
The analysis and the optimization of the differ-

ent configurations have been carried out using the
OPtimization Algorithm Library++ (called simply
OPAL++). OPAL++ is an object-orientated multi-
objective optimization and parametrization frame-
work developed at the University of Magdeburg
“Otto von Guericke”, [13]. OPAL++ builds on top
of our considerable experience with OPAL (see for
instance [14]), but it is based on a completely new
structure. The software has already been successfully
applied to many different problems [13]. The soft-
ware supports parallel execution, both at the evalu-
ation and at the CFD level, contains several optimiza-
tion algorithms (NSGA-II, OMOPSO, SPEA2, etc.),
Response Surface Methods (Ordinary Kriging with
Detrending, Radial Basis Functions, etc.), Design-
of-Experiment methods (Near Orthogonal Latin Hy-
percube Sampling, SOBOL, etc.) and Non-Intrusive
Polynomial Chaos (NIPC)) as well.

5. RESULTS
5.1. Low-Fidelity Results

The shape optimization is based on an evolu-
tionary approach using a single-objective genetic al-
gorithm initialized with a Near Orthogonal Latin Hy-
percube Sampling, which ensures an appropriate ex-
ploration. All variables are real-coded. SBX cros-
sover and mutation operators are applied. The al-
gorithm uses a very strong elitism for an aggress-
ive exploitation. Reproduction is based on a tour-
nament. Each generation consists of 40 individuals,
the fitness function is the TKE. Default values are
used for mutation, cross-over and cross-over coeffi-
cients according to [15]. A total of 16 generations
have been analyzed (, i.e., 640 individuals), whilst

CMFF15-064 301



each individual is calculated on a single worksta-
tion (Intel Xeon E3-1230 3.30 GHz, 32 GB memory)
within 0.5 h. The individual is only valid as long
as the numerical solution converges and as long as
the outer geometry does not intersect the inner dif-
fuser channel or the rotor. Setting smaller parameter
ranges would decrease the variations in the popula-
tion. However, an increased parameter range con-
tains many individuals with intersection and renders
a large portion of the population invalid, making the
comparison of their fitness impossible. Note that the
term invalid means in this study unfeasible with in-
finite constrain violation. The investigated parameter
range leads overall to 541 valid designs after 16 gen-
erations (, i.e., 85 % validity). The results corres-
ponding to all valid designs are plotted in Fig. 7. It
can be seen that the wide TKE scatter at the begin-
ning (∆T KE = 1.276 m2/s2) narrows as the optimiz-
ation proceeds and a (hopefully global) minimum is
approached. In the 16th generation the absolute val-
ues for TKE differ only by ∆T KE = 0.028 m2/s2.
This uniformity is expected as the optimal solution is
approached. To see if the small variation in TKE is
coupled with various design possibilities, the stand-
ard deviation σ is calculated for each design para-
meter xi for the best 40 valid individuals.

σi =
√

(xi − x̄i)2 (4)

The higher the deviation for a single parameter,
the more the external geometries deviate from each
other even after 16 generations. The resulting de-
viations are listed in Tab. 2. Most variations can
be found in the length in section 2 (S 2L/d0) with
about ± 13 %. Multi-modality is checked for the
best 40 individuals but all design values are close to
a single value. This means a robust design can be
expected after even more generations.

The parallel coordinate plot (short: PCP) in
Fig. 8 is a common visualization tool to show high-
dimensional correlations. Here 8 design parameters
and 1 objective function are presented, leading to a
9-dimensional space. The best individual with min-
imized TKE is plotted in blue. The respective para-
meter values are listed in Tab. 2.

It is evident, that the axes are normalized to
enable the proper representation of all dimension.
Except section 4, the optimal value is always well
within the range. The reason is that further decreas-
ing the cross-section width S 4W/d0 leads to unavoid-
able intersection between the fixed diffusor channel
and the external cross-section. Previous studies in-
dicated that this lower limit is still manufacturable
for the present diffusor channel. The maximum value
for the cross-section length S 4L/d0 is limited by the
diameter of the discharge body of the pick-up tube in
axis direction.

This is why for both parameters the standard de-
viation in Tab. 2 is so small, the optimum lies close
to the outside of the parameter domain - it cannot be
further improved due to design constraints. Adapt-

Figure 7. Minimizing turbulent kinetic energy
in low-fidelity approach with genetic algorithm
(single-objective)

Figure 8. 9-dimensional parallel coordinate plot
(PCP) for all individuals during low-fidelity ap-
proach. Non-dimensional ranges for design para-
meters according to Tab. 1. The best individual is
marked with blue

ing the parametric CAD-model can lead to a more
flexible and intensive shape optimization in this area.
Nevertheless, the kinetic energy of the flow close to
the axis is quite low.

This is why the authors rather recommend to pay
attention to the outer sections of the pick-up tube
with high kinetic energy. Also, for the purpose of
liquid-liquid separation, the use of a multiple wing
pick-up tube would be necessary as already shown in
Fig. 2. Here, a re-design of the CAD model needs to
be done close to the axis in order to join the double-
wing Pitot-tube in an aerodynamically friendly way.

5.2. High-Fidelity Solution
As already shown in the pre-study in Fig. 6, the

mesh refinement approach in the wake of the pick-up
tube is showing different quantitative values, but the
same trend as the low-fidelity solution. This means
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Table 2. Optimum design values for external geo-
metry and maximum standard deviation σ (in
percentage) to quantify variation in design para-
meters over best 40 valid individuals

Design-
Parameter

Optimum-
Value [-]

σ [%]

S 1W/d0 1.347 ± 7.15 %
S 1L/d0 1.669 ± 6.27 %
S 2W/d0 2.356 ± 5.24 %
S 2L/d0 2.136 ± 13.47 %
S 3W/d0 2.307 ± 6.72 %
S 3L/d0 2.905 ± 5.17 %
S 4W/d0 3.153 ± 0.39 %
S 4L/d0 4.881 ± 0.60 %

that optimization with the help of the low-fidelity
model can predict the appropriate trends. However,
in order to compute the exact values, the high-fidelity
model has to be applied. To properly resolve the tur-
bulence in the wake the threshold for the TKE refine-
ment is reduced to 0.5 m2/s2.

If starting with this threshold at the beginning of
the optimization, meshes of about 10 million cells
would be obtained for unfavorable designs with high
mixing losses. Using the last 20 individuals of the
low-fidelity approach as initialization we can now
simulate with an averaged mesh size of only 3.5 Mil-
lion cells. The parameter range in Tab. 1 is not
changed for the high-fidelity solution.

Additional 3 generations (20 individuals per gen-
eration) are calculated using the high-fidelity ap-
proach. Each individual is calculated on a single
workstation (Intel Xeon E3-1230 3.30 GHz, 32 GB
memory) within 10 h. In the end the volume aver-
aged TKE is reduced by 1.2 % compared to the best
individual from the first generation. It delivers a final
value of TKE = 1.448 m2/s2.

Comparing the volume-averaged turbulent kin-
etic energy for a classical wing-shaped pick-up
tube using the same wake refinement threshold and
boundary conditions leads to TKE = 0.262 m2/s2.
This shows clearly that, specifically for fluid-fluid
separation, using a classical pick-up tube is more fa-
vorable, even though it suffers from higher energy
losses inside the diffusor.

5.3. Energy Losses
Comparing the optimized design regarding en-

ergy consumption is done by integrating the shear
stress τWall tangential to the rotor wall surface with
respect to the axis of origin. This leads to a torque
generated by shear stress. Due to the axisymmetric
rotor casing there are no pressure moments in the cur-
rent setup. For a complete PTJ pump this is not true:
pressure moments act inside the impeller due to 3D
blade curvature. As only the rotor cavity is simu-
lated, these effects inside the impeller are not cap-
tured.

First simulations of a complete PTJ pump show
that pressure moments inside the impeller do not vary
for different pick-up tubes. This is completely differ-
ent to conventional radial pumps at higher specific
speed with a volute. Here, the interaction between
impeller and volute tongue is quite sensitive to geo-
metric variations. Further studies need to be per-
formed for a PTJ pump to analyze the flow struc-
tures inside the impeller channels for different pick-
up tubes.

The value Prot in Eq. 5 represents the power,
which is needed to keep the fluid body rotating
against the resistance of the pick-up tube inside the
rotor cavity and must be delivered by the engine. If
the impeller performance is unaffected (, i.e., same
pressure head for each pick-up tube), the change in
overall efficiency in Eq. 6 can be assumed to be
caused (i) by the variation of the external pick-up
tube surface (, i.e., disc friction losses) and (ii) the
diffusor performance. As mentioned previously the
energy losses in the diffusor were optimized in a pre-
vious study. A classical diffusor with two 90-degree
bends has more than double pressure losses ∆pl,tot
compared to the optimized diffusor (Tab. 3).

Nevertheless, the shape optimization of the ex-
ternal surface in the present study has shown that
mixing losses inside the rotor cavity are more fa-
vorable for the classical design. To achieve a global
maximum for the overall efficiency, a complete pump
optimization thus needs to be performed, where the
impact of internal diffusor and external surface are
taken into account simultaneously. This will be done
in the near future. A first test is presented in Table 3,
where the pressure losses ∆pl,tot inside the diffusor
are compared for an operating point of Q = 16 m3/h.

A constant total pressure at the pick-up tube inlet
is assumed for both configurations (∆ptot = 15 bar).
It is shown that even though the necessary power in-
put for the optimized pick-up tube is larger due to in-
creased secondary flow inside the rotor, an efficiency
improvement of about 9 % can be achieved, using

Prot = M · ω =

∫
A

r · ω · τWall dA (5)

and

η =
Q ·

(
∆ptot − ∆pl,tot

)
M · ω

. (6)

This is due to the fact that the diffusor improve-
ment dominates over the additional mixing losses.
However, this comparison is achieved by using data
from decoupled simulations and needs to be valid-
ated with complete pump simulations.

6. CONCLUSIONS
The optimized diffusor channel for the pick-up

tube should be shielded with an aerodynamically op-
timized external contour in order to minimize mixing
losses and back-mixing. A single-objective genetic
algorithm has been used to perform CFD-based op-

CMFF15-064 303



Table 3. Estimation of the the pump performance
following the optimization of the external diffusor
contour. Results are compared to the respective
classical pick-tube. Values are calculated in a ro-
tating cavity without inlet or outlet (rigid body ro-
tation). For pressure losses ∆pl,tot an operating
point of Q = 16 m3/h is assumed inside the dif-
fusor

Quantity Optimized Standard
M [Nm] 46.45 37.44
ω [rad/s] 314.16 314.16
Prot [kW] 14.59 11.76
∆ptot [bar] 15.00 15.00
∆pl,tot [bar] 2.56 7.41
η [%] 37.60 28.46

timization using 3D steady simulations. The optim-
ization loop has been presented and discussed and
a dedicated multi-fidelity approach has been intro-
duced. After evaluating more than 720 design config-
urations within more than 870 h of simulation time,
the volume-averaged turbulent kinetic energy could
be reduced by 12 % compared to the starting setup.
However, compared to the classical pick-up tube, the
mixing losses are still larger. Further recommend-
ations are then given to further improve this design
design based on the parametrized CAD-model for
liquid-liquid separation applications. As long as a
better solution has not been identified, it is recom-
mended to use a classical wing-shaped pick-up tube.

However, when using the PTJ pump only for
fluid pumping, a higher efficiency can be reached
with the improved diffusor design as long as the in-
creased disc-friction losses do not annihilate the ob-
tained improvement inside the diffusor channel. Fur-
ther studies will reveal if a compromise between in-
ner diffusor design and external contour might be ob-
tained. This question can only be solved with a full
3D pump optimization, taking into account the com-
plete model of the PTJ pump.
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ABSTRACT
Vibrations of a slender U-profile in turbulent

cross-flow are studied with the aid of 2D-CFD sim-
ulations and wind tunnel experiments. The simu-
lations indicate that there are two different patterns
of the flow around the stationary U-profile. Vor-
tices form either towards the leeward flange of the
profile, or behind its windward flange. The latter
vortices move through the cavity of the profile and
lead to large fluctuations of the aerodynamic forces.
Thus, the flow patterns determine the vibration re-
sponse of the U-profile. By comparison with wind
tunnel experiments it is shown that aspects of either
flow pattern are present in the real flow field. Con-
trary to simulation results the real flow appears to
change between either flow pattern. At zero inclin-
ation neither flow pattern prevails. Inclining the pro-
file favours one or the other flow pattern. The im-
portance of the inclination angle and the flow pattern
becomes apparent when studying free vibrations of
a tensioned belt with U-shaped cross section. Posit-
ive inclination of the belt leads to more pronounced
vibrations than negative inclination.

Keywords: Vortex induced vibrations, Particle
Image Velocimetry, CFD Simulations, Free vibra-
tions

NOMENCLATURE
B [m] U-profile length
H [m] U-profile height
I [−] Turbulence intensity
U∗ [−] Reduced velocity
cD [−] Drag coefficient
cL [−] Lift coefficient
cM [−] Moment coefficient
fvs [Hz] Vortex shedding frequency
f0 [Hz] Eigenfrequency
sv [m/s] Flow velocity standard devi-

ation

t [s] Flow-time
u∞ [m/s] Far-field flow velocity
y [m] (Vertical) displacement
y+ [−] Wall distance (CFD)
δ [−] Logarithmic decrement
ν [m2/s] Kinematic viscosity (air)
ρ [−] Air density
ϕ [◦] Rotation angle
Re [−] Reynolds number
St [−] Strouhal number

Subscripts and Superscripts
(P) Quantity obtained by experiment
(R) Quantity under the U-flow pattern
(U) Quantity under the U-flow pattern
max Maximum of a (field) quantity
0 Constant value
¨ Second time derivative
ˆ Peak amplitude
˜ Dimensionless quantity

1. INTRODUCTION
Bluff bodies in cross-flow can be excited to vi-

brations through various mechanisms relevant in dif-
ferent parameter regimes. Among those, vortex in-
duced vibrations can be particularly challenging to
study. Vortex formation and decay, a very complex
process on its own, interacts with the motion of the
body. The intriguing complexity of the flow field
can be revealed by Computational Fluid Dynamics
(CFD) simulations. Yet, the accuracy of such sim-
ulations, especially when studying turbulent flows,
has to be questioned and verified by experiments.
The author’s research focus is to study cross-flow in-
duced vibrations of bluff bodies through CFD simu-
lations. Specifically, vibrations of a prismatic struc-
ture with U-shaped cross section with the aspect ratio
B/H = 4.65 (see Figure 1) are investigated. Such
structures are relevant in many industrial applica-
tions.
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Figure 1. Sketch of the U-profile

Previous two-dimensional (2D) CFD studies of
the flow around a statically inclined U-shaped profile
lead to the conclusion that there exist two distinct,
time-periodic patterns of the flow [1], called U-flow
pattern and R-flow pattern. Depending on the inclin-
ation angle of the structure different vortex forma-
tion patterns would occur. At some inclinations both
patterns could be observed through preparation of
the initial conditions. Both flow-pattern were meta-
stable in the sense that no spontaneous change of the
pattern would occur. Given the complexity of the
turbulent flow-field and the restrictive modelling as-
sumptions in the simulation methods a thorough veri-
fication of these findings by experiments is required.

The results of this verification are presented in
this paper. The investigation relies on the results
of 2D-CFD simulations, Particle Image Velocimetry
wind tunnel experiments and free vibration experi-
ments involving a tensioned belt with U-shaped cross
section. These approaches are detailed in section 2.
Comparison between simulated and measured flow
fields is given in section 3, wherein the profile is con-
sidered to be statically inclined, ϕ = const. It will
be shown that there are indeed different patterns of
the flow around the profile, and that the simulations
represent a simplified version of the real flow field.
The importance of the flow patterns is highlighted in
section 4 on the basis of free vibration tests of a ten-
sioned belt at different angles of inclination.

2. METHODS
The experiments were carried out at the Centre

of Excellence Telč in the Czech Republic. It has
a closed-loop wind tunnel with two closed test-
sections, the “aerodynamic” section and the “cli-
matic” section. The former has a cross-section of
1.9 m × 1.8 m and is equipped with honeycombs to
reduce the turbulence intensity to about I = 1%. The
latter has a cross-section of 2.5 m × 3.9 m but is not
equipped with honeycombs [2].

2.1. Particle Image Velocimetry (PIV)
The model for the PIV experiments was made

of 5 mm thick perspex and had the dimensions B =

300 mm and H = 60 mm. Its length was 600 mm. It
was mounted horizontally in cantilever fashion on an
auxiliary plate. The free end was open to not impede
the camera’s view of the flow-field. A vertical section
of the flow field, distanced 300 mm from the auxili-
ary plate, was illuminated by a LASER from above.

Special care was taken to reduce light reflections to a
minimum.

The flow field was recorded by a Dantec Flow
Sense EO camera with a resolution of 2048 × 2048
pixels and analysed with the Dantec DynamicStudio
version 3.31. Data presented in this paper was ob-
tained by applying the Adaptive Correlation method
with a final interrogation area size of 64 px × 64 px
overlap 0.5, followed by a 3 × 3 spatial moving aver-
age filter. The camera’s optical axis was pointing to-
wards the center of the horizontal plate of the model.
In the sample image in Figure 2 the model’s cross-
section is indicated (red). The regions indicated by
the blue rectangles contain shadows cast by the glued
edges of the model. Contrast there is low and the res-
ults are inaccurate. The blue rectangles are shown in
every figure showing a flow-field obtained by PIV.

Figure 2. Sample image acquired during the PIV
experiments.

Additionally the wake was studied with the help
of a CTA probe. The flow velocity magnitude was
several locations at the distance B behind the model.
These measurements were used to obtain the vortex
shedding frequency fvs which is in turn used to cal-
culate the Strouhal number St = fvsH/u∞.

2.2. Deformable belt
The experiments involving the tensioned belt

were carried out in the “climatic” section of the wind
tunnel because of its larger cross-sectional area. The
model was made of a rubber band, reinforced with
22 steel cables (diameter 2.9 mm). They were ten-
sioned with a hydraulic cylinder. The sidewalls of
the belt were made of non-reinforced rubber. The
cross-section of the belt had the same dimensions as
the PIV model (B = 300 mm, H = 65 mm). The
belt was 2.25 m long. The mass and torsional mo-
ment of inertia per unit length were 5.43 kg/m and
0.190 kg m2/m, respectively. The equilibrium angle
of inclination could be adjusted by rotating the belt’s
fixation on the frame. The acceleration of the belt
was recorded by two capacitive, uni-axial acceler-
ometers. They were placed at the half height on
either side of the model (see Figure 3). The accel-
eration signals ÿ1 and ÿ2 were integrated twice in
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Fourier space to obtain the belt displacement y1 and
y2. Due to the non-existent honeycombs in the “cli-
matic” section of the wind tunnel, the turbulence in-
tensity reached levels of about I = 10 %.

u∞ÿ2

ÿ1

ϕ0

P

P
H

B

2.
25

m

Wind tunnel
Figure 3. Sketch of the tensioned belt experiment

When the tensioning force 14.2 kN was applied,
the lowest eigenfrequencies of the belt were f0,y =

11.4 Hz and f0,ϕ = 10.8 Hz (pertaining to mode-1
heave and pitch motion). With this tensioning force
the logarithmic decrements pertaining to the heave
and pitch mode were δy = 0.021 and δϕ = 0.029,
respectively. The flow conditions in the experiment
will be characterised by the dimensionless, so-called
reduced velocity. It is the far-field flow velocity u∞
scaled with the product of the profile height H and
the pitch eigenfrequency f0,ϕ: U∗ = u∞/H f0,ϕ.

2.3. CFD Simulations

The 2D-CFD simulations were performed using
the commercial CFD software package Ansys Fluent,
version 14.5. The flow-field was calculated in a rect-
angular, two-dimensional computational domain and
unsteady RANS (URANS) models were used (spe-
cifically: the kω-SST model). The calculation mesh
contained approximately 57 ·103 quadrilateral cells,
22.8 ·103 of which are in a region of diameter 2.2B
centered around the profile. The velocity inlet was
placed at a distance 7.7B upstream of the profile, the
outflow boundary 16.9B downstream. Either sym-
metry boundary at the top and bottom of the do-
main had a vertical distance of 9.2B to the profile.
In the wall regions y+ ∼ 1 was achieved, implying
that low-Reynolds formulations of the wall functions
were used. Only second order discretisations were
used. At the inlet boundary a free-stream turbulence
intensity of I = 1 % and an eddy viscosity ratio of 1
were specified.

3. FLOW PATTERNS
The flow fields obtained by simulation will be

compared with PIV results. The simulations were
carried out at a Reynolds number Re = u∞B/ν =

2.45·105. In the PIV experiments Re = 4.3·104 could
be reached. The turbulence intensity of the oncom-
ing flow was I = 1 % in both cases. Neither the PIV
nor the simulations fully resolve the turbulent fluctu-
ations of the flow. In the simulation most fluctuations
are modelled through their contribution to the turbu-
lent kinetic energy. The PIV method does not resolve
structures smaller than the size of an interrogation
area.

The available data consists of the time-periodic
flow-fields under either flow patterns obtained by 2D-
CFD simulation, and flow-field snapshots obtained
by PIV. Meaningful comparison of this data requires
a careful approach and will be made in two steps.
First, the time-averaged flow fields will be compared.
Then snapshots of the flow field will be discussed.
Finally the influence of the inclination angle is dis-
cussed. The structure is at rest throughout this sec-
tion, y ≡ 0 and ϕ = const.

3.1. Time-averaged flow fields
As a first step the statistics of the flow-field are

analysed, i.e. the time-average and standard devi-
ation of the flow velocity. The flow fields obtained by
PIV experiments and 2D-CFD simulations are com-
pared. Flow field statistics from PIV data were ob-
tained using one complete series of captured flow
field snapshots, which includes estimated 9.5 flow
periods, i.e. the sampling time was 9.5 times the
vortex shedding frequency under the R-flow pattern,
ts = 9.5/ fvs. Statistics from simulations were calcu-
lated using only one flow period, since the simulated
flow is time-periodic.

In Figure 4 the flow-field is visualised by arrows
oriented in the direction of the time-averaged flow
velocity and scaled by the local velocity magnitude.
Additionally, an iso-line of the velocity magnitude
standard deviation at the value 0.5 sv,max is marked
(red), where sv,max is the maximal standard deviation
in the field. Areas of large velocity standard de-
viation indicate regions where the flow is strongly
time-dependent. Also note the regions in Fig. 4
where the PIV result is inaccurate (blue rectangles).
In the time-averaged flow-field in Fig. 4 a single vor-
tical structure rotating clockwise can be seen above
the leeward half of the cavity. However, this region is
also characterised by a large velocity standard devi-
ation, indicating a time-dependent and flow field. Be-
low, these regions will be further discussed by snap-
shots. Furthermore the evolution of the free shear
layer separating from the bottom windward corner of
the profile is strongly time-dependent and, naturally,
the wake behind the profile. The maximal value of
the flow velocity standard deviation, scaled with the
far-field flow velocity u∞ was s(P)

v,max/u∞ = 0.46.
Simulation results of either flow pattern are
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Figure 4. Time-averaged flow field (arrows) with
an isoline of the velocity magnitude standard de-
viation (red), obtained by PIV.

shown in Figure 5. The time-averaged flow-field of
the U-flow pattern is characterised by a single, large
vortical structure in the cavity of the profile (Fig. 5a),
rotating clock-wise. This structure is part of a time-
dependent region of the flow-field, as indicated by
the red standard deviation contour at 0.5s(U)

v,max. In
fact, it encompasses the whole cavity, as well as the
wake of the profile. The maximal, non-dimensional
standard deviation was s(U)

v,max/u∞ = 0.94, including
the contribution from the turbulent kinetic energy.

Unlike the previously discussed flow fields the
time-averaged R-flow field (Fig. 5b) is characterised
by two vortical structures in the cavity of the profile.
One vortex in the leeward half of the cavity is rotat-
ing in clockwise direction while the other vortex in
the windward half of the cavity is rotating in counter-
clockwise direction. Note that the standard-deviation
iso-line at 0.5s(R)

v,max (where s(R)
v,max/u∞ = 0.57), which

already includes the contribution from the turbulent
kinetic energy, encompasses only the wake of the
profile and a small region in the free shear layer
above the cavity and not the two vortical structures.

No conclusive evidence for either flow pattern
can be obtained by comparing the time-averaged flow
fields. The standard deviations as seen in the PIV
data indicate that the flow-field becomes instationary
well before the leeward corners of the profile (Fig. 4).
Yet, the instationary regions of the U-flow field be-
gins right after the windward flange of the profile.
The instationary regions of the R-flow field encom-
pass mainly the wake and it appears that the flow in
the cavity and above is almost stationary. The next
section discusses snapshots of the flow-field in the
light of the already gained insights.

3.2. Flow-field snapshots
First, snapshots of the R-flow pattern are dis-

cussed. Investigation of all snapshots during a flow
period shows that the two vortices in the cavity are
indeed stationary. The topology of the flow field in
the cavity does not change. Hence the temporal stat-
istics previously discussed show a very small flow
velocity standard deviation. A snapshot of the flow-
field under the U-flow pattern is shown in Figure 6.
Observe the similarity of the flow-field in the cav-

(a) U-flow pattern

(b) R-flow pattern

Figure 5. Time-averaged flow field (arrows) with
an isoline of the velocity magnitude standard de-
viation (red), obtained by CFD Simulation.

ity between this figure and Fig. 5b. Yet, the pro-
files of the horizontal flow velocity component sug-
gest that the free shear layer is sensitive to small per-
turbations by. Especially the local velocity profile at
x = −0.32B (blue, left profile in Fig. 6) resembles
that of the shear layer in a Kelvin-Helmholtz scen-
ario. Indeed, the large values of the turbulence in-
tensity I (estimated from the turbulent kinetic energy,
magenta line) indicate that many eddies are formed
in the free shear layer. These eddies are not resolved
in space and time, but accounted for through the tur-
bulent kinetic energy. Larger vortices, present in the
wake of the profile are resolved in space and time.
The clear distinction between the resolved and mod-
elled timescales is an implicit assumption of URANS
models. Critics of URANS methods argue that the
evolution of free shear layers may depend sensitively
on small eddies and that the implied separation of
timescales is not given in bluff body flows [3].

Recall, that the U-flow pattern revealed a
strongly time-dependent flow-field in the cavity
(Fig. 5a). Indeed, a snapshot of the flow-field shows
that unlike under the R-flow pattern, the average
flow-field has very little in common with a snapshot
(Figure 7). By the velocity profile (blue) it can be
seen that the free shear layer rolled up right behind
the windward flange of the profile to form a vor-
tex rotating in clockwise direction (the “cavity vor-
tex”). Inspection of flow field snapshots shows that
this vortex is not stationary. It grows, detaches from
the windward flange, travels through the cavity, and
is swept over the leeward flange into the wake. The
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Figure 6. Snapshot of the simulated flow-field (R-
flow pattern) with two u-velocity profiles and a
turbulence intensity isoline, I = 15 %.

green arrow in Fig. 7 shows the approximate path of
the vortex core. The vortex at the tip of the arrow
was formed behind the windward flange (where the
green arrow begins) during the previous flow period
and has travelled towards the leeward flange. The
turbulence intensity is low where the cavity vortex
forms but large between the two vortical structures,
and also around the shear layer below the profile.

Figure 7. Snapshot of the simulated flow-field (U-
flow pattern) with a u-velocity profile and a tur-
bulence intensity isoline, I = 15 %.

Another often stated criticism of URANS meth-
ods, especially in two-dimensional computational
domains, is the slow decay of vortical structures as
they travel through the computational domain. The
large turbulence intensities around the second vortex
in Fig. 7 suggest that the (three-dimensional) decay
of the cavity vortex may be important in reality. Be-
fore the influence of the cavity vortices on the aero-
dynamic forces is discussed, a comparison with snap-
shots of the flow field obtained by the PIV experi-
ments is given, where evidence for the cavity vortices
will be given.

Some snapshots of the flow-field resemble the
aforementioned R-flow patterns in a way (see Fig-
ure 8). The shear-layer is curved weakly and reaches
over the cavity of the profile (green arrows). Vortices
can be seen in the wake behind the profile. The flow
in the cavity itself does not resemble the R-flow pat-
tern. Instead, the orientation of the arrows suggest a
three-dimensional flow-field. Despite this, the velo-
city profile (blue) is similar to the profile shown in
Fig. 6, locally resembling a Kelvin-Helmholtz Scen-

ario. In parallel shear-flows such a velocity profile
could be unstable by Fjørtoft’s criterion [4]. Indeed,
a vortex of considerable size can be seen in this snap-
shot to the right of the velocity profile (green arrows).
These vortices were modelled as a contribution to the
turbulent kinetic energy in the simulations under the
R-flow pattern (see Fig. 6). The question is whether
these vortices can take on the role of the cavity vor-
tex, which is observed in 2D-CFD simulations under
the U-flow pattern.

Figure 8. Snapshot of the flow-field (PIV), visual-
ised by arrows and a u-velocity profile. The shear
layer is curved weakly.

There is evidence that vortices can form right be-
hind the windward flange of the profile (see Figure 9,
green arrows). By the u-velocity profile (blue) it can
be seen that a clockwise-rotating vortex is located at
this position. Under the R-flow pattern a counter-
clockwise rotating vortex would be present. This vor-
tex is not stationary, but travels through the cavity to-
wards the leeward flange. Also in Fig. 9 a second vor-
tex rotating in clockwise direction can be seen at this
position (green arrows). Subsequent snapshots show
the left vortex detaching from the windward flange
and travelling towards the leeward flange [5]. Fur-
thermore it can be observed that many vortical struc-
tures are located below the profile. These were also
modelled as a contribution to the turbulent kinetic en-
ergy in the simulations.

Figure 9. Snapshot of the flow-field (PIV), visual-
ised by arrows and a u-velocity profile. A cavity-
vortex has formed.

Thus, aspects of both flow patterns were ob-
served at the same angle of inclination in the PIV
experiments. The Figs 8 and 9 show only two out
of 44 recorded flow-field snapshots. These snap-
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shots were analysed how closely they resemble either
the U-flow or the R-flow pattern. It was chosen to
count snapshots where vortices rotated in counter-
clockwise direction in the windward half of the cav-
ity as “R-flow frame”. Frames where clockwise ro-
tating vortices were located in the cavity of the pro-
file were considered an “U-flow frame”. All other
frames were counted as “undecidable”. Of 44 frames
spanning 19 flow periods, 13 frames resembled the
U-flow pattern by the above described criteria. Only
one was considered to represent the R-flow pattern.
The remaining 30 frames were deemed “undecid-
able”. These frames are mainly characterised by
small vortices forming in the free shear layer and a
possibly three-dimensional flow in the cavity (sim-
ilar to Fig. 8). The two almost stationary vortices
seen in 2D-CFD simulations under the R-flow pat-
tern (Fig. 5b) could be unstable in three dimensions.
Thus, the “undecidable” frames may resemble the R-
flow pattern. Then, the flow switches between two
bi-stable states corresponding to the flow patterns
observed in 2D-CFD simulations. The simulations
show no intermittent change between the flow pat-
terns. Change between flow patterns from U-flow
to R-flow and back again could only be achieved by
substantially varying the inclination angle during a
simulation run.

3.3. Aerodynamic forces

In this section the aerodynamic forces acting on
the U-profile will be discussed on the basis of sim-
ulation results. The drag and lift force and torsional
moment per unit length are given by cD|L

1
2ρu2

∞H and
cM

1
2ρu2

∞HB, respectively. They were obtained from
simulations at the same Reynolds-Number Re =

2.45 ·105 as in the flow-field snapshots above. Since
the flow is turbulent and considered to be periodic, a
time-series of aerodynamic forces obtained by UR-
ANS simulation can be thought of as the so-called
phase average. Note that the time-periodicity of the
flow is contradicted by the PIV experiments and that
the following figures are used to illustrate the influ-
ence of the cavity vortices only.

The time-series of the aerodynamic forces under
the R-flow pattern are almost sinusoidal (Figure 10).
The oscillation frequency equals the vortex shedding
frequency. Vortices are formed in the wake of the
profile (Fig. 6) and do not impinge upon any part of
the profile. The lift coefficient is always positive and
the coefficient of torsional moment oscillates with an
amplitude of ĉM = 0.13.

The aerodynamic forces under the U-flow pat-
tern show much more features (Figure 11). Most im-
portantly, the U-flow pattern leads to a different fun-
damental frequency of the aerodynamic forces than
under the R-flow pattern (note the scale of the time-
axis in Figs. 10 and 11). Under the U-flow pattern,
the influence of the vortex formation in the wake is
much less important than the influence of the cav-
ity vortex. Inspection of snapshots of the flow-field
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Figure 10. Time-series of the aerodynamic force
coefficients under the R-flow pattern (simulation
at ϕ = 0◦)

leads to the following conclusions: The drag coef-
ficient is the greatest when a cavity vortex is swept
into the wake (t̃ ≈ 0.25). At the same time, the
lift coefficient is negative and almost assumes its
minimal value. The coefficient of torsional moment
also assumes its minimum then. Maximum lift oc-
curs when the cavity vortex has detached from the
windward flange and is in the middle of the cavity
(1.1 . t̃ . 1.7). The coefficient of torsional moment
is large in this interval and assumes its maximum
shortly before the cavity is swept into the wake. It
oscillates with an amplitude of ĉM = 0.63.
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Figure 11. Time-series of the aerodynamic force
coefficients under the U-flow pattern (simulation
at ϕ = 0◦)

Thus, the fundamental frequency of the aero-
dynamic forces is given by the speed at which the
vortex travels through the cavity of the profile. In
the simulations this travelling speed is rather slow
so that the flow period under the U-flow pattern is
almost twice as large as under the R-flow pattern,
St(R) ≈ 2St(U). Inspection of the PIV snapshots
yields that this timing is almost correct. In one in-
stance St(P,U) = 1.95(P,R) was obtained: St(P,U) was de-
termined from three successive frames showing cav-
ity vortices. St(P,R) was obtained from the frequency
spectrum of the velocity magnitude measured behind
the profile with a CTA probe. At this inclination,
St(P,U) could not be determined reliably from CTA
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data. Cavity vortices form irregularly and are sub-
ject to three-dimensional decay.

3.4. Influence of the angle of inclination
The flow around statically inclined U-profiles

was also investigated by means of PIV measure-
ments. First, let the U-profile be positively inclined,
ϕ0 = 5◦. Application of the criteria described
above lead to the following results: Of 44 available
snapshots none resembled the R-flow pattern but 26
showed features of the U-flow pattern. The remain-
ing 18 snapshots were deemed undecidable. When
positively inclined, the leeward flange of the profile
is closer to the free shear layer and influences the
formation of cavity vortices such that they appear
more often. Inspection of the flow velocities in the
wake behind the U-profile by means of a CTA probe
showed that there is a band of frequencies present,
yielding 0.065 ≤ St(P,U) ≤ 0.083. These frequencies
correspond to the formation of cavity vortices. They
are lower than the Strouhal number attributed to the
“classical” vortex shedding St(P) = 0.133, obtained
at ϕ0 = 0◦, and also lower than the Strouhal num-
bers others observed in the flow around a rectangular
prisms with similar aspect ratio [6].

When the U-profile is negatively inclined, ϕ0 =

−5◦ none of the 44 available snapshots resemble
either U-flow or R-flow pattern. Instead, every frame
is “undecidable” by the above described criteria. The
snapshots are characterised by a very complex flow
in the cavity which appears to be non-periodic and
highly three-dimensional. The shear layer separat-
ing from the top windward corner of the profile is
still easily perturbed and forms vortices. Yet they
move above the leeward flange and do not influ-
ence the flow in the cavity much. Inspection of the
flow velocities in the wake yield a Strouhal number
St(P) = 0.133 which is numerically equal to the value
of St obtained at zero inclination ϕ0 = 0◦.

Changing the angle of inclination in the simula-
tions leads to similar results. At a positive inclination
ϕ0 = 5◦ or negative inclination ϕ0 = −5◦ vortices
form according to the U-flow pattern or the R-flow
pattern, respectively. The topology and character of
the flow at either angle is equal to the corresponding
pattern at zero inclination.

4. FLOW INDUCED VIBRATIONS
In this section the relevance and influence of the

cavity vortices for flow induced vibrations will be
shown by discussing the influence of the angle of in-
clination on the vibration amplitudes. The vibration
amplitudes in Figure 12 are given as the minimal and
maximal average peak amplitude: The values of ten
consecutive local maxima of the displacement sig-
nal were averaged to obtain one average peak amp-
litude. With an overlap of five consecutive max-
ima the next portion of the signal, again containing
ten consecutive local maxima, was analysed. The
minimal and maximal average peak amplitude was

stored and used to plot the bars in the figure. The
experiments described here were carried out with a
single belt eigenfrequency of f0,ϕ = 11.4 Hz. The
reduced velocity U∗ was varied by changing the far-
field flow velocity u∞. The Reynolds number range
was 2.0·105 < Re < 4.5·105 in these experiments.
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Figure 12. Dimensionless heave and pitch motion
at several reduced velocities and two base inclina-
tions ϕ0.

At positive inclination ϕ0 = 5◦ (Fig. 12a) vibra-
tion amplitudes stay small for reduced velocities up
to U∗ = 12. From there on the pitch amplitude in-
creases to values up to ϕ̂ − ϕ0 ≈ 5◦. The heave
amplitudes also increase, but appear to be less im-
portant than the pitch motion. Recall, that the peak
amplitude of the coefficient of torsional moment was
almost five times larger under the U-flow pattern than
under the R-flow pattern. The reduced velocity from
which on vibration amplitudes increase, U∗ = 14,
corresponds to the formation frequency of cavity vor-
tices observed in the simulations under the U-flow
pattern. Taking the inverse of the Strouhal numbers
at the constant, positive inclination ϕ = 5◦ leads to
an estimate of the critical velocity 12.0 ≤ U∗ ≤ 15.4.
Since vibration amplitudes increase until the largest
achieved reduced velocity, U∗ ≈ 18, the lock-in
range of the cavity vortices appears to be rather large,
or another instability mechanism is in effect.

At negative inclination ϕ0 = −5◦ (Fig. 12b) vi-
bration amplitudes stay small for all investigated re-
duced velocities, ϕ̂ − ϕ0 < 1◦. If there were vortex
induced vibrations at U∗ ≈ 7.5, the corresponding
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lock-in range has to be rather small since vibration
amplitudes at U∗ ≈ 9.5 are minimal.

5. CONCLUSIONS AND OUTLOOK
Two time-periodic flow pattern were observed in

2D-CFD simulations of the flow around a profile with
U-shaped cross-section. By thorough comparison
with data obtained by PIV experiments it was con-
firmed that aspects of both flow patterns are present
in the flow-field. The intermittent change of flow pat-
terns, observed in the experiments, is not unique to
the flow around a U-profile. Such phenomena are
also reported by Tamura and Itoh in their study of
the flow around a short rectangular prism [7]. There,
the flow patterns are related to the either weak or
strong roll-up of a shear layer behind a short rect-
angular prism with B/H = 0.2. In the present case
the shear layer roll-up is also relevant, but it is the
formation of cavity vortices brought on by the strong
shear layer roll-up that is thought to be the defin-
ing aspect of the U-flow pattern. It was shown that
these cavity vortices have a tremendous influence on
the aerodynamic forces acting on the profile. Such
cavity vortices (or “surface travelling vortices”) were
observed by Kubo et al in their experimental study
of the flow around an H-shaped prism with an aspect
ratio of B/H = 10, [8]. Kubo et al also indicated that
the formation of cavity vortices can be influenced by
forcing the profile to move. This further underlines
the importance for vibration excitation by the cavity
vortices since it confirms that the vortex formation
synchronises to the profile motion. Furthermore, the
velocity spectra obtained by CTA measurements of
the wake behind the statically inclined profile show
that the formation of cavity vortices does not take
place at a single, well defined frequency but rather
in an interval of frequencies. This also indicates that
the formation frequency is not a given constant but
that it can change.

As a way to investigate the importance of the
cavity vortices for flow induced vibrations, vibra-
tions of a tensioned belt at different base inclinations
were studied. At negative base inclination vibration
amplitudes were very low in general. At positive in-
clination vibrations set in at a reduced velocity which
is be related to the cavity vortex formation frequency.
The importance of such vortices for flow induced vi-
brations is also highlighted by others [8, 9].

Comparison of simulated and calculated (PIV)
flow fields shows that the simulation methods need
more attention in future research. While the ap-
plied URANS methods are computationally feas-
ible, they yield “simplified” results. The flow pat-
terns are time-periodic and the intermittent change
cannot be predicted. Due to [3] there is consider-
able doubt that extending the computational domain
to three dimensions but using the same turbulence
model would lead to more accurate results. An es-
timate for the computational cost of an LES simu-
lation of the present case, based on grid resolutions

in [6], leads to the conclusion that pure LES is pro-
hibitively expensive. Scale Adaptive Simulations are
considered as option.
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Furthermore, the authors looked at the effect of the 
air-distributor pressure drop on the motion of the 
tracer particle. Their results indicated that a 
reduction of the air-distributor pressure drop leads 
to formation of high-through flow regions and 
consequently to less solid mixing in the bed. 

We use the results from [1] in this work to 
validate our numerical results. In addition, we carry 
out an additional experimental study on the 
behaviour of the inert particles in a bed and, for that 
purpose, we use Particle Image Velocimetry (PIV). 

In the numerical part of our work, we propose a 
combined tracking technique that we term here the 
Eulerian-Eulerian-Lagrangian (E-E-L) technique. 
The inert phase is composed of a large number of 
sand-like small particles and is treated as a 
continuous phase. The Eulerian-Eulerian (E-E) part 
treats the carrying phase (the gas) and the inert solid 
particles as interpenetrating continua. It results in 
the velocity and pressure fields of the inert solid and 
gas phases that are used for calculation of the forces 
acting on a fuel particle, e.g. the drag and buoyancy. 
A limited number of large fuel particles are tracked 
using a Lagrangian particle tracking method. Since 
the fuel particles occupy only a small fraction of the 
bed material, it is reasonable to assume that the 
movement of the fuel particles is entirely governed 
by the dynamics of the bulk and gas phases and that 
the fuel particles do not influence the flow of the 
inert solids. Therefore, an accurate modelling of the 
inert particulate phase is crucial in order to correctly 
describe the behaviour of the fuel particles. 

The E-E approach typically applies the kinetic 
theory of granular flow (KTGF) to model the 
stresses of the solid phase [2]. The theory can be 
applied for rapid-flow regimes, which are 
sufficiently dilute so that inter-particle collisions 
can be assumed instantaneous and binary. However, 
in both moderately and highly dense regimes, such 
as those that may be encountered in bubbling 
fluidized beds, the behaviour of the particulate 
phase is dominated by enduring frictional contacts 
of multiple neighbouring particles. In such a regime 
the fundamental assumptions of the KTGF are 
violated and the theory will fail to predict the 
accurate behaviour of the system. To overcome this 
problem, several models, mostly derived from the 
critical state theory of soil mechanics, were 
proposed for modelling frictional stresses of dense 
packed particles [3]. The classical soil mechanics 
describes the mechanical behaviour of a system as a 
rate-independent plastic regime characterized by a 
constant friction coefficient. The models developed 
from soil mechanics, starting from the Coulomb 
frictional law, have been widely applied in 
fluidized-bed simulations. This is typically done by 
dividing the solid stresses into two parts: the 
kinetic-collisional part, handled by the KTGF, and 
the frictional part, modelled by incorporating a 
frictional stress theory. The frictional stress models 

are activated above a certain threshold value of the 
solids volume fraction. As an alternative to the 
latter approach, different constitutive laws can be 
proposed [4] by identifying similarities between the 
behaviour of granular materials and that of visco-
plastic fluids. Here, an important assumption is the 
local nature of rheological behaviour, namely that 
the shear stress is a function of the local shear rate. 
One of the goals of the present work is thus to 
compare the results obtained by using the visco-
plastic approach with those obtained from the 
traditionally-used models [e.g. 3]. In that sense, 
note that regarding the constitutive models for the 
simulations, the only model that is different in the 
computational cases treated here is the 
representation of the frictional stresses.  

2. MODELLING 
We apply our numerical framework in an open-

source code MFIX [5]. The details on the 
implementation of the KTGF in that code can be 
found in [5].     

2.1. Models for frictional stresses 
In [3] the authors developed a frictional stress 

model that accounts for compressibility of dense 
granular flows. 

 
࣎ ൌ െ ܲ۷  ࢙ࡿߤ2 (1) 

 
where Pf is frictional pressure and SS the solid-

phase strain rate tensor. The frictional viscosity is 
given by: 

ߤ ൌ √ଶୱ୧୬ ሺథሻ

ට܁౩:܁౩ା/ௗ౩
మ

൜݊ െ ሺ݊ െ 1ሻ ቀ
ౙ

ቁ
ଵ ሺିଵሻ⁄

ൠ        (2) 

with Pc being the critical pressure (for details, 
see [3]), ds diameter of solid particles and n is an 
exponent that determines the shape of the yield 
surface [3]. It is interesting to note that this model 
accounts for the dilatation (·vs > 0 and Pf < Pc) and 
compaction (·vs < 0 and Pf > Pc) of the particulate 
flow. Here, vs is the velocity of the solid phase.  
Note that the condition ·vs = 0 is valid only for the 
critical state, in which there is a change of volume 
due to the deformation of the particulate phase. In 
such a case Pf  = Pc. 

On the other hand, in [4] granular materials are 
considered as visco-plastic fluids. Here, the shear 
stress τf is a function of the shear rate Γሶ  , the 
isotropic pressure Piso and the inertial number I. 
The latter is a dimensionless number representing 
the ratio between the macroscopic deformation 
timescale 1/Γሶ  and the microscopic inertial timescale 
ሺ݀ୱ

ଶߩୱ ୧ܲୱ୭⁄ ሻ.ହ. The friction coefficient is then an 
increasing function of the inertial number starting at 
the value µ1 at I = 0 (the quasi-static flow) up to the 
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value µ2 at large I (the kinetic regime). The 
frictional stress then takes the following form: 

 

࣎ ൌ ቐ
െ ୧ܲୱ୭۷  ሻܫሺߤ ୧ܲୱ୭

ડሶ

หડሶ ห
ୱߝ      ୱߝ 

୫୧୬  

ୱߝ                                       0 ൏ ୱߝ 
୫୧୬

         ሺ3ሻ 

 
with ߝୱ being the volume fraction of the solid 

phase. The friction coefficient will be: 
 

ሻܫሺߤ ൌ ଵߤ 
ሺߤଶ െ ଵሻߤ

ሺܫ
ܫ  1ሻ

                                           ሺ4ሻ 

 
with the shear rate 

 
ડሶ ൌ vୱ  ቀvୱቁ

்
                                                     ሺ5ሻ 

 
and the inertial number:  
 
ܫ ൌ ௗ౩หડሶ ห

ሺ౩/ఘ౩ሻబ.ఱ                                        ሺ6ሻ 
 
where 
 

ܫ ൌ 0.279, ଵߤ  ൌ tanሺ20.9ሻ , ଶߤ ൌ
tanሺ32.76ሻ,  หડሶ ห=ሺ ડሶ : ડሶ ሻ.ହ.                                  ሺ7ሻ 

   

2.2. Tracking technique 
The equation of motion of the fuel particles is 

written as: 
 

݉୮
ௗܞ౦

ௗ௧
ൌ 3݀୮ߤ ݂൫ܞ െ ୮൯ܞ  3݀୮ߤୱ ୱ݂൫ܞୱ െ

୮ሻܞ  ݉୮g െ ୫୧୶gߩ ୮ܸ + ଵ
ଶ

୫୧୶ߩ ୮ܸ ቀౣܞ౮
௧

െ ௗܞ౦

ௗ௧
ቁ  (8) 

 
where vp, mp, dp and Vp  are the velocity, mass, 

diameter and volume of a fuel particle, respectively, 
and vg is the velocity of the gas phase. We calculate 
the drag force on the fuel particle from the other 
two phases in an independent manner. In Equation 
(8), the first and second terms on the r.h.s represent 
the drag forces on the fuel particles exerted by the 
gas and the inert solids phase, respectively. The 
third term is the weight of the fuel particle and the 
fourth and fifth terms are respectively the buoyancy 
force and the added mass force exerted by the 
mixture (gas and inert solids). Note that we keep the 
added mass force in our equation of motion, even if 
that force is typically omitted when tracking solid 
particles. In our case, the fuel particles are 
suspended in a medium of relatively similar density 
(i.e. the mixture of the inert-phase particles and the 
carrying fluid). 

The density and velocity of the mixture of gas 
and inert solids are calculated as follows: 

 
୫୧୶ߩ ൌ ୱߩୱߝ   ,                                                   ሺ9ሻߩߝ
୫୧୶ܞ ൌ ୱܞୱߝ   .                                                 ሺ10ሻܞߝ

 
The drag factor on a fuel particle exerted by the 

gas phase is expressed by the correlation proposed 
in [5], which takes into account the effects of the 
local volume fraction of the gas phase: 

݂ ൌ ߝ
ିଷ.

݂. The drag factors on an isolated fuel 
particle exerted by the inert and gas phases, fs0 and 
fg0 , are also calculated according to [5]. Note that 
this work assumes the so-called enhanced buoyancy 
effect (an enhanced buoyancy effect of fuel 
particles due to endogenous bubbles generated by 
the release of volatile matter) to be of little or 
negligible importance for the fuel mixing process. 

2.3. Statistical procedure 
The statistical analysis includes obtaining a 

probability density function (PDF) of the presence 
of fuel particles in different regions of the bed, 
which in essence gives their preferential positions in 
the bed. This is done by counting the number of 
times that the fuel particles enter each statistical cell 
(not to be confused with the spatial resolution of the 
movement of the phases in the bed). The horizontal 
dispersion coefficient of the fuel particles in each 
statistical cell is calculated by the Einstein’s 
expression:  

 

ୡୣ୪୪ܦ ൌ
1

ܰ


ሺ∆݈ሻଶ

ݐ∆2

ேು

ୀଵ

                                             ሺ11ሻ 

 
This equation represents an analogy between 

the diffusion of gas molecules in a continuous 
isotropic medium and the mixing of fuel particles in 
fluidized beds. In (11) ∆ݐ is the time interval 
between two snapshots and ∆݈  the displacement of 
the fuel particles during ∆ݐ. Finally, ܰ is the 
number of times that the fuel particles are present in 
the cell under consideration during the operation. 

 

2.4. Computational cases and numerical 
procedure 

 
We assume that, due to the wall effects that 

influence the dynamics of bubbles in two-
dimensional geometries, only qualitative results can 
be obtained from these studies. Yet, such units have 
also been shown to be of great value for 
understanding of large-scale fluidized-bed systems, 
provided they are operated according to certain 
criteria [1]. We simulate here 20 fuel particles in 
order to get sufficient data for statistical analysis. 
We have designed two computational cases to 
portray the results of our simulations: Case 1 (the 
initial bed height (H0) of 0.4 m and a fluidization 
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velocity (Uf) of  0.4 m/s) and Case 2 (the initial bed 
height of 0.4 m and a fluidization velocity of  0.95 
m/s). 

The computational domain is discretized by a 
structural mesh of 72000 (120 × 600) quadrilateral 
cells. To check grid independency of the solution, 
the simulations are performed using a number of 
grid sizes and no sensitivity of the solutions was 
observed for the grids with more than 72000 cells. 
Superbee, which is a second-order accurate scheme, 
is used for discretizing the convection terms. In 
addition, to speed up the simulations, MFIX applies 
an automatic time-step adjustment. The pressure 
and velocity are coupled by the SIMPLE algorithm 
[5] and the interphase interaction term is treated 
through the Partial Elimination Algorithm [5]. 

To accurately formulate the inlet boundary 
condition, the plenum is included in the 
computational domain and the air distributor is 
modeled as a porous zone with a specified 
resistance. Note that the uniform velocity inlet, 
which is a common choice in most numerical 
studies of fluidized beds, represents high pressure-
drop distributors. However, in industrial-size beds, 
low pressure-drop distributors are typically used, 
which leads to a non-uniform flow condition at the 
distributor and a significantly different flow pattern. 

According to the tracking technique explained 
above, the flow of the inert solids and the gas phase 
are first resolved. Then, a number of fuel particles, 
which are initially randomly positioned in the bed, 
are tracked. 

3. EXPERIMENTS 
The experimental apparatus used in the present 

study is a pseudo two-dimensional fluidized bed 
(0.4m × 2.15m × 0.015m) with a Plexiglas front 
wall. A schematic view of the setup is shown in 
Figure 1. The fluidizing air enters the bed through a 
distributor made of a perforated plate having 2 mm 
in diameter holes and the total hole areas of 2%. 
Glass beads are used as inert particles (ρs = 2600 
kg⁄m3 and ds = 330 µm). The properties of such 
particles are similar to those of sand particles 
typically used as the inert bed material in fluidized 
beds. The particles have a minimum fluidization 
velocity (Umf) of 0.12 m/s and a terminal velocity 
(Ut) of 1.76 m/s. 

As for the PIV, in this work we assume that the 
bed is two-dimensional and that the flow patterns 
are measured in the front-wall plane. The use of a 
conventional laser for illumination of bed particles 
is not possible because of speckles and the high 
density of bed particles. Instead of a pulsed laser, 
light from a continuous source is applied. The PIV 
system consists of two Imager ProX 4M cameras, 
having 2048×2048 resolution, 8×500 W lamps as 
the light source, a synchronizing device, a 
computer, and DaVis software from LaVision 
company, to collect and process images. We have 

taken special care to minimize the displacement 
field. This means that any non-coincidence field is 
captured before each measurement and subtracted 
from the velocity fields obtained. 

 
Figure 1: Schematic of the fluidized bed setup: 1) 
compressor, 2) stop valve, 3) control valve, 4) 
rotameter 5) plenum, 6) riser 

Exposure is set in such a way that blurred 
appearance of the particles is avoided in the high-
speed regions. In PIV, the recorded images are pre-
processed by subtracting sliding background of 10 
pixel scale and applying the particle intensity 
normalization (available in DaVis software). To 
extract velocity fields, a decrease from 128×128 pix 
(2 passes) to 64×64 pix (3 passes) interrogation 
window with 50% overlapping is used in multi-pass 
mode. A masking routine is used to exclude bubble 
areas, to avoid the effects of the velocity field 
created by the inert particles inside the bubbles. The 
masks are black-and-white images with black areas 
corresponding to bubbles and the white areas to 
solids.  

 

4. RESULTS AND DISCUSSION 
To examine the performance of the frictional 

stresses (and thus the overall stress tensor for the 
particulate phase) used here, we analyse the motion 
of a single fuel particle in the bed by looking at the 
experimental and numerical results for its position 
and velocity.  

Figure 2 (top) shows the horizontal position of 
the fuel particle for a period of 100 seconds of 
operation, as obtained by the experiments. We see 
that the fuel particle moves in a cyclic pattern. It 
moves downwards at the regions near the walls. 
Then, close to the distributor, it starts moving 
upwards with the upcoming bubbles and returns to 
the surface, which is indicated by quick jumps in 
the vertical position of the fuel particle. As seen 
here, the fuel particle spends most of the time in the 
sinking (descending) phase, whereas the rising 
(ascending) one takes a much shorter time. 
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Fig. 2 (middle) shows the motion of the fuel 
particle simulated using the frictional model 
proposed in [3].  

 

 

 

Figure 2. The horizontal position of the fuel 
particle in the bed: top: experiments; middle: 
frictional model, expressions (1) and (2); bottom: 
frictional model: expressions (3)-(7). Case 1. 

This model captures the circulation of the fuel 
particle, but it clearly predicts much shorter cycles. 
On the other hand, employing the visco-plastic 
model [4] (Fig. 2 (bottom)) results in a circulation 
pattern for the fuel particle that is more similar to 
the experimental results. Here, the fuel particle 

sinks rather slowly at the wall. These slow-moving 
periods represent situations in which the fuel 
particle is surrounded by the inert particles and 
therefore, it totally follows the motion of the inert 
phase. The better prediction obtained by the visco-
plastic model can be explained by the fact that it 
gives higher solids viscosity, and consequently, 
lower solids velocity at the wall where the 
particulate flow is dense and involves few bubbles. 
In such dense locations, the frictional stresses play a 
major role. The obtained conclusions remain when 
we look at the vertical position of the fuel particle 
(Figure 3). 

 

 

 

 
Figure 3. The vertical position of the fuel particle 
in the bed: top: experiments; middle: frictional 

Time(s)

X
(m

)

0

0.2

0.4

0 20 40 60 80 100

Time(s)

X
(m

)

0 20 40 60 80 100
0

0.2

0.4

Time(s)

Y
(m

)

0

0.2

0.4

0.6

0.8

0 20 40 60 80 100

Time(s)

Y
(m

)

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

CMFF15-066 317



model, expressions (1) and (2); bottom: frictional 
model: expressions (3)-(7). Case 1. 

 

 

 

 
Figure 4. The vertical velocity of the fuel 

particle in the bed: top: experiments, middle: 
frictional model, expressions (1) and (2), bottom: 
frictional model: expressions (3)-(7). Case 1. 

We now focus on the velocity of the fuel 
particle. As seen in the experimental results, the 
horizontal and vertical velocities of the fuel particle 
fluctuate around zero. The movement of the fuel 
particle is represented by an intermittent signal in 
which the high-frequency activity comes in bursts 
separated by relatively long quiescent periods (low 

amplitude fluctuations). Note that a typical example 
of such a signal is the one obtained (after being 
high-pass filtered) by a hot-wire anemometer in a 
turbulent single-phase flow. Such a pattern is 
observed in both the horizontal (not shown here) 
and vertical directions. The vertical component 
(Figure 4 (top)) is of greater importance, since it is 
associated with the bubble movement in the bed. 
The positive values of the vertical velocity reflect 
the presence of rising bubbles. After a number of 
small jumps, a large bubble carries up the fuel 
particle to the surface of the bed and then throws 
the particle to the freeboard zone. The prominent 
jumps in the velocity signal of the fuel particle are 
therefore representative of a quick movement of the 
fuel particle by vigorous bubbles. The significant 
negative values of the velocity represent the fall of 
the fuel particle in locations in which the latter is 
less hindered by the inert particles. In addition, 
there are many instances when the velocity of the 
fuel particle is considerably low, illustrating 
occasions in which the inert particles, due to high 
inter-particle friction, do not move at all or move at 
a very low speed. If the fuel particle is trapped in 
such a dense zone, it has to follow the bulk phase. 

Numerical results for the velocity of the fuel 
particle are presented in Fig. 4 (middle and bottom). 
Using the model proposed in [3] leads to a velocity 
signal that is fluctuating vigorously. Even though 
the magnitude of the velocity, both horizontal and 
vertical, is comparable to the experimental results, 
the intermittent pattern, as identified before, is not 
observed. This means that, according to this 
representation of the slid-phase stress tensor, the 
emulsion phase is constantly moving and that the 
model underestimates the frictional stresses within 
the phase representing the inert particles. Fig. 4 
(bottom) shows the velocities of the fuel particle for 
the simulations employing the visco-plastic model. 
The use of this model leads to a significant change 
when compared to the previous model. Here, the 
velocity profiles, both horizontal (not shown here) 
and vertical appear more like the experimental ones. 
The zero-valued zones are now clearly visible 
suggesting that the visco-plastic model can better 
estimate the frictional component of the stress 
tensor of the inert particles. The results imply that 
there are occasions when the particles cannot slide 
over each other due to high friction. 

Similar observations can be made for the case 
with a higher fluidization velocity (Case 2). A 
circulation pattern is also observed in which the fuel 
particle sinks to the bottom of the bed and then rises 
up by the upcoming bubbles. Compared to Case 1, 
the circulation is significantly faster. This can be 
explained by the fact that increasing the fluidization 
velocity, while retaining the amount of the bed 
material, leads to a lower bulk density. Thus, the 
fuel particle is somewhat less affected by the inert 
particles and it can move downwards more freely. 
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Now we look at the preferential positions and 
the velocity vectors of the fuel particles in the bed. 
As seen in Figure 5 (top), the experimental findings 
reveal two preferred regions for the fuel particles 
(illustrated by the dark colour), which are located 
close to the walls. These regions represent the 
locations where the fuel particles spend most of the 
time during operation. In addition, the average 
motion of the fuel particles forms two vortices in 
which the fuel particle descends at the wall and 
ascends at the centre. The fuel particles, which are 
submerged in the emulsion phase, move slowly 
downwards in the near-wall regions. Then, they are 
carried up by the upcoming bubbles in the middle of 
the bed. Numerical simulations using the model 
suggested in [3] (not shown here) fail to reproduce 
the observed behaviour of the fuel particles. 
 

 
 

 
Figure 5. Experimental (top) and numerical 
(bottom) results for the fuel particle velocity 
vectors (indicated by arrows) and the PDF of the 
presence of fuel particles. In the simulations the 
frictional model is expressed by (3)-(7). Case 1. 

From Fig. 5 (bottom) we see that the two 
preferred zones at the walls and the two vortices are 
successfully predicted by the simulations. Still, 

there exist some differences between the 
simulations and experiments in terms of the 
magnitude of the velocity of the fuel particles. 

Finally, we are interested here on the detailed 
information of the behaviour of the solid inert 
phase, as obtained by PIV measurements. In 
particular, we look at the bubble fraction and the 
averaged velocity vectors of the inert particles.  

 

 
 

 
Figure 6. Bubble fracton and the average 
circlation pattern of inert solid particles, as 
obtained by PIV measurements. Top: Case 1; 
bottom: Case 2. 

 
Figure 6 (top) shows the averaged velocity 

vectors of the inert particles for the Case 1. There 
are two main bubble paths visible is the dense 
bottom bed (H < 0.3 m). The two bubbles formed at 
the bottom corners rise and merge at the centre and 
form a large bubble at the height of 0.3 m above the 
distributor. An increase in the fluidization velocity 
(Case 2) leads to a higher bed expansion and a 
larger velocity for the solid particles (Fig. 6 
(bottom). Even though increasing the fluidization 
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velocity maintains the same general pattern, the 
bubble merging height for the latter case is shorter 
than that for the case with a lower fluidization 
velocity. 

We now shift our attention to the motion of the 
fuel particles in the bed. The aim is to understand 
how their behaviour is influenced by the dynamics 
of the inert and gas phases. 

 

 
Figure 7. Bubble fracton and average 

circlation pattern of the fuel particles, as 
obtained by PIV measurements. Case 2. 

       As observed in Figure 7, the two bubbles 
created at the walls carry upwards the fuel particle, 
while moving towards the middle of the bed. Then, 
the two bubbles coalesce. The fuel particle, after a 
ride on the large bubble at the centre is thrown 
towards the wall. At the wall it descends with the 
emulsion phase until it is picked up again by the 
bubbles. 

5. CONCLUSIONS 
We look in this paper at different formulations 

of the stresses of the particulate phase when 
carrying out continuum modelling of dense regions 
of gas-solid fluidized beds. We focus on the 
problem of fuel mixing by tracking a number of fuel 
particles in a bulk of inert particles. The inert solid 
phase and the fluidizing air are resolved within the 
Eulerian framework and the fuel particles are 
tracked by a Lagrangian particle tracking technique. 
The position and velocity of a fuel particle are 
obtained and compared with experimental results.  

The movement of the inert solids in a two-
dimensional fluidized bed is investigated using 
Particle Image Velocimetry (PIV) measurements. It 
is concluded that the motion of the fuel particles in 
the bed is predominantly governed by the bubble 
flow pattern in the bubble-rich zones. In these 
zones, the inert particles drift down in the wake of 
the bubbles and their upwards velocity is lower than 

that of the fuel particles. On the other hand, within 
the dense particulate zones, where the fuel is 
submerged in the inert particle phase, the fuel 
particle follows the emulsion phase. The 
experimental results also indicate that the fuel 
particles move in a circulatory pattern, ascending in 
the centre of the bed and descending at the walls. 

Our simulations show that this complex pattern 
cannot be captured by the commonly-used frictional 
models originating from soil mechanics. Such 
models are found to underestimate the frictional 
stresses, leading to erratic ascending and 
descending movements for the fuel particles. 
Instead, we have found that assuming the inert 
particulate phase to behave as a visco-plastic fluid 
leads to a more correct prediction of the movement 
of the fuel particles in the bed.  
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ABSTRACT 

Bubble column reactors are multiphase reactors 

that are used in many process engineering 

applications. In these reactors a gas phase comes 

into reaction with a fluid phase and transport 

processes from the gas to the liquid phase are often 

the limiting factors. Their characterization is 

therefore interesting for the optimization of 

multiphase reactors. 

For a better understanding of the transfer 

mechanisms and chemical reactions, a laboratory 

scale bubble reactor was investigated. In this 

reactor, the mass transfer between the two phases 

can be followed by the help of 2-tracer laser 

induced fluorescence (2T-LIF). To characterize the 

flow field in the reactor, two different methods have 

been applied. First, the shadowgraphy technique is 

used, which is based on particle recognition with 

backlight illumination, combined with particle 

tracking velocimetry (PTV). With this approach, the 

characteristics of the bubbles, such as bubble 

diameter, velocity, shape or position are obtained 

for various process conditions. The bubble 

trajectories in the column can be obtained in this 

manner. Secondly, the liquid phase flow can be 

determined by particle image velocimetry (PIV). 

The combination of both methods, for bubbles and 

liquid, leads to a complete characterization of the 

reactor. 

The results of these measurements will be 

presented together with an analysis of the important 

parameters that influence the mass transfer.  

Keywords: bubble column reactor, CO2, PIV, 

shadowgraphy, two-phase flow, two-tracer-LIF 

NOMENCLATURE 

de [mm]  equivalent diameter 

1. INTRODUCTION 

Bubble columns are widely used in the 

industry, for example in bioprocesses or in water 

treatment. These columns are sometimes employed 

just to mix the liquid with the help of gas bubbles or 

they are employed for a chemical process, where 

the dispersed gas comes into reaction with the 

liquid phase through gas-liquid mass transfer. Often 

these transport processes are the limiting factor in 

the reaction rate so their characterization is 

interesting for the optimization of these reactors. 

Gas-liquid mass transfer is influenced by the flow 

in the column and it is necessary to investigate the 

bubble column in this context. 

Although bubble motion and behaviour have 

been widely studied, most of these studies 

considered the behaviour of a single bubble [1-5]. 

Some experiments were made in bubble swarms, 

but the bubbles were not uniform [6, 7] or just one 

inlet nozzle was applied [8-10]. In these 

experiments the bubble columns were usually 

rectangular. 

In the present study almost uniform bubble 

swarms, generated with four small nozzles, were 

investigated in a cylindrical tank. 

In a first step, the relationship between bubble 

diameter and bubble velocity in our column has 

been verified for several water qualities and 

compared to the literature (terminal velocity of air 

bubbles in water at 20 ̊C from Clift et al. [11]). The 

bubble trajectories were determined. Then the liquid 

flow was characterized through PIV measurements, 

covering the whole bubble column. Since these 

fluid dynamical measurements aim at characterizing 

the mass transfer from the gas to the liquid, the 

method for determining gas concentrations in the 

liquid is presented first. Another objective of these 

experimental measurements is the supply of 
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experimental data for the validation of numerical 

models. 

2. 2T-LIF TECHNIQUE 

To investigate these columns and processes a 

laboratory scale bubble reactor was built in our 

institute. The description of the experimental setup 

can be found in a previous study [12]. The first 

reaction investigated in this reactor is the mass 

transfer from CO2 bubbles into a basic (pH=9) 

water-NaOH phase. 

Figure 1. Upper left: raw image from 1
st
 camera 

with 550nm filter for Uranin; Upper right: raw 

image from 2
nd

 camera with 705nm filter for 

Pyridine 2; Bottom: overlapped images 

During this reaction the pH value is decreasing. 

In order to track the pH, the two tracer laser induced 

fluorescence technique (2T-LIF) is used. In this 

experiment, the reactor was filled up with de-

ionised water and CO2 gas was led into the liquid at 

the bottom of the reactor through small nozzles. In 

the liquid, two fluorescence dyes were dissolved. 

One of these dyes is changing its fluorescence 

intensity with the pH (uranine), the other stays 

passive (pyridine 2). With the help of this second 

dye, reflections on the bubble surface, bubble 

shadows and the laser sheet inhomogeneity could be 

reduced drastically (Figure 1). 

For a better understanding of the transport 

mechanisms, conditioning the reaction, a complete 

characterization of the flow within the bubble 

column is necessary. It is important to know, what 

are the limiting factors and what are the properties 

of the bubbles. 

3. EXPERIMENTAL SETUP  

Two types of experiments were carried out to 

characterize completely the fluid dynamics within 

the bubble column (Figures 2 and 3). For the CO2 

bubble phase the shadowgraphy technique 

combined with Particle Tracking Velocimetry 

(PTV) was used to recognize the bubbles and 

identify the bubble characteristics, like average 

diameter, shape, position, velocity and trajectories. 

For the liquid phase Particle Image Velocimetry 

(PIV) was used to examine the surrounding 

hydrodynamics. 

Bubble column reactor 

The same bubble column with a diameter of 

0.14m and a height of 0.8m was employed for both 

experiments (number 4 in Figs. 2 and 3). This 

bubble column was made from acrylic glass with a 

thickness of 4mm and was surrounded by a 

rectangular acrylic box. This box contained de-

ionized water for a better refractive index matching. 

Preliminary experiments have prooved, that this 

gives better results, than to match the index of 

acrylic glass. The bottom of the bubble column can 

be changed from a single nozzle gas outlet to a 

bottom with 4 in-line nozzles, which are spaced by 

2.2cm. The nozzles are stainless steel capillaries 

with an inner diameter of 0.25mm. Through these 

nozzles bubbles with a diameter of about 2.5-3 mm 

are produced. In all cases – except for filling height 

and water quality measurements – the column was 

filled up with 11.5l de-ionised water. The CO2 gas  

 

Figure 2. Experimental setup for shadowgrapy 
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was supplied from a pressurised bottle. All the 

measurements were made at atmospheric pressure 

and room temperature. 

Shadowgraphy setup 

For the shadowgraphy measurements an Imager 

pro HS 4M CCD camera (number 1. in Fig. 2) was 

applied with a 2016 x 2016 pixel resolution and 150 

kHz maximal frame rate. The camera was equipped 

with a Carl-Zeiss Makro Planar T*2/50mm ZF-I 

lens. To illuminate the investigation area and 

bubbles two Dedocool CoolH halogen lights were 

used (number 2 in Fig. 2). To avoid damage of the 

CCD, because of the high illumination intensity, the 

light was diffused on a white background (number 3 

in Fig. 2). The images were taken with a frame rate 

of 0.1 kHz in the lower 0.3 m in the bubble column. 

The experimental images were acquired and 

processed with DaVis software (LaVision). With 

this method the influence of different parameters 

(gas flow rate, water quality, pH and fill height) was 

investigated on the bubble flow. 

PIV setup 

For the PIV measurements one Imager Intense 

CCD camera (number 1 in Fig. 3) was applied with 

a 1376x1040 pixel resolution and 10Hz maximal 

frame rate. The camera was equipped with a Nikon 

AF Micro Nikkor 60mm f/2.8D lens. As tracer 

particles polymethyl methacrylate (PMMA) 

Rhodamin B particles were used with a diameter of 

1-20 µm. 

 

Figure 3. Experimental setup for PIV 

The particles were excited by a double-pulsed 

Nd:YAG laser (Spectra Physics) with 532nm laser 

light (number 2 in Fig. 3). The produced laser beam 

was expanded by a light sheet optics (number 3 in 

Fig. 3). To supress the laser light and reflections on 

the bubbles surfaces a 537nm longpass filter was 

mounted onto the camera lens. The geometrical 

positions were calibrated with a 3D calibration 

target. The experimental images were acquired with 

6.6Hz in double frame mode. The delay time 

between the two frames was 5 ms. The flow rate of 

the CO2 gas was set up through a variable area flow 

meter to 8l/h. For postprocessing of the raw images 

DaVis 8.2 (LaVision) has been used. For the vector 

calculation a cross-correlation (multi-pass, 

decreasing size) PIV algorithm was used with an 

interrogation window size from 64x64 pixels to 

32x32 pixels. To remove false vectors and refine 

the vector field, especially in the vicinity and 

shadows of the bubbles vector postprocessing was 

necessary, as described later in detail. 

4. RESULTS 

Shadowgraphy 

During the measurement four series of 250 

images were taken. Preliminary experiments 

showed, that 250 images are enough for a statistical 

result. Thus four measurement series were acquired 

for each parameter. 

 For the bubble size detection, a previously 

recorded background was first removed. Then, the 

program was able to recognize each bubble and its 

diameter was calculated, as well as coordinates and 

centricity parameters.  

For the bubble velocity detection a double 

frame recording was made from the time series. In 

the second step a sliding background was removed. 

Then, the program recognized the bubbles and with 

a PTV algorithm it followed in the second frame the 

movement of the bubbles that, have been 

recognised in the first frame. The produced vector 

shows the movement of each bubble and according 

to this, the bubble velocity. With the help of these 

vectors, a trajectory can be drawn for each bubble 

(Figure 4). 

 

Figure 4. Bubble trajectories, coloured with 

vertical velocity component 

Mendelson [13] has divided the bubble regime 

into four regions as follows:  
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Region 1: de < 0.7 mm; region 2: 0.7 < de < 1.4 

mm; region 3: 1.4 < de < 6 mm; region 4: de  > 6 

mm. 

The produced bubbles are in the third region 

with an average diameter of 2.2-3mm (Table 1). 

In this region the bubbles are no longer 

spherical and they follow a helical/zigzag path, like 

it is indeed the case in our bubble column (Figures 

4 and 5). The movement of the bubbles is in fact 

three dimensional as it can be seen from the two 

views in Figure 5. 

 

Figure 5. Bubble trajectories in front (upper) 

and side (lower) view, coloured with vertical 

velocity component 

Firstly, the influence of the fill height on bubble 

diameter and velocity was determined. The images 

were taken for five different fill volumes of 3, 5, 7, 

9 and 11.72 l (maximum fill volume). No noticeable 

differences could be remarked between the five 

cases. The average bubble diameter was 2.4mm and 

the average velocity was 0.33 m/s. 

Then, the influence of water quality was 

investigated. The applied water was always clear, 

not contaminated but in different qualities, namely 

tap water, de-ionised water, distilled water and bi-

distilled water. The results showed, that the water 

quality did not influence the bubble behaviour. The 

average diameter and velocity were the same as 

measured for the different fill heights. 

The next investigated parameter was the pH. 

An acidic, a nearly neutral and a basic water 

solution were tested. As expected, the CO2 

dissolved best in the basic liquid, so at pH 12.5 the 

measured average bubble diameter was only 

2.3mm, compared to 2.4 and 2.5mm in the other 

cases. In contrast to the diameter, the average 

velocity showed no measurable differences. This 

result is confirmed by the diagram in [11], where 

the difference in the average velocity for bubble 

sizes between 2 and 2.5mm is very slight.  

The last parameter varied was the gas flow rate. 

The different values were set by a variable area 

flow meter (Yokogawa). The lowest investigated 

flow rate was 3.5 l/h, because this is the lowest flow 

rate, where all the four nozzles produced bubbles. 

Figure 6 shows that the higher the flow rate, the 

higher is the bubble diameter, but also the broader 

is the bubble size distribution (BSD). 

 

Figure 6. Bubble diameters at different flow 

rates 

For the average velocity the effect is inverse. 

The smaller bubbles at low flow rate have higher 

velocities (Figure 7) with a narrower distribution. 

 

Figure 7. Bubble velocities at different flow rates 

In the light of these results we can say, that 

only the gas flow rate has a pronounced influence 

on the average velocity and average bubble size in 

the investigated bubble column. Just in one case, at 

high pH (over 12) shrinking of the bubbles is 

noticeable in the investigation area. In all other 
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cases the bubble size stays almost constant 

throughout the investigated area (Table 1). 

Table 1. Results of mean bubble diameters (mm) 

and vertical velocities (m/s) 

 
 

Liquid dynamics 

Since the field of view of the camera covers 

only about one fourth of the bubble column height, 

four measurement locations were chosen along the 

column axis. 1000 double images were taken at 

each location to form 1000 individual snap-shot 

velocity fields. 

After the first processing step, the bubbles and 

their shadows are clearly visible, due to a wealth of 

spurious vectors (Figure 8 upper left, red and blue 

regions). The raw image with the visible bubbles is 

superimposed on this image, for clarity. In these 

regions there are either no tracer particles (within 

the bubbles) or laser light illumination is very weak 

(in the shadows). Thus, these regions are not 

processed appropriately through a simple cross-

correlation. To get rid of these imperfections, it is 

necessary to use refined post processing steps. 

During postprocessing, first an allowable vector 

range filter was employed according to the 

generated Vx/Vy scatter plot. Then, with the help of 

a median filter and taking into account the 8 

neighbouring interrogation areas, the highest (here 

wrong) correlation peak, was replaced by the 

second, third or fourth highest correlation peak, 

until the given filter criteria was fulfilled. The 

vector position was disabled if none of the peaks 

fulfilled the criteria. These few disabled areas were 

replaced with an interpolated value from the 8 

neighbours.  

This result can be seen in Fig. 8 upper right, 

once more with the superimposed raw image to 

locate the bubbles and shadows. 

For a better readability, the same velocity field 

is presented with a different colour scale (now 

adapted to the real maximum and minimum values) 

on the bottom of Fig. 8. 

 

Figure 8. Vertical velocity component (m/s) for 

one snapshot without vector postprocessing 

(upper left), with postprocessing (upper right) 

and with an adapted colour scale (bottom).The 

raw particle image is used as background for the 

location of the bubbles and shadows. These 

velocity fields have been obtained at the second 

measurement position 

The snap-shot vertical velocity component is 

represented here for the second measurement 

section (from 90mm to 300mm over the bubble 

outlet). Regions with maximum velocities of about 

9cm/s can be recognized in the centre part of the 

column. Near the wall, regions with negative 

velocity appear, which are part of a descending 

flow, discussed later. 

To obtain an average flow field 1000 post 

processed individual velocity fields were averaged 

for each position (Figure 9).  

As expected, the averaged images show an 

almost symmetric velocity field in the bubble 

column with an ascending centre part and a thin 

descending zone near the column wall. 

With the results of all four measurement 

sections a full height flow field could be created 

(Figure 10). At the bottom of the image, the four 

Average 

bubble 

diameter

Rounded 

values

Average 

vertical 

velocities

Fill volume (l) 11.72 2.4225 2.4 0.334

9 2.3225 2.3 0.331

7 2.375 2.4 0.331

5 2.3775 2.4 0.335

3 2.2725 2.3 0.335

pH Value 12.48 with NaOH 2.3325 2.3 0.334

6 2.3 2.3 0.333

3.8 with HCl 2.4075 2.4 0.330

4 with CO2 2.535 2.5 0.325

Different flow rate 3.5 2.245 2.2 0.334

(l/h) 5 2.445 2.4 0.329

7.5 2.855 2.9 0.311

10 3.055 3.1 0.308

Water quality 1x dest. 2.3875 2.4 0.312

2x dest. 2.33 2.3 0.329

de-ion. 2.325 2.3 0.331

tap water 2.2775 2.3 0.329
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bubble nozzles are visible. In the first 0.3m, the 

vertical centre velocity is around 0.055 m/s, because 

the bubble swarm is still concentrated. Above 0.3m,  

 

Figure 9. Averaged vertical velocity component 

at the second measurement position 

 

Figure 10. Mean vertical velocity component 

(m/s) for the full height of the volumn 

bubbles are spreading sideways and start to 

occupy the whole thickness of the column; thus, the 

velocity is decreasing. In the top section, a 

recognizable backflow exists on both sides, because 

of the liquid surface (Figure 11). This leads to the 

mentionned downward flow along the walls of the 

whole column (Fig. 10). 

 

Figure 11. Flow field near the surface 

5. CONCLUSIONS 

In this paper two combined methods for 

characterizing the fluid dynamics of a bubble 

column reactor have been used. The shadowgraphy 

technique combined with PTV was used to 

investigate the bubble behaviour, while the PIV 

technique was applied to characterize the liquid 

flow. 

The bubble behaviour has been examined as a 

function of different parameters. Only the gas flow 

rate induced significant changes in bubble size and 

velocity. With a higher flow rate, more gas could be 

dissolved from the bubbles into the liquid and the 

higher bubble flow can enhance mixing in the 

reactor, thus influencing the mass transfer in the 

column. Because of the three dimensional motion of 

the bubbles, planar shadowgraphy cannot resolve 

the exact bubble movement. To avoid this problem, 

a stereo-shadowgraphy setup with two cameras will 

be used in the future. 

With PIV the flow field in the bubble reactor 

could be investigated adequately considering a few 

lines of bubble swarms. With this rather small 

amount of bubbles, the problem of bubble shadows 

can be solved. In a bigger volume occupied by 

bubbles, more shadows appear. In this case, the 

laser sheet may not sufficiently excite the 

fluorescent tracer particles behind the bubbles. To 

solve this problem it might be necessary to apply 

another laser sheet from the other side, to get 

counter propagating sheets. In the future PIV 

measurements with different flow rates will be 

carried out, to investigate also the mixing process in 

the column. A further aim is the detailed 

investigation of the flow field around individual 

bubbles. For this and for a time-resolved analysis of 

the liquid flow field high-speed PIV will be used. 

CMFF15-067 326



ACKNOWLEDGEMENTS 

This work has been financially supported by the 

German research foundation (DFG) in the 

framework of the SPP 1740 “Reactive Bubbly 

Flows” under project number ZA-527/1-1. 

The authors would also like to thank the 

students Niklas Brandt and Tim André Kulbeik for 

their help in doing the experiments. The help of C. 

Kisow and S. Herbst for building the bubble column 

are gratefully acknowledged. 

REFERENCES 

[1] Wegener, M., Paul, N. , Kraume, M., 2014, 

„Fluid dynamics and mass transfer at single 

droplets in liquid/liquid systems”, International 

Journal of Heat and Mass Transfer, Vol. 71, 

pp. 475–495. 

[2] Nagami, Y., Saito, T., 2013, „Measurement of 

modulation induced by interaction between 

bubble motion and liquid-phase motion in the 

decaying turbulence formed by an oscillating-

grid”, Particuology, Vol. 11,pp. 158-169. 

[3] Saito, T., Toriu, M., 2015, Effects of a bubble 

and the surrounding liquid motions on the 

instantaneous mass transfer across the gas-

liquid interface., Chemical Engineering 

Journal, Vol. 265, pp. 164-175. 

[4] Bozzano, G., Dente, M., 2001, "Shape and 

terminal velocity of single bubble motion: a 

novel approach", Computational Chemical 

Engineering, Vol. 25(4-6), pp. 571-576. 

[5] Rollbusch, P.; Bothe, M.; Becker, M.; Ludwig, 

M.; Grünewald, M.; Schlüter, M.; Franke, R., 

2015, “Bubble columns operated under 

industrially relevant conditions – Current 

understanding of design parameters”, Chemical 

Engineering Science, Vol. 126, pp. 660–678. 

[6] Sathe, M.J., Thaker, I.H., Strand, T.E., Joshi, 

J.B., 2010, „Advanced PIV/LIF and 

shadowgraphy system to visualize flow 

structure in two-phase bubbly flows”, Chemical 

Engineering Science, Vol. 65, pp. 2431–2442. 

[7] Sathe, M.J., Mathpati, C.S., Deshpande, S.S, 

Khan, Z., Ekambara, K., Joshi. J.B., 2011, 

„Investigation of flow structures and transport 

phenomena in bubble columns using particle 

image velocimetry and miniature pressure 

sensors”, Chemical Engineering Science, Vol. 

66, pp. 3087–3107. 

[8] Sathe, M., Joshi, J., Evans, G., 2013, 

„Characterization of turbulence in rectangular 

bubble column”, Chemical Engineering 

Science, Vol. 100, pp. 52–68. 

[8] Liu, Z., Zheng, Y., Jia, L., Zhang, Q., 2005, 

„Study of bubble induced flow structure using 

PIV”, Chemical Engineering Science, Vol. 60, 

pp. 3537-3552. 

[10] Besbes, S., El Hajem, M., Ben Aissia, H. , 

Champagne, J.Y., Jay, J., 2015, „PIV 

measurements and Eulerian–Lagrangian 

simulations of the unsteady gas–liquid flow in a 

needle sparger rectangular bubble column”, 

Chemical Engineering Science,Vol. 126, pp. 

560-572. 

[11] Clift, R., Grace, J.R., and Weber, M.E., 1978, 

Bubbles, drops and particles, Academic Press, 

New York. 

[12] Zähringer, K., Wagner, L.-M., Kováts, P. 

Thévenin, D., 2014, „Experimental 

characterization of the mass transfer from gas 

to liquids in a two-phase bubble column”, 7th 

International Workshop on Transport 

Phenomena with Moving Boundaries, Berlin, 

Germany. 

[13] Mendelson, H. D, 1967, “The Prediction of 

Bubble Terminal Velocities from Wave 

Theory”, A.I.Ch.E. Journal, Vol. 13 (No. 2), 

pp. 250-253. 

CMFF15-067 327



 
1  Departm
2  Departm
3 Correspo
mail: srdja
 
 

 

ABSTR
We e

Modellin
of dry, d
at the for
based on 
addition, 
domain o
flow. The
an op
(OpenFO
flow in a
with pa
maximum
describe 
sphere m

Our s
the behav
values of
friction, r
higher str
system. F
shear an
function o

Keyword
granular

NOMEN
Note 

All other 
the paper

 
F               [N
I [
d [
fc [
g [
k [
m [
α [

FORM

A

ment of Applied M
ment of Applied P
onding Author. D
an@chalmers.se 

RACT  
employ in th

ng (DEM) met
dense granular
rmulation of 
the forces act
we study th

of interest of 
e modelling f
en-source 

OAM) in ord
a Couette she
article volum
m packing o
the contact fo
odel is used.  
simulations id
viour of gran
f the solid vo
respectively, 
resses and the
Finally, tende
d normal str
of the volume

ds: DEM, 
r flow, OpenF

NCLATURE
that only ma
parameters ar

r.  

N] force
[kg.m2] mom
[m] partic
[N] conta
[m/s2]     gravi
[-] sprin
[kg] mass
[-] solid 

T

MULATION

Adam JAR

Mechanics, Chalm
Physics, Chalmer

Department of Ap

his paper a D
thod to chara
r flows. We p
macroscopic 

ting on individ
he possible c
different regi

framework is 
computationa
er to simula

ear cell. The 
me fractions 
of particles. 
orces on the p

dentify the fol
nular material
olume fractio
unambiguous

eir different di
encies on the
resses are in
e fraction.  

formulation
FOAM 

E 
ain properties
re explained a

e (in general) 
ment of inertia 

cle diameter 
act force 
ity acceleratio

ng coefficient 
s 

volume fracti

C
The 16th Intern

N OF STR

RETEG1, Kl

mers University o
rs University of T
plied Mechanics,

Discrete Elem
cterize rheolo
particularly lo

system stres
dual particles.
coexistence in
imes of granu
implemented

al framewo
te dry granu
system is den

close to t
To accurat

particles, a so

lowing trends
l: increasing t
n, shear rate 
ly leads to bo
istribution in t
e ratio betwe

nvestigated as

n of stress

 are given he
as they appear

on  

ion 

Conference on
national Conf

Budap

RESSES IN

las JARET

of Technology. E-
Technology. E-ma
, Chalmers Unive

ent 
ogy 
ook 
ses 
. In 
n a 
ular 
d in 
ork 
ular 
nse 
the 
ely 
oft-

s in 
the 
or 

oth 
the 
een 
s a 

ses, 

ere. 
r in 

η
µ
σ

ξ
ωi
 
 
Su
 
D
T
n
t

1.
   

in
ar
de
co
co
ch
go
   
gr
be
th
Cu
ca
th
be
   

to 
an
tra
St
sim
be
be

n Modelling F
ference on Fl

apest, Hungar

N DRY GR

TEG2 and S

-mail: adam.jaret
ail: klas.jareteg@
ersity of Technolo

[-]
[-]
[N/m2]
[1/s]    
[-]

i [rad/s]

ubscripts and

deviato
trace 
normal
tangen

. INTRODU
 Granular flo
dustrial proce
e transported 

epiction of the
ontinuum fra
omplexity of 
hallenging to
overning relati
 A particular

ranular matter
ehave like a s
ere is strong
urrently, there
an, under a sin
ose three re

etween them. 
 The present 
study the m

nd in particul
ansitional (or 
tudies [1] sho
multaneous 
etween parti
ehaviour) in 

Fluid Flow (C
luid Flow Tec
ry, September 

RANULAR

Srdjan SAS

teg@chalmers.se 
@chalmers.se 

ogy, SE 412 96 G

dashpot coe
coefficient 

 stress (in ge
   shear rate 

overlap    
] angular vel

d Superscript

oric 

l (appearing w
ntial (appearing

CTION  
ows are prese
esses where 
or mixed. At

e latter proces
amework. Ho

such flows m
o formulate 
ions.  
r feature of 
r can, under 
solid, liquid o
g agitation pr
e exists no com
ngle modellin
egimes and 

paper is a pa
mentioned regi
lar, the condi

liquid-like) 
ow that, in the

presence o
cles (charac
the system 

CMFF’15) 
chnologies 

1-4, 2015 

R FLOWS

SIC3 

Gothenburg, Swed

efficient 
of friction 
eneral) 

ocity of a cell

ts 

with force) 
g with force) 

ent in many l
particles and

t present, a qu
ses typically r
owever, the 
makes it exc

general ma

granular flow
certain circu

or gas (if, for
resent in the
mprehensive t
ng framework
predict the 

art of an ongo
imes of granu
itions under w
behaviour tak

e latter regim
f enduring 

cterizing a 
and those th

 

den. E-

l 

arge-scale 
d powders 
uantitative 
relies on a 

inherent 
ceptionally 
acroscopic 

ws is that 
umstances, 
r example, 
e system). 
theory that 
k, describe 

transition 

oing effort 
ular flow, 
which the 
kes place. 
e, there is 

contacts 
solid-like 

hat occur 

Adam Jareteg, Klas Jareteg, Srdjan Sasic, "Formulation of stresses in dry granular flows" 328



through a shorter period of time (illustrating the 
behaving of a system as a liquid).  
    We have chosen a DEM simulation framework in 
this paper since it enables us to look in the same 
time at the influence of both microscopic (particle-
related) and macroscopic properties of the system of 
interest. To be more specific, the main particle 
properties are the particle friction coefficient and 
inelasticity, while the macroscopic ones are related 
to the solid volume fraction and properties such as 
the shear rate. In addition, we discuss some specific 
features when employing the DEM framework for 
simulating granular flows, such as the influence of 
initial placement of particles, ways of defining 
stresses and the consequences of carrying out two-
dimensional simulations.   

2. SIMULATION METHOD AND 
GEOMETRY 
       

Discrete Element Modelling (DEM) framework 
is a powerful tool that can provide valuable insights 
into the macroscopic behaviour of a granular flow 
system by tracking individual particles present in 
the system [2]. The motion of particles is obtained 
by solving the Newton's second law of motion (for 
both translation and rotation). The equation 
governing the translational motion of a particle i 
reads: 

 

݉
ݒ݀

ݐ݀ ൌ , ࢌ    ,ࢌ



ୀଵ

 ݉ࢍ                           ሺ1ሻ 

 
with mi and vi being the mass and velocity of the 
particle, respectively. The forces acting on particles 
are typically: the fluid-particle interaction force ff,i 
(the drag force, not present in our work since we 
look at dry granular flow), the gravitational force 
mig, and the inter-particle contact forces fc,ij.  
     The inter-particle forces will generate a torque 
(Tij) causing the particle i to rotate with an angular 
velocity ωi: 

 

ܫ
݀߱

ݐ݀ ൌ   ࢀ



ୀଵ

                                                       ሺ2ሻ 

 
with Ii being the moment of inertia of the particle i. 
      There are two widely used approaches to handle 
particle contacts [3]: the hard-sphere and the soft-
sphere models. The former approach accounts for 
instantaneous and binary collisions and it is hence 
applicable for relatively dilute systems. The soft-
sphere model [4], on the other hand, takes multiple 
particle contacts into consideration and is 
commonly used to simulate dense gas–particle 
systems. Thus, in the present work (as we deal with 
dense granular flow), the soft-sphere model is 

employed to calculate the contact forces, including 
the normal, damping and tangential forces between 
the particles and between particles and walls. The 
contact forces are modelled using an analogy with a 
mechanical system consisting of springs, dashpots 
and friction sliders. The normal force between two 
particles is formulated as: 
 
ܨ ൌ ݇ξ

ଷ/ଶ െ ηݑ                                                   ሺ3ሻ 
 

where ξ is the  normal  overlap  between  the  
particles, kn is a spring coefficient related to the  
material  properties  of the  particles,  ηn  is a 
dashpot coefficient controlling  energy dissipation 
and  u is the relative  velocity between  the 
particles. The first part of the r.h.s of the equation 
(3) is the Hertzian model [7] for colliding spheres, 
whereas the second part is a dashpot representation 
for the inelasticity of the contact and it represents 
the energy loss in a collision. Note that the dashpot 
term also introduces a certain amount of energy 
dissipation into the system making the simulations 
more stable. The representation of tangential forces 
depends on whether sliding between particles is 
present or not: 
 

௧ܨ ൌ ቊ
െܨ|ߤ|,     ݂ݎ   ݇௧ξ௧  |ܨ|ߤ
െ݇௧ξ௧ െ  ηݑ௦,         ݈݁݁ݏ      (4) 

 
with ξ௧ being the tangential overlap defined as the 
product of the slip velocity (uslip) and the time step 
for the soft sphere model. Constituent parts of the 
soft sphere model for particles A and B are 
summarized in Table 1. 
  
Table 1: Variables used in the soft sphere model 

Coefficient Formulation 
Normal spring constant ݇ ൌ 4/3ඥܴכܧ 
Tang. spring constant ݇௧ ൌ 8ටܴߦ௧כܩ 

Dashpot constant ߟ ൌ  ଵ/ସߦ݇ܯටߙ

ScaledYoung’s modulus כܧ ൌ 2൫1/ܧ െ  ൯ߥ√
Scaled shear modulus כܩ ൌ 2ሺ2/ܩ െ ሻߥ
Shear modulus ܩ ൌ 2ሺ1/ܧ  ሻߥ
Effective mass ܯ

ൌ ܯ/ሺܯܯ  ሻܯ
Effective radius ܴ

ൌ ݀݀/ሺ݀  ݀ሻ 
 
   Choice of a time step is essential when applying 
the soft sphere model. If it is too large, the overlaps 
may behave likewise, something that results in the 
forces becoming unphysically large. In this work 
we calculate the collision time using the following 
expression: 
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/ହܴߨ =1.1ݐ ൬ ఘ
ாכඥ|௨|

൰
ଶ/ହ

                                          ሺ5ሻ 

 
with E* as the scaled Young’s modulus, as given in 
Table 1. 
      A Couette shear cell is a standard geometry 
used in numerous studies [e.g. 1] dealing with 
modelling of granular flow. In the present work, it 
is particularly suitable since it allows for the co-
existence of different regimes of granular flow (i.e. 
from a solid-like to a gas-like behaviour).  
     The numerical framework is implemented into 
an open-source computational platform 
(OpenFOAM). Note that the code itself requires the 
use of a mesh, even if the latter is not required in a 
general DEM methodology. Each cell in the mesh 
stores a list with the particles present in that cell, 
but also a list of neighbouring cells, identifying 
possible collisional partners for the particles 
residing in the cell of interest. The solution 
procedure uses two time steps: the collisional time 
step as defined by expression (5) and the so-called 
global time step ∆tg that governs the resolution of 
other forces (e.g. gravitational force or drag if an 
interstitial fluid is present). Each global time step is 
then divided into a number of sub time steps to 
make sure that even a fastest collision is still 
resolved in sufficient detail. We do it here by first 
calculating the shortest collisional time (tmin,coll) 
possible, with nres as the number of steps to resolve 
the collision: ݐ, ൌ ݐ ݊௦ൗ and then each sub 
time step is chosen according to: ∆ݐ௦௨ ൌ
݉݅݊൫∆ݐ,  ,൯. Now, within each sub timeݐ
step, the corresponding sub iteration begins with all 
the forces on the particles not originating from 
collisions to be calculated and the particle positions 
updated accordingly. When the update is complete, 
the collisional forces are calculated. For any tracked 
particle, the particles in the possible neighbouring 
list are located first. Then, an overlap check is 
performed. If the overlap is detected, the 
corresponding force is calculated using expressions 
(3) and (4). The particle-wall collisions are 
evaluated in the same manner.  
     Finally, it is of interest to look at the effect on 
the results of the initial distribution of particles in 
the cell. This distribution determines the solid 
fraction of particles that is achievable in the 
simulations while making the solutions independent 
of the initial lattice (the particles have to be able to 
break out of the initial lattice). This problem is 
often forgotten in DEM simulations and its origin is 
in the existence of rather different governing time 
scales in different regions of a Couette cell. For 
example, it has been shown in [6] that the scales 
that govern the outer regions are relatively long. 
This could imply that the long simulation times are 
needed or that the problem may in essence be 
dependent on the initial configuration. An undesired 
consequence is that initialization of the particle field 

might in fact be a simulation parameter. To have a 
closer look at this problem, two different methods 
for placing the particles have been used (Figure 1): 

 

Figure 1: Initial placement patterns of particles: 
left) circular, right) triangular. 

     A triangular lattice is the closest packing 
achievable when packing circles and would 
theoretically reach solid fractions αmax ≈ 0.9069. 
Note that this is not possible in the simulated 
geometry since placing particles close to the wall is 
restricted, rendering it impossible to perfectly fit the 
lattice to the circular shape of the geometry. The 
maximum packing reachable for the cases tried in 
this work is αmax ≈ 0.85. On the other hand, a 
circular placement pattern reaches solid fractions of 
αmax ≈ 0.78. This limit is somewhat lower than in 
other studies [5, 6] that operate with solid fractions 
of up to 0.82. The benefit of placing particles 
according to Fig. 1 (left) is that the structure is not 
as rigid as the triangular one. Both types of initial 
placement are based on that the inner and outer 
rings of a Couette cell are perfect circles. Although 
the shape in the simulation closely resembles the 
desired one, it is not exactly circular. When the 
geometry is discretized into a mesh, the walls are 
constituted of many straight lines instead of a 
smooth arc. This generally has a minor influence on 
the simulations but it does make a difference in the 
beginning. Due to the straight edges, some particles 
will be placed partly inside the walls. The solution 
algorithm will interpret this as an overlap between 
the wall and the particle and it will result in an 
added force in accordance with the soft-sphere 
model. This introduces artificial forces during the 
initial period of a simulation and it is important not 
to use the data from such a period for any statistical 
analysis. 
 

3. CALCULATION OF STRESSES 
 
To calculate the stresses in a granular flow, a 

method is required to transform the forces in 
contacts between particles into a global field of 
stresses. We use here the method proposed in [5] 
where 

ߪ ൌ
1
ܸ න ܸ݀ᇱߪᇱ                                                           ሺ6ሻ
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where ߪ is the stress for an arbitrary volume V and 
ᇱߪ ൌ  ሻ is the arbitrary local stress in that࢞ᇱሺߪ
volume. In DEM, this local stress can be understood 
as the stress of a particle at the position x, σp (x).  
The integration then reduces to a sum over the 
particles belonging to the volume: 
 

ߪ ൌ
1
ܸ න ܸߪ                                                          ሺ7ሻ

א

 

 
    Here, we assume that the contact force (fc) acting 
on a particle at a contact point c is constant over the 
contact surface. Then the mean particle stress can 
be calculated as: 
 

ߪ ൌ
1

ܸ  ݂⊗ ݈
                                          ሺ8ሻ

௧௧௦ 

 

 
where ݈

 is the vector from the centre of the particle 
p to the point of contact c. 
   The stress ߪ is a tensor but its scalar 
quantification may significantly simplify the 
analysis. Here, we follow [5] and quantify the 
deviatoric part of the stress tensor by taking a 
square root of its second invariant: 
 

ߪ ൌ
ඥሺߪଵ െ ଷሻଶߪ  ሺߪଵ െ ଶሻଶߪ  ሺߪଶ െ ଷሻଶߪ

√6  
   ሺ9ሻ 

 

     where ߪଵିଷ
 are the principle stresses. Another 

important measure of the stress tensor is its trace 
்ߪ ൌ ∑ ߪ

ଷ
ୀଵ  and it illustrates the magnitude of 

the stresses.  
    Finally, the shear rate has to be defined since it 
will help us in distinguishing the prevailing type of 
behaviour in the system (solid-like, gas-like or 
intermediate). According to [5], the shear rate ߛሶ  in a 
Couette geometry is:  
 

ሶߛ ൌ
1
2

ඨቆ
ఝݑ߲

ݎ߲ െ
ఝݑ

ݎ ቇ
ଶ

 ቆ
ఝݑ߲

ݖ߲ ቇ
ଶ

                      ሺ10ሻ 

 
    Here, uφ is the velocity in the tangential direction 
in a cylindrical coordinate system. This formulation 
is difficult to use for the shear rate calculation, due 
to the fact that uφ is a system property that first 
needs to be estimated from the particles motion.  
Instead, we use (as in [1]): 
 

ሶߛ ൌ
ܴ߱
ܪ                                                                     ሺ11ሻ 

 
where ω is the angular  frequency applied  to the 
system,  R is the inner ring radius and H  is the gap 
width of the  geometry.   

 To calculate the stresses as defined by expression 
(7), the Couette device is discretized into a number 
of radial bins as shown in Figure 2. In each bin, an 
average stress value represents the stresses of the 
particles in that bin. This results in a discretized 
radial stress profile in the geometry. When 
averaging  the stresses in a bin, a particle  weighting 
factor  is introduced to compensate for the event 
that a particle  may  not  be entirely  within  the  bin  
domain. This is done in order to reduce the 
influence of the averaging volume. Compared to 
another common averaging  technique, where an 
entire  particle  is assigned to a bin based on its 
centre, introducing particle weights allows for using 
narrower bins and, as a consequence, a higher 
resolution  [5]. In this work we calculate the weight 
factor as ݓ ൌ ܣ

/ܣ, with ܣ
 being the area 

projection of particle p onto the plane of the bin b 
and is calculated as 
 
ܣ

 ൌ ܴଶ൫ߨ െ φ  sin φ cos φ െ φାଵ
 sin φାଵ cos φାଵሻ               ሺ12ሻ 

 
The weight is calculated assuming that a ring 
intersects a particle with straight lines (Figure 3), 
where the different angles are defined as φ ൌ
ݏܿܿݎܽ ቀ൫ݎ െ ൯/ܴቁ and φାଵݎ ൌ ݏܿܿݎܽ ቀ൫ݎାଵ െ

 .ሻ/ܴቁݎ
 

 
Figure 2: Example of discretization into bins. In 
this case, three bins are used. 

 
Figure 3: Angles for calculation of weights 

 
The stress of a single bin then becomes  
 

ߪ ൌ
1
ܸ

 ݓ
ߪ                                              ሺ13ሻ

א
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4. RESULTS AND DISCUSSION 
     Table 2 summarizes the standard setup for the 
simulations. All other tests introduce variations of 
individual parameters in relation to the standard 
case. 
 
Table 2: Settings of the standard case 
Property Value 
Simulation time (s) 10  
Particle density (kg m-3) 964 
Young’s Modulus (MPa) 600 
Poisson ratio 0.25 
Particle friction 0.8 
Annular frequency of inner ring (rad/s) 10 
Particle diameter (mm) 10 
Collision resolution   nres = 12 
 

We start with comparing the deviatoric fraction 
(σD/σT) for the two types of initial placement of 
particles as mentioned above. 

 
Figure 4: The deviatoric fractions as a function 
of initial particle placement  

Differences are observed (Figure 4) with the 
triangular lattice giving slightly higher both 
deviatoric fractions and the trace (not shown here). 
This means that, when the influence of other 
parameters is to be investigated, the same 
initialization of particles is required to be able to 
compare the results. 
      Now we look at the influence of solid fraction 
and the particle friction on the stresses. Note that 
each data point in the graphs represents the 
averaged stress for a bin. For the following plots 13 
bins have been used. The gap width in the Couette 
cell is H  ≈ 15dp and with 13 bins each bin is larger  
than  the size of the particles. In [5] it is shown that 
using bins lager than the particle size is preferred in 
order to avoid the dependence of the averaging 
volume on the results. The x-axis coordinates have 
been normalized with the particle diameter (dp) and 
translated in such a way that x = 0 is at the inner 
ring. 

 

From Figure 5 it is seen that the deviatoric 
fraction, or the shear stress, shows a tendency to 
increase relative to the trace for decreasing solid 
fractions. The higher the solid fraction, the quicker 
the data tend to a limit of 0.3, indicating that the 
shear stresses are absorbed faster by denser 
systems. The reason for the increase in deviation 
from a mean curve with decreasing solid fractions is 
attributed to an increase of importance for high 
contact forces in rare circumstances. Around 80 
samples are used for these curves and for dense 
systems; each sample is likely to have a great 
number of particle contacts occurring with 
significant forces involved. The more dilute the 
systems become, the less frequent particles contacts 
become. But there might still be occasions where, 
for example, some particles lock close to the 
rotating ring and the forces thereby introduced will 
be so large that a significant impact on the averages 
will be made. 

 

 
Figure 5: The deviatoric fractions for different 
solid fractions  

 
Figure 6 illustrates that the trace of the stress 

tensor behaves similarly in a cell irrespective of the 
solid fraction, but with a rather different magnitude.  
For each solid fraction, σT is fairly constant through 
the entire domain, possibly decreasing somewhat 
towards  the  outer  part,  but  it  differs two  orders  
of magnitude between the  highest  and  the  lowest 
solid fractions. This increase in magnitude for 
higher α is attributed to the fact that the trace is a 
measure of the mean of the normal forces between 
the particles. Denser systems yield more contacts 
and more force is required to shear such a system.  
This then in turn yields higher stresses. 
      We now turn our attention to the influence of 
the coefficient of friction on the stresses. It is clear 
that the lower the friction, the easier the particles 
slide over each other and the transfer of forces 
between them will decrease. 
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Figure 6: The trace of stresses for different solid 
fractions 

 

 
Figure 7: The deviatoric fractions for different 
coefficients of friction 

     Figure 7 shows that, for increasing  friction, 
there  will be slightly higher  stresses  close to the  
inner  wall and  that they will decay farther  out  in 
the  geometry. This trend is not strong and it 
indicates that the particle friction might not 
significantly influence the character of the stresses. 
This result is maybe somewhat against expectations. 
It is straightforward that when the particles transfer 
less tangential forces, the shear stresses will 
decrease. 
      From  studying  the  trace (Figure 8)  it  is clear  
that the particle  friction  has  a big impact  on the  
stress  magnitude. For µ = 0.6 and µ = 0.8 the 
friction seems high enough that the same forces are 
transferred in the inner region of the geometry. But 
they are to a lesser degree transferred through the 
system for µ = 0.6. For µ = 0.4 even less forces 
seem to propagate through the system, including the 
inner region, but the cases seem qualitatively 
similar. The lowest friction, µ = 0.2, does no longer 
resemble the other cases. It is believed that the 
friction is now so low that the particles easily slide 
over each other and that the force cannot be 
transferred into the domain.  
 

 
Figure 8: The trace of the stresses for different 
coefficients of friction 

    Another interesting effect that we have observed 
in our simulations is the appearance of regions in 
the cell that barely move (formation of “crystal” 
structures). We have chosen here to use two types 
of particles (with different sizes) to see the 
persistence of the described effect in relation to the 
case when the monosized particles are used. 

  

 
Figure 9: The deviatoric fractions for different 
particle size distributions 

The deviatoric fractions for both cases (Figure 
9) seem to agree fairly well close to the outer ring 
and they are only slightly lower close to the inner 
ring for the bimodal distribution. Note that 
deviatoric fraction decreases more rapidly in the 
middle region of the system for the case with two 
particle sizes. A possible explanation is that in this 
case the particles can move more freely due to the 
absence of a rigid lattice structure. An easier 
movement between particles means that less 
shearing forces would be transferred into the 
system.  
      The trace of the stress tensors for both cases 
(Figure 10) agrees well in the inner regions of the 
system. In the middle part, a difference appears 
where the trace is higher for the case with two types 
of particles. It is difficult to know whether this 
observation is not just an artefact from the 
simulations. Namely, a probable source of error is 
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the two-dimensional assumption made to evaluate 
the stress (expression 13). Such an assumption 
works well for equally-sized particles since the 
point of contact will be at the same height for all 
particles. But for those of different size (and having 
in mind that we deal with spherical particles), the 
point of contact between a small and a large particle 
will be at a different height than that of two equally 
sized ones. This allows the larger particles to climb 
above the smaller ones and the smaller particles to 
even stack on each other (Figure 11(top)). To 
mitigate this problem in the simulations, an 
artificial force is introduced in the third direction to 
glue the particles in that direction.  This effectively 
forces all particles to lie on a plane (Fig. 
11(bottom)), but the problem of some particle 
overlap due to the different sizes still remains.  
Another uncertainty is whether such an artificial 
force affects the simulations. To clarify the latter 
dilemma, two simulations with the same settings 
except for the added force are presented in Figures 
12 and 13. The deviatoric fractions in the two cases 
agree well, supporting the results shown in Fig. 9 as 
being physical. The trace is a bit smaller for the 
case with the artificial force, but the curves 
otherwise follow each other relatively closely (not 
shown here).   
      Finally, we want to see how our simulation 
framework can predict the regimes (and the 
transition between them) of granular flow in a 
Couette cell. Figure 13 shows the average shear 
stress as a function of the dimensionless shear rate. 
Each data point represents a full 10s simulation 
with the corresponding setup (a certain α and a 
certain rotational frequency). Theoretically [1], 
there should be, for low shear rates, no dependence 
between the stress and the shear rate. For high shear 
rates, the slope n of the stress/shear rate curve 
should be around n = 2 in the log-log diagram. 
      When analysing results from such a graph, care 
has to be taken regarding the detail of information 
available. Trends can most likely be trusted, while 
exact relations probably require more data to ensure 
the statistics. For higher shear rates, both 
simulations for solid fractions α = 0.73 and α = 0.77 
show a dependence such that n ≈ 2, according to 
expectations. The data points for the higher end of 
the shear rates all collapse fairly well on the same 
line for both solid fractions which increases the 
credibility of the trend. 

 

 
Figure 10: The trace of stresses for different 
particle size distributions 

 

 
 

 
 

Figure 11: Comparison of particle placement 
when two types of particles are used: top – 
without artificial force; bottom – with artificial 
force  

 

 
Figure 12: The deviatoric fractions with and 
without artificial force added 

When the shear rate decreases, different trends 
are observed. For the lowest solid fraction α = 0.73, 
the curve flattens significantly and for the lower 
shear rates the stress seem to be almost independent 
of the rate. The accuracy of the data is likely to be 
smaller than that for the higher shear rates. For α = 
0.77, a clear decrease in dependence seen for the 
lowest solid fraction is no longer present. For the 
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case with the highest  solid fraction,  the 
dependence  for the high shear rates is slightly 
weaker than for the other  solid fractions  and  tends  
to  n  ≈ 1 − 1.5. This dependence seems to persist or 
slightly decrease when the shear rates go down, to 
the point where the results become inconsistent. It is 
believed that, for the highest solid fraction, α = 
0.81, the lattice structure that the particles form is 
difficult to escape, which causes roughly the same 
behaviour independent of the shear rate applied. For 
the highest shear rate applied, a visual inspection 
shows that the entire mass of particles behaves like 
a rigid body. The high shear rate engages the 
particles to a degree where the friction of the outer 
wall is not enough to keep the outer layer still. This 
is possible since the crystal-like structure created by 
the particles stretches through almost the entire 
domain. For the lower solid fractions in the high 
shear rates region, the inner region of particles is 
strongly engaged and the outer region is still in a 
lattice  structure but it does not cover as much of the 
domain. In such a case, there is obviously a band 
allowing an existence of an intermediate region. 

 
Figure 13: Shear stress as a function of shear 
rate 

4. CONCLUSIONS 
 
   We investigate in this work how stresses in a 
dense dry granular flow are influenced by 
fundamental microscopic (i.e. particle-related) and 
macroscopic properties of a system. We have seen 
that care should be taken when an initial placement 
of particles is made for the simulations. For 
example, a triangular lattice yields high solid 
fractions but also a stiff structure. Either long 
simulation times or the use of different particle 
sizes (or both), are preferred in order to ensure 
independence of the initial setup. 
     When evaluating the response of the stresses to 
different characteristic system properties, it is 
concluded that: 

• The solid fraction has a large impact on the 
magnitude of the stresses with a difference 

of several orders of magnitude for solid 
fractions spanning from α = 0.73 to α = 
0.81. 

• The  magnitude of the  stresses  is strongly  
dependent  on the  friction  where  the  
biggest difference between the highest  and 
lowest frictions is roughly two orders of 
magnitude. It is noticeable that for the 
lowest friction the trace of the stress tensor 
is no longer constant but decreasing. 

• For lower solid fractions, there is a more 
clear transition between different regimes 
in the system. We are thus able to clearly 
distinguish solid-like, intermediate and 
gas-like behaviours in a dense, dry 
granular flow system.   
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ABSTRACT 

This paper deals with the aerodynamics of a 

box-wing (a type of closed-wing) aircraft. As 

demand for long-endurance long-range unmanned 

aircraft is still rising rapidly, closed-wing designs 

could provide a cheaper, smaller and more efficient 

solution. Current literature on the topic mostly 

omits the deeper aerodynamic analysis, and instead 

opts for low-fidelity methods. Research of this 

unconventional wing shape is important to design, 

build and maintain aircraft for higher range, 

endurance and lower price. Computational Fluid 

Dynamics (CFD) analysis with high resolution 

methods is carried out on a small test aircraft. The 

investigation starts from Reynolds-Averaged 

Navier–Stokes (RANS) simulations with Shear 

Stress Transport (SST) turbulence model, and 

continued with higher accuracy Large Eddy 

Simulation (LES) and Detached Eddy Simulation 

(DES) models. Adaptive meshing is used for 

increased accuracy and performance. Numerical 

results are then compared to wind tunnel tests. The 

lift coefficients calculated and measured were 

particularly well matched. Pressure and shear stress 

distributions around the wings produced very 

similar profiles with every model.  

Keywords: RANS, DES, LES, box-wing, 

nonplanar wing, UAV 

NOMENCLATURE 

Symbols 

 

b [mm] wingspan 

c [mm] chord length 

cL [-] lift coefficient 

cD [-] drag coefficient 

I [%] turbulence intensity 

m [g] mass 

l [mm] length 

u [m/s] flow velocity 

S [m
2
] wing area projected to the xy 

plane 

t [%] airfoil thickness 

γ [°] wing sweep angle 

ψ [°] vertical connector sweep angle 

 

Subscripts and Superscripts 

 

ref reference 

L, D lift, drag 

 

Abbreviations 

 

CFD Computational Fluid Dynamics 

SST Shear Stress Transport 

RANS Reynolds Averaged Navier-Stokes 

LES Large Eddy Simulation 

DES Detached Eddy Simulation 

VLM Vortex Lattice Method 

UAV Unmanned Aerial Vehicle 

AOA Angle of Attack 

GIS Grid Induced Separation 

IDDES Improved Delayed Detached Eddy 

Simulation 

CG Centre of Gravity 

RMS Root Mean Square 

FTN Flow-Through Number 

1. INTRODUCTION 

The box-wing configuration is an 

unconventional nonplanar aircraft wing layout with 

several attractive properties. Theoretically it has the 

highest span efficiency due to the reduced induced 

drag and structural loads are also favourable 

compared to an equivalent planar wing. The wings 

form a closed loop and are connected to the 

fuselage on the front and rear of the vehicle. 
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Figure 1. Small box-wing UAV in flight. 

A small test aircraft with a box-wing layout was 

designed and built along with a reduced-size model 

for wind tunnel measurements. The polar diagram 

of the aircraft was acquired for a fixed airspeed 

using multiple CFD methods and compared to data 

from subscale tests. Figure 1 shows the constructed 

aircraft during a test flight. 

There is a well-developed literature available 

on the preliminary and conceptual design of 

nonplanar aircraft particularly box-wing 

configurations, for example in [1] and [2]. Low-

fidelity Vortex Lattice Method (VLM) codes are 

employed in a number of recent works to enhance 

the accuracy of concentrated-parameter 

calculations, such as in [3]. Frediani et al. [4] [5] 

used the ANSYS Fluent solver for the RANS 

simulations of a proposed box-wing passenger 

aircraft.  

It was suggested by Spalart et al. [6] that 

Detached Eddy Simulations are specifically 

effective on wing flow problems given that RANS 

simulations are not accurate enough and LES 

simulations have higher computational cost.  

2. PROBLEM DESCRIPTION 

For the ease of construction the aircraft has a 

very simple geometry which can be seen on Figure 

2. It is powered by a small electric pusher engine 

which is omitted from both the CFD model and the 

wind tunnel mock-up. The wings are constant 

chord, 6% flat-plate profile along with the inverted 

vertical stabilisers and the rear wing mount. The 

forward and rear wing segments have inverted 

sweep angles, forming a rhomboidal (diamond) 

shape. The rear wing segments are offset from the 

forward segments along the vertical axis. The 

aircraft was made primarily from 6 mm depron 

sheet which is a commonly used material for 

models of this size. Principal dimensions and data 

are summarised in Table 1. 

Table 1. Aircraft data 

m [g] b [mm] l [mm] S [m
2
] 

298.0 1000.0 650 0.2 

 

γ [°] ψ [°] c [mm] t [%] 

68,20 45 100 6 

 

The investigation is carried out on a fixed 

airspeed of 5.1 m/s and between the angle of attack 

(AOA) range of -1 and 6 degrees in the wind axes 

for the RANS simulations with 1 degree increments 

and in the 0° and 6° points for the DES and LES 

simulations. 

3. NUMERICAL METHOD 

The CFD model is the half of a parabola 

revolved around the Y axis with half of the aircraft 

imprinted in it as the problem is considered 

symmetric in the XZ plane. With this shape the 

angle of attack could be changed without mesh 

modifications. 

Mesh generation was done in the ANSYS 

ICEM 14.5 commercial meshing software. An 

unstructured tetrahedral mesh was used which was 

refined in the wake region of the wing and around 

the aircraft. The CFD simulations were carried out 

using the ANSYS Fluent 14.5 commercial software.  

For the computations, hexahedral cells in a 15-

layer thick boundary layer were used to ensure 

well-resolved wall modelling. The y+ value on the 

surface was below 1 in every instance. 

The pressure-based SIMPLE scheme was used 

with second order discretisation. RANS simulations 

Figure 3. Test aircraft geometry. 

Figure 2. Flowfield with the boundary conditions. 
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used the standard two-equation Menter SST 

turbulence model, without the energy equation. 

Mesh sensitivity studies were conducted with 3 

meshes with 7.9, 8.5 and 11.2 cells. For the RANS 

and DES simulations, the second mesh (8.5 million 

cells) was used, LES simulations ran on the third 

mesh (11.2 million cells). 

3.1. Large Eddy Simulations 

For LES computation the literature usually 

suggests the use of high accuracy schemes [7] [8]. 

The need for them can be understood considering 

the properties of low order numerical schemes. 

Writing the partial differential equation modified by 

the numerical scheme, it can be found that for the 

case the scheme has accuracy less than 2𝑛𝑑 order a 

dissipative term is appearing. This term can be also 

called viscous term with numerical viscosity, 

because the effect is similar to the viscous 

dissipation. This viscosity is scaling with the square 

of the cell size, which means has a very similar 

form to the turbulent viscosity of the Smagorinsky 

model [9]. This fact explains why it is important to 

avoid the presence of such term in the solution. 

Using dissipative scheme it is impossible to 

distinguish between by the model and by the 

scheme produced dissipation. And the judgement of 

the result becomes difficult. 

Other important requirement is for numerical 

schemes, that they should be stable, in the meaning 

that they do not amplify numerical errors. This 

requirement is usually in contradictory with the 

previous requirement especially for unstructured 

solvers [10] [11] [12]. 

The LES simulations used the incompressible 

implicit second-order finite volume method with a 

collocated grid arrangement implemented. 

3.2. Detached Eddy Simulations 

The Detached Eddy Simulation was originally 

developed for massively separated and high 

Reynolds number flows [13] for this reason it was a 

feasible candidate for this work. DES is a hybrid 

method where the near-wall regions are resolved 

with a RANS approach while the rest of the flow is 

treated with a LES method. DES was formulated 

with a number of the turbulence models and for this 

work the two-equation Menter SST model was 

used. The original formulation (often referred to as 

DES97) produced a premature and unphysical 

separation in certain cases, which is called Grid 

Induced Separation (GIS). The effect affects 

problems with thick boundary layers and shallow-

angle separations and is caused by the DES limiter 

switching to LES mode which produces a stress 

depletion which in turn lowers skin friction, causing 

the separation. To combat GIS the modified model 

called Improved Delayed Detached Eddy 

Simulation (IDDES) was used which modifies the 

DES length scale (d) to preserve the RANS mode in 

the boundary layer. The coupled RANS model was 

the SST k-ω model. 

4. WIND TUNNEL MEASUREMENTS 

Measurements were carried out for comparison 

with the numerical results in the Blackbird 1 wind 

tunnel of the Department of Fluid Mechanics at the 

Kármán Tódor Fluid Dynamics Laboratory. The 

M=1:4 scaled-down model was 3D printed and 

surface-treated to create a smooth and accurate test 

article. Model dimensions can be found in Table 2. 

Table 2. Scale model data 

b [mm] c [mm] l [mm] S [m
2
] 

250.0 25 177 0.0125 

 

This small blower-type wind tunnel has 

interchangeable test sections in sizes of 0.35×0.35 

m, 0.4×0.5 m and 0.15×1 m cross section which 

could be closed or opened (from to the laboratory 

atmosphere). The 0.15x 1 m cross section allows 

the testing of two-dimensional flow phenomena. 

Wind tunnel data is summarised in Table 2. The 

flow field evaluation confirmed that the tunnel is 

suitable not only for educational, but also for certain 

scientific measurements [14]. 

The investigation was done in the smallest 

opened test section (0.35x0.35m) designated as 

“high speed”. (According to Figure 4 the platform 

labelled as 12. was used instead of number 11. 

which is the closed test section). 

The turbulence intensity (I) defined in (1) is 

0.8% in the test section. 

 

 
𝐼 =

√(𝑢 − 𝑢)2

|𝑢|
 

(1) 

 

Where the numerator is the RMS (Root Mean 

Square) of the velocity and 𝑢 is the mean velocity. 

The parameters are summarised in Table 3. 

Table 3. Blackbird 1 wind tunnel parameters 

 Size 

(WxHxL) [m] 

Contraction 

ratio [-] 

Max. test section 

velocity [m/s] 

A 0.35×0.35×1 8.16 24 

B 0.15×1×1 6.67 19.5 

C 0.5×0.4×1 5 15 

 

To maintain the Reynolds number of 33,750 the 

tests were conducted with 20.4 m/s velocity 

(measured dynamic pressure 250 Pa). The acting 

forces were measured with a two-component load 

cell. A Labview program was used to execute the 

measurements with the load cell connected to a PC 

through an NI PCI 6036E A/D converter. The 

dynamic pressure of the wind velocity was 

measured with a static Pitot tube connected to a 
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digital manometer (absolute error: 2 Pa). Angle of 

attack was controlled with a small servo actuator. 

The measurement setup can be seen on Figure 5.  

 

 

 
 

 
The measured forces were the lift (L) and drag 

(D) components of the aerodynamic force. The 

constant error of the load cell was derived from the 

calibration data along with the effect of the moving 

CG (Centre of Gravity) as function of the AOA.  

Reynolds number is based on the chord (c), 

inlet reference velocity (𝑢𝑟𝑒𝑓). The velocity of the 

flow, used as reference velocity, was derived from 

pressure measurements on the calibrated inlet 

confusor. The blockage ratio at 6∘ angle of attack 

was 7.5% in the test section. The Mach number 

during the measurement was 0.03.  

5. RESULTS 

The DES and LES simulations were assessed 

after reaching 6 Flow-Through Number (FTN). 

Coefficients were time-averaged (example shown 

on Figure 6.) to be comparable with RANS and 

experimental data. 

 

 
Two series of measurements were conducted 

with 5-second and 10-second sampling times 

respectively. The results are summarised in Figure 

7. This data is shown along with the simulation 

results in Figure 8 and Figure 9. 

 

Figure 7. Measured polar diagram of the aircraft. 

It can be seen on Figure 8 and Figure 9 that the 

LES and DES data obtained for 0° and 6° AOA are 

very close to each other with the difference in both 

parameters less than 0.6%.  

The calculated lift coefficient and the 

experimental results are in good agreement, the 

drag coefficient, however does not match well the 

numerical results and the difference steadily 

increases with the AOA. In the -1 +1° AOA range, 

the calculated and measured parameters are within 

the error range of the study. 

Figure 4. Wind tunnel layout and components. 

Top: with 0.35×0.35m test section. Bottom: with 

1×0.15 m (2D) test section. Image courtesy of 

Gulyás et al. [14]. 

 

Figure 5. Test setup with the wind tunnel mock-up 

mounted upside down. 

Figure 6. Convergence of the lift coefficient (𝒄𝑳) 

for the half-aircraft in the 6° AOA DES simulation 

with the time-averaged coefficient (red), as a 

function of FTN. 

CMFF15-072 339



 

Figure 8. Lift coefficients as a function of the angle 

of attack (calculated and measured). 

 

Figure 9. Drag coefficients as a function of the 

angle of attack (calculated and measured). 

The pressure distribution on the wings are 

similar in each simulations case. The DES and LES 

methods show a negative pressure region near the 

trailing edge of the forward wing. The plots of 

pressure around the middle sections of both the 

forward and rearward wings are shown on Figure 

10 and Figure 11 respectively. 

The shear stress distributions reveal the well-

resolved separation bubble downstream the leading 

edge, shown on Figure 12 and Figure 13. 

The difference between results is further shown on 

Figure 14 and Figure 15 where the vortex system is 

visualised with isosurfaces of Q-criterion [15], 

colour-coded with the magnitudes of velocity. The 

comparison is at 0° and 6° AOA respectively and 

both the RANS results and the high-fidelity results 

are compared. The interaction between the lower-

and upper wings can be observed in Figure 15. 

 

Figure 10. Pressure distribution around the profile 

at 6° AOA, mid-span, forward wing. The 

coordinates are relative to the chord length. 

 

Figure 11. Pressure distribution around the profile 

at 6° AOA, mid-span, rear wing. The coordinates 

are relative to the chord length. 

 

 

Figure 12. Shear stress distribution at 6° AOA, 

mid-span, forward wing. The coordinates are 

relative to the chord length. 

 

 

Figure 13. Shear stress distribution at 6° AOA, 

mid-span, rearward wing. The coordinates are 

relative to the chord length. 
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Figure 14. Q-criteria isosurfaces (Q=0.0014) with 

the contours of velocity magnitude for the RANS 

(top) DES (middle) and LES (bottom) simulations 

at 6° AOA. 

 

Figure 15. Q-criteria isosurfaces (Q=0.0014) with the 

contours of velocity magnitude for the RANS (top) 

DES (middle) and LES (bottom) simulations at 0° 

AOA. 
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6. CONCLUSIONS 

In the present study, the CFD analysis of a box-

wing aircraft using high fidelity numerical codes 

was presented. 

Using an unstructured tetrahedral mesh a 

comparison between RANS, DES and LES models 

was made. While all of the models resolved the tip 

vortexes on the stabilisers and the vortexes 

originating from the ends of the wing connectors, 

the additional resolution of the DES and LES model 

yielded refined results comparable with the wind 

tunnel results at the lower AOA range. 

The test aircraft used in this study is a rough 

prototype used to test out construction techniques 

and stability. A refined version is under 

development with proper airfoils and geometry 

using the experience acquired with the current 

vehicle. 

The further evaluation of DES and LES 

techniques in this case is pending. The mesh 

sensitivity of the problem using structured 

hexahedral, polyhedral or hybrid meshed should 

also be studied. It is concluded that the 

computational requirements of this problem are 

moderate enough to be affordable for industrial 

application. 
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ABSTRACT 

When the plug holing phenomena occurs, the 

actual exhausting smoke flow rate could not be able 

to satisfy the design criteria of the smoke ventilation. 

The plug holing phenomena is influenced by heat 

release rate, shaft’s height, width, area, etc., but has 

not yet suggested accurate criteria for the plug holing. 

Because the hydraulic diameter is an important factor 

affecting tunnel smoke analysis (the back-layering 

distance, the critical velocity, etc.), hydraulic 

diameter effect should be considered for plug holing 

criteria. In this study, we performed the numerical 

study for considering the hydraulic diameter effect of 

vertical shaft on the plug holing phenomena. Size of 

the subject tunnel, 1/6th geometrically scaled, is 7m 

long, 1.2m wide and 1.1m high. The factors such as 

the heat release rate, the shaft height and the shaft 

area have been held as a constant, 40.0 kW, 0.5 m 

and 0.16m2, respectively. We then change hydraulic 

diameter of shaft, in order to analyze the hydraulic 

diameter effect. According to the numerical result, 

plug holing is occurred when the hydraulic diameter 

of the shaft is over than 0.375 m. For considering this 

hydraulic diameter effect on the plug holing 

phenomenon, we suggest the new Fr number based 

on hydraulic diameter. Also, the plug holing is 

occurred when the new Froude number is lower than 

0.96 

Keywords: Hydraulic diameter, Natural 

ventilation, Plug holing, Shallow underground 

tunnel 

 

NOMENCLATURE 

 

𝜌0 [kg/m3] ambient air density 

𝜌𝑠 [kg/m3] smoke density 

𝛿𝑠 [m] smoke layer thickness 

P [Pa] pressure 

g [m/s2] gravity acceleration 

V [m/s] average of smoke velocity 

AHD [m2] smoke vent area  

DHD [m] smoke vent hydraulic diameter 

h [m] smoke vent height 

w [m] width of tunnel  

L [m] length of tunnel 

𝛥𝑃         [pa]        pressure gradient of shaft 

 

Subscripts and Superscripts 

 

s smoke 

a air 

x, y, s axial (along the wind tunnel axis), 

transversal, span wise (coordinate) 

 

1. INTRODUCTION 

A shallow tunnel is defined as the tunnel located 

below the ground about 10m [1]. In the shallow 

tunnel, natural ventilation system is used for 

ventilating the smoke and air conditioning. If the 

shafts are improperly designed, the smoke exhaust 

with flesh air due to the flow characteristic under the 

shaft in the fire situation. This phenomenon is 

defined as the plug holing [2]. To improve the natural 

ventilation system, various researches were 

performed for analyzing the effect of height, area, 

and shape of shaft and heat release rate of fire on plug 
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holing. Hinkley [2] studied the plug holing with 

natural ventilation system. Also the criterion using 

Froude number was proposed to estimate the plug 

holing. However, the effect of height of shaft was not 

considered, therefore the stack effect was not 

considered in that criterion. Spratt [3] proposed the 

relationship between plug holing and shape, location 

of shaft through experimental work. However, he 

used for the mechanical ventilation systems. 

Therefore, these results are not proper to apply 

natural ventilation system.  Recently, Ji [4] studied 

the effects of shaft height and heat release rate on the 

plug holing using the reduced tunnel experiment. He 

proposed modified Richardson number to estimate 

the plug holing occurrence. After that, Ji [5] studied 

the effect of aspect ratio of shaft on the plug holing 

using numerical analysis. However, in those two 

studies, hydraulic diameter, an important factor of 

smoke movement, was not considered. From 

previous researches for smoke movement in tunnel 

fires [6-16], it was verified that the hydraulic 

diameter of tunnel affects the back layering distance 

and the critical velocity. Therefore, the plug holing 

which occurred in the shaft of natural ventilation 

should be also influenced by the hydraulic diameter 

of the shaft.  

The numerical study is performed for analyzing the 

effect of hydraulic diameter of the shaft on the plug 

holing. To validate numerical method, the numerical 

result of tunnel fire has been compared with 

experiment. After that, various numerical 

simulations are performed with conditions used in 

validation case. Finally, we propose modified 

criterion Fr including the hydraulic diameter effect.  

2. EXPERIMENT 

To represent the actual phenomenon by using the 

reduced model, it is necessary to analyse the 

similarity between the full-scale model and the 

reduced model. Smoke flow in the tunnel is governed 

by buoyancy and the ceiling jet flow. The 

relationship between the two forces is represented by 

Fr number and preservation of the Froude number 

can be expressed as follow. [17]. 

 

 

, where 𝐿𝑀  is characteristic length of experiment 

and 𝐿𝐹𝑈𝐿𝐿  is characteristic length of full scale. 𝑉𝐸𝑋𝑃 

is characteristic velocity of experiment and  𝑉𝐹𝑈𝐿𝐿  is 

characteristic velocity of full scale.  

The tunnel used for experiment is scaled by a factor 

of 1/7. As shown in Fig 1, which represents the 

schematic and picture of the tunnel, the tunnel is 7m 

long and cross-sections of tunnel is rectangular shape 

(1.1m height, 1.2m width).  

The tunnel wall is made by concrete with a 

thickness of 0.2m. For estimating the smoke layer 

height, a thermocouple tree is installed at 1.5 m apart 

from right side. Also, the thermocouple tree consists 

of 15 K-type thermocouples (chromel-alumel, 

temperature range -200 – 1260 oC) with vertically 

4cm interval. The square pool with length of 0.25 m 

is located at 1 m apart from left side. N-heptane is 

used for fuel of fire.  

For calculating the heat release rate, the mass loss 

is measured by the load cell (load cell CAS BC-5AS, 

indicator CAS CI-5010A). Using to the mass loss 

data, burning rate and HRR can be estimated by the 

following formulas [18]. 

 

 

Where 𝑚𝐸𝑋𝑃′′ is burning rate and ∆𝑊𝑓 is mass loss 

of fuel during the ∆𝑡, ∆𝐴𝑓 is the area of pool ∆𝐻𝑐  is 

the heat of combustion and �̇�𝐸𝑋𝑃  is the HRR in 

experiment.  

 Fig. 2 represents the variation of mass of the fuel 

as time elapsed measured by the load cell. The 

variation of mass is divided into three regions such 

𝐹𝑟 =
𝑉𝐸𝑋𝑃

2

𝑔𝐿𝐸𝑋𝑃

=
𝑉𝐹𝑈𝐿𝐿

2

𝑔𝐿𝐹𝑈𝐿𝐿

 (1) 

�̇�𝐸𝑋𝑃′′ =
∆𝑊𝑓

∆𝑡 ∙ 𝐴𝑓

 (2) 

  

�̇�𝐸𝑋𝑃 = �̇�𝐸𝑋𝑃′′ ∙ 𝐴𝑓 ∙ ∆𝐻𝑐  (3) 

Figure 1. Geometry of experimental and 

numerical tunnel 
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as increasing region, decreasing region and steady 

region. As shown in fig 2, mass loss rate (0.0009kg/s) 

of the steady region is used for   calculating the 

burning rate of fuel. Then, using equation (2), the 

burning rate is calculated as 0.0144kg/s∙m2. After 

that, by using to equation (3) with ∆𝐻𝑐  of N-heptane 

(44600 kJ/g), Q̇ is calculated as 40.14 kW.  

3. NUMERICAL SIMULATION 

3.1. Simulation Model 

In this study, FDS (Fire Dynamic Simulation 

version 6.1.2) developed by NIST is used for 

simulating to effect of hydraulic diameter of the shaft 

on plug holing. FDS simulates the heat flow with 

Low Mach Number based on Navier – Stokes 

equation. The combustion model is used to Mixture 

Fraction model. The turbulence model is applied 

with LES eddy-viscosity model of Smagorinsky. 

Also, the mass conservation, momentum 

conservation, energy equation and ideal gas equation, 

which are used in FDS, are as follow. [19, 20] 

 

 

3.2. Validation 

In this study, to validate numerical method, the 

temperature of smoke layer has been compared with 

experiment. HRR in simulation is assumed as 

constant, 40.14kW, for comparing with the result of 

steady region. As shown in Fig 5, the tunnel 

geometry is set as same with experimental tunnel, 

and outer concrete wall is assumed to adiabatic 

condition. The computational domain of both exit is 

extended since the smoke flow is affected by 

boundary of the each end of tunnel. All boundary of 

the computational domain is set to atmosphere 

pressure. The optimum grid resolution was selected 

in a natural ventilation tunnel fire test by grid 

independent tests. It was determined grid size of 

0.04m. In this case, the number of the lattice is about 

199,000. 

To validate numerical method, the temperature 

of smoke layer has been compared with experiment. 

HRR in simulation is assumed as constant, 40.14kW, 

for comparing with the result of steady region. 

As shown in Fig 1 – (d), the tunnel geometry is 

set as same with experimental tunnel, and outer 

concrete wall is assumed to adiabatic condition. The 

computational domain of both exit is extended since 

the smoke flow is affected by boundary of the each 

end of tunnel. All boundary of the computational 

domain is set to atmosphere pressure. 

Fig. 3 represents the averaged vector contour during 

120s to 180s and the temperature profile of 

experiment and simulation. Temperature profile is 

located at thermocouple tree in experiment and 

velocity vector field represents the flow around the 

thermocouple tree. As shown in Fig 3, simulation 

results are in good agreement with experimental 

results within about 5 oC. 

 Generally, smoke flows out to the end of tunnel 

beneath the ceiling surface, and the fresh airflows 

into the fire under the smoke layer [21-23].  

Therefore, in this study, the boundary of the smoke 

layer is assumed as velocity with 0 m/s of the 

averaged velocity as shown in Fig 3. From this, the 

upper smoke layer thickness is estimated as 30 cm 

𝜕𝜌

𝜕𝑡
+ 𝛻𝜌�⃗� = 0 (4) 

  

∂(𝜌�⃗� )

𝜕𝑡
+ ∇𝜌�⃗� �⃗� + ∇p = 𝜌𝑓 + ∇𝜏𝑖𝑗  (5) 

  
∂(ρh)

𝜕𝑡
+ ∇𝜌ℎ�⃗� =

𝐷𝜌

𝐷𝑡
+ 𝑞′′ − ∇𝑞 + Φ (6) 

  

𝜌 =
𝜌𝑅𝑇

𝑀
 (7) 

Figure 3. averaged vector velocity contour 

and the temperature profile both experiment and 

simulation during 120 to 180 

Figure 2. variation of mass of the fuel as time 

elapsed 

CMFF15-074 345



from the ceiling. Also, temperature at the boundary 

of smoke layer is estimated as 36oC.  

3.3. Simulation Conditions 

 Based on the validated result, the plug holing is 

analysed to hydraulic diameter of the shaft. The 

tunnel geometry is set as same, and the vertical shaft 

with height of 1.5 m is located over the thermocouple 

tree. When the smoke discharge from the shaft, it 

assume that the heat transfer by mixing smoke and 

fresh air is little. It is assumed that criterion of the 

smoke layer boundary is estimated as 35.5 oC around 

the thermocouple tree, and the criterion of the plug 

holing occurrence is defined by the smoke layer 

boundary appear in shaft. After that, various 

hydraulic diameter of shafts are selected as shown in  

Table 1. The area set as constant as possible in 

grid size 4cm, and hydraulic diameters are changed 

from 0.4m to 0.352m. 

 

 4. RESULTS AND DISCUSSTION 

4.1. Plug holing occurrence due to 
hydraulic diameter 

Fig 4 represents the temperature contour around 

the shaft in x-plane at center of tunnel. The range of 

temperature is from 36 oC to 100 oC, and the smoke 

layer boundary is defined as 36 oC due to the 

assumption of the smoke layer boundary in previous 

section 3.2. To observe the fresh air clearly, 

temperature under 36 oC is colored in deep grey on 

the contour. Sunken area is defined as the partially 

rising smoke layer beneath the shaft due to buoyancy. 

Also, the size and location of the sunken area is 

related with the emission of fresh air.  

As shown in Fig 4, as the hydraulic diameter of the 

shaft decreases, sunken area moves to the 

downstream of the shaft. Also, in case 5, fresh air 

does not flow into the shaft, because the sunken area 

is located at the down-stream end of shaft Therefore, 

discharge of smoke can be maximized by change of 

the hydraulic diameter in same area. Also, quality of 

the discharge can be estimated by the temperature of 

downstream. That is, in the case 5, the temperature 

of downstream is relatively lower than other cases, 

because the discharge of smoke is increased.  

The sunken area for cases 1-4 are located under 

center of the shaft. From this result, plug holing can 

be occurred in case 1-4. In order to visualize the 

occurrence of plug holing, the temperature contour 

and velocity vector plot around the shaft in the z-

plane (z=1.1) are represented in Fig 5. The black box 

in the figures indicates the boundary of shaft.  

In fig 5 – (a) and (b), the fresh air under the 

temperature of 36 oC is observed within the shaft. 

The amount of discharging smoke should be 

decreased by the fresh air through the shaft in cases 

1 and 2. In fig 5 – (c) and (d), the fresh air under the 

temperature of 36 oC is not observed within the shaft 

although location and shape of the sunken area in 

cases 3 and 4 are similar with cases 1 and 2. From 

this result, it is confirmed that the decrease of the 

hydraulic diameter affect to the discharge 

characteristic of the smoke.  

The velocity vector plot represents the 

characteristic of the gas flow in shaft. The smoke is 

gathered in the lower temperature region and 

discharge through the shaft. Moreover, the backflow 

defined as the flow of the opposite to the usual is 

occurred. That is, the smoke of downstream is 

discharged through the shaft, because the buoyancy 

Table 1. Classification of the numerical 

studies case 

 
Length 

[m] 

Width 

[m] 

Area 

[m2] 

Hydraulic 

diameter [m] 

Case1 0.4 0.4 0.160 0.4 

Case2 0.36 0.44 0.159 0.397 

Case3 0.32 0.5 0.160 0.39 

Case4 0.28 0.57 0.159 0.375 

Case5 0.24 0.66 0.159 0.352 

Figure 4. The temperature contour and 

velocity vector plot around the shaft in the z-plane 

(z=1.1) 

Figure 5. The temperature contour around 

the shaft in x-plane at center of tunnel. 
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is increased by the increment of hydraulic diameter. 

Also the increase of the buoyancy force cause the 

discharge of the fresh air and occurrence of plug 

holing. Therefore, the effect of hydraulic diameter of 

shaft have to be considered for defining the 

occurrence of plug holing. 

4.2. New Modified Fr’ 

Two criteria were proposed for defining the 

criterion for estimated occurrence of plug holing. 

One of these, a new Froude number was 

proposed by Hinkley and represents as fallow. 

 

𝐹𝑟 =
𝑢𝑒𝐴

(𝑔𝛥𝑇/𝑇0)
1/2𝑑5/2

 (8) 

 

where, ue is the smoke emission velocity, A is area of 

the shaft, d is the thickness of smoke layer, 𝛥𝑇  is the 

average temperature of the smoke layer and T0 is 

ambient temperature. 

The critical value of new Fr number is 1.8, and 

plug holing is occurred as the value is lower than the 

Fcritical. However, the effect of shape factor of the 

shaft is not considered in new Froude number 

 For considering the shape factor of shaft, a 

modified Richardson number was proposed by Ji et 

al. and represent as fallow. 

𝑅𝑖′ =
∆𝜌𝑔ℎ𝐴

𝜌𝑠0𝑣
2𝑑𝑤

 (9) 

 

where, ∆𝜌 is density difference between smoke and 

air, 𝐴 is area of shaft, 𝜌𝑠0 is the density of smoke, 𝑣 

is the velocity of smoke below vent without smoke 

exhaust and 𝑤 is width of shaft. 

The critical value of modified Ri is 1.4 and plug 

holing is occurred when the value is upper than the 

Ricritical. However, the effect of the hydraulic 

diameter of the shaft is not considered in these 

criteria, although plug holing is affected by hydraulic 

diameter, as discussed in previous section. 

Therefore, the criterion for considering the effect 

of hydraulic diameter is necessary. In this study, a 

new criterion with consideration of effect of 

hydraulic diameter is proposed for estimating the 

occurrence of plug holing.  

As discussed in section 4.1, the plug holing is 

affected by the inertia and buoyancy of the smoke. 

That is, when the smoke is discharged in natural 

ventilation system, smoke is affected by ceiling jet 

flow and stack effect; inertia force and buoyancy 

force. Therefore, Fr number is used for applying the 

criterion, because the physical definition of the Fr 

number is the relative ratio between the inertia and 

gravity force. 

Hence, inertia force is estimated by the 

magnitude of force on the ceiling jet flow in the shaft. 

To measure the inertia force, the average velocity of 

smoke is used. As shown in fig 6, the average 

velocity is calculated by the velocity in smoke layer 

which is height of 1.1 m to 0.78 m. As a result, 

average velocity is calculated as 0.46 m/s. Also, 

hydraulic diameter of the shaft is used for estimating 

the acting area of the inertia force, because inertia 

force of plug holing have to be limited to the shaft 

area. Then, the Finertia  equation are as follow 

 

 

where, 𝛿𝑠 is the thickness of the smoke,  𝐷𝐻.𝐷. is the 

hydraulic diameter of the shaft and 𝑉 is the average 

velocity of the smoke movement.  

Gravity force is considered by the buoyancy force in 

the shaft. In natural ventilation system, the governing 

force is the buoyancy force. The magnitude of stack 

effect is shown as Eq. (11) . Therefore, gravity force 

Fgravity is represented as multiplying magnitude of 

stack effect by area of shaft. For applying the effect 

of hydraulic diameter, area of the shaft is calculated 

by the hydraulic diameter. Then, the Fgravity  equation 

are as follow 

 

ΔP = (𝜌𝑠 − 𝜌𝑎)𝑔ℎ (11) 

  

𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 = (𝜌𝑠 − 𝜌𝑜)𝑔ℎ𝐴𝐻𝐷 (12) 

 

where, 𝜌𝑠 is density of smoke,  𝜌𝑎 is density of air 

and 𝐴𝐻.𝐷.  is the area of the shaft using to the 

hydraulic diameter (𝐴𝐻𝐷 = 𝜋 ∙ 𝐷𝐻𝐷
2/4).  

Finally, inertial and gravitational forces 

considering the hydraulic diameter are used for 

modifying the Fr number. Thus, the modified Fr 

number (Fr’) is represented as follow.  

 

𝐹𝑟′ =

1
2
𝜌𝑠𝑉

2𝛿𝑠𝐷𝐻𝐷

(𝜌𝑠 − 𝜌𝑜)𝑔ℎ𝐴𝐻𝐷

 

                       =  0.393
𝜌𝑠𝑉

2𝛿𝑠

(𝜌𝑠−𝜌𝑎)𝑔ℎ𝐷𝐻𝐷
  

(13) 

 

 Table 2 lists the comparing between the 

modified Fraude number and the results from the 

𝐹𝑖𝑛𝑒𝑟𝑡𝑖𝑎 =
1

2
𝜌𝑠𝑉

2𝛿𝑠𝐷𝐻𝐷 (10) 

Figure 6. Velociry plot in the tunnel 
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previous researches. As listed in table 2, new Fr 

number and modified Ri number are not changed 

with the variation of hydraulic diameter. Also, the 

new Fr number estimates that the plug holing would 

be occurred for all case, and modified Ri number 

estimates that the plug holing would not be occurred 

for all case. However, the modifed Fr number 

estimate that the plug holing would be occurred in 

case 1,2 because hydraulic diameter is considered in 

modified Fr number. From this result, the critical 

value of modified Fr number is about 0.96, because 

the occurrence of the plug holing is different between 

case 2 (0.397 m in hydraulic diameter) and 3 (0.39 m 

in hydraulic diameter). From this result, the criteria 

proposed in this study, modified Fr number, is more 

accurate for classifying the occurrance of plug holing. 

Table 2. Calculating the criteria and occurrence of 

plug holing  

 
Plug holing 

occurrence 

New 

Fr 

Modified 

Ri 
Fr’ 

Case1 O 1.006 0.139 0.943 

Case2 O 0.996 0.138 0.952 

Case3 X 1.006 0.139 0.966 

Case4 X 1.003 0.139 1.004 

Case5 X 0.996 0.138 1.071 

 

5. CONCLUSION 

In this study, the numerical study is performed 

for analyzing the effect of hydraulic diameter of the 

shaft on the plug holing in the underground tunnel. 

The conclusions are summarized as follows. 

 

1. Result show that the hydraulic diameter of the 

shaft affects the smoke emissivity and the occurrence 

of plug holing.  

 

2. In this study, the range of the hydraulic diameter 

of the shaft is from 0.4 m to 0.35 m. As the hydraulic 

diameter is 0.39 m, the plug holing is occurred. From 

this result, Modified Fr number is proposed. 

 

3. The critical value of modified Fr number is 

estimated as 0.96. The modified Fr is less than 0.96, 

plug holing is occurred. Therefore, a modified Fr can 

be used to design a shape of shaft on the natural 

ventilation system.                                                                                                                                                                                                                                                                              
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ABSTRACT
In this paper a two-fluid framework for simulat-

ing two-phase bubbly flow in heated vertical chan-
nels is proposed. The aim is to simulate the two-
phase flow and heat transfer of the liquid phase and
the vapour phase under subcooled conditions in nuc-
lear reactors where light water serves as coolant,
namely Light Water Reactors (LWRs). The frame-
work couples a two-fluid solver and a population
balance equation (PBE) solver. A formulation of
the PBE including condensation of vapour bubbles
is outlined and implemented for the direct quadrat-
ure method of moments (DQMOM). Furthermore a
wall boiling condition is formulated and expressed in
terms of a boundary condition that allows the bubble
distribution at the wall to be specified. The formu-
lated system is applied to a system with condensation
vapour bubbles in a subcooled liquid entering at the
inlet and to a system with wall boiling, i.e emergence
of vapour bubbles due to a superheated wall. The
proposed DQMOM method is compared to the mul-
tiple size-group (MUSIG) method, and it is shown
to capture the space dependence of the bubble size
distribution with a low number of abscissas and in a
computationally efficient manner.

Keywords: DQMOM, Light Water Reactors,
PBE, Two-fluid solver, Wall boiling

NOMENCLATURE
J [N/m3] Momentum transfer due to

phase change
M [N/m3] Momentum transfer due inter-

facial forces
U [m/s] Phase velocity
C [m/s] Condensation rate
Hg→l [J/kg] Latent heat for condensation
Nu [−] Nusselt number
P [Pa] Pressure
q [W/m2] Conduction heat flux
qt [W/m2] Turbulent heat flux

r [−] Spacial position
x [−] Internal phase space coordin-

ate for the PBE
g [m/s2] Gravitational acceleration
ds [m] Sauter mean diameter
h [J/kg] Specific enthalpy
k [m2/s2] Turbulent kinetic energy
n [1/m3] Bubble number density
w [1/m3] Weight
α [−] Void fraction
β [−] Liquid fraction
ε [m2/s3] Turbulent kinetic energy dis-

sipation
Γ [kg/m3.s] Mass transfer rate
ξ [m] Abscissa (bubble size)
Λ [kg/m3.s] Enthalpy transfer due to phase

change
¯̄τ [Pa] Stress tensor
¯̄τt [Pa] Turbulent stress tensor
λ [W/m.K] Thermal heat conductivity
ν [m2/s] Kinetic viscosity
νt [m2/s] Turbulent kinetic viscosity
ρ [kg/m3] Density

Subscripts and Superscripts
g vapour phase
i phase
j bubble size index
l liquid phase
t turbulent quantity

1. INTRODUCTION
Boiling of water is a crucial process in many

different applications. One example is nuclear re-
actors that employ light water as coolant, i.e. the
so-called Light Water Reactors. In such a case the
coolant enters the nuclear reactor core from the bot-
tom, flows upwards along vertical channels and re-
move the heat generated via nuclear fission reactions
in the fuel pins. On the other hand, the water prop-
erties also have an impact on the rate of fission re-
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actions. Therefore accurate simulations of the fluid
dynamics and heat transfer are needed to design and
operate nuclear reactors in an efficient and safe man-
ner.

Since nuclear reactor cores are relatively large
systems with complex geometries, development of
methods that can describe and capture the behaviour
of the coolant at different scales are of capital import-
ance [1]. In standard two-fluid approaches for the
simulation of two-phase flow, quantities are calcu-
lated over relatively coarse meshes and/or with aver-
aged correlations, so that the heterogeneous size dis-
tribution of bubbles is lost. However, the details of
this distribution may have a strong influence in dif-
ferent parameters, such as the condensation rate and
the drag coefficient.

As an attempt to retrieve the bubble size inform-
ation, a PBE might be coupled to the two-fluid solver
(e.g. [2]). The PBE can be used to model the con-
vection and diffusion of the bubbles as well as the
aggregation and breakage of the same. The MU-
SIG method is based on discretizing the contigu-
ous bubble size distribution in a set of fixed ranges
(classes), resulting in one vapour fraction equation
for each size. For subcooled boiling, a PBE has
previously been solved using different MUSIG ap-
proaches (e.g. [2, 3]). In order to capture the large
range of bubble sizes in real reactor systems, a pro-
hibitively large number of fixed sizes might be ne-
cessary.

In the current project the DQMOM algorithm
is used for the PBE. In contrast to the MUSIG ap-
proach, the DQMOM is based on a quadrature expan-
sion of the bubble size distribution. By solving for
the quadrature weights and abscissas, the distribution
is dynamically captured in space and time, avoiding
the issue of a large number of classes. For a full
description of DQMOM see the work of Marchisio
and Fox [4]. Whereas DQMOM has been applied to
various conditions of adiabatic two-phase flows, the
application to subcooled boiling conditions, i.e. in-
cluding condensation in the formulation, is less used.

As part of an ongoing effort to develop a fine-
mesh computational framework for two-phase flow
and conjugate heat transfer simulations in nuclear re-
actors, the present paper focuses on the modeling of
condensation. This process is relevant in the early
stage of boiling, i.e. in the so-called sub-cooled boil-
ing heat transfer regime. In these conditions bubbles
are formed at the superheated wall and can detach,
although the liquid bulk is still below saturation. The
bubbles are thus transported in the sub-cooled liquid
bulk and they can condense.

In view of this, a model for condensation is
added to the DQMOM, and is tested for an up-
ward subcooled liquid flow with bubbles, in a two-
dimensional vertical channel. Two cases with differ-
ent distributions of the bubbles are discussed: first,
a prescribed bubble distribution is given at the inlet;
second, a size distribution of bubbles is specified at

the wall as a wall boiling condition, resembling the
bubble generation in sub-cooled boiling mode. The
results along with the computational efficiency of the
algorithm are compared to the ones obtained with a
MUSIG formulation.

2. METHODOLOGY
In order to describe the PBE approach proposed,

the utilized two-fluid framework is also outlined. It
should be noted that the PBE and the two-fluid model
are coupled in both directions. The total vapour frac-
tion is calculated by the PBE and used in the two-
fluid equations. In addition, the size distribution will
influence the constitutive laws (e.g. drag) used in
the momentum conservation equations. Furthermore,
the thermophysical state, as calculated by the energy
conservation equation in the two-fluid framework, is
necessary to determine the condensation rate for the
bubbles. Finally, the vapour velocity calculated from
momentum conservation equations is needed for the
convective term in the PBE.

2.1. Two-fluid framework
The two-fluid framework is based on the conser-

vation of mass
∂αiρi

∂t
+ ∇ · (αiρiUi) = Γi, (1)

momentum

∂αiρiUi

∂t
+ ∇ · (αiρiUi ⊗ Ui) = −∇ ·

(
αi(¯̄τi + ¯̄τt

i)
)

− ∇(αiP) + αiρig + Mi + Ji,

(2)

and enthalpy

∂αiρihi

∂t
+ ∇ · (αiρihiUi) = −∇ · αi(q + qt) +

D(αkP)
Dt

− Ui · ∇ · (αi ¯̄τt
i) + αi ¯̄τi : ∇Ui + Λi. (3)

As a result of the inclusion of the PBE, the phase
fraction equation, Eq. (1), is not directly solved to
compute the vapour fraction. However, in order to
formulate a pressure relation, Eqs. (1) and (2) are
combined to a pressure equation shared between the
phases [5]. The combined equation can be seen as a
generalization to two phases of a typical Schur com-
plement to the mass and momentum equations [6].
It should be noted that in the derivation of the pres-
sure equation, the right hand side (RHS) of Eq. (1)
must be included in order to get a consistent mass
flux from the resulting velocity. This is not necessary
in the case of adiabatic flow where the mean velocity
is divergence free (i.e. ∇ · (αgUg + αlUl) = 0).

The momentum conservation equations are
solved in a phase-intensive form, where the time de-
rivatives and convective terms are split (for details
see [5]). This has the advantage of allowing the mo-
mentum equations to be solved also in regions where
the vapour phase disappears, which is potentially the
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situation when modelling the subcooled boiling re-
gime. The enthalpy equation, Eq. (3), is solved in
the same phase-intensive manner, in order to reach a
consistent use of the facial mass fluxes arising in the
discretization process.

The turbulence of the liquid phase is modelled
using the Standard k− ε equations, for which the tur-
bulent kinetic energy is calculated as

∂βk
∂t

+ ∇ · (βkUl) = ∇ · β

(
νl +

νt
l

σk

)
∇k+

βνt
l(∇ ⊗ Ul) : (∇ ⊗ Ul + (∇ ⊗ Ul)T ) − βεl,

(4)

where σk is a model constant, and with the turbulent
dissipation calculated by

∂βε

∂t
+ ∇ · (βεU) = ∇ · β

(
ν +

νt

σε

)
∇ε+

βC1ε
ε

k
νt(∇ ⊗ U) : (∇ ⊗ U + (∇ ⊗ U)T ) − βC2ε

ε2

k
,

(5)

where σε , C1ε and C2ε are model constants (see
e.g. [7]). The turbulent viscosity of the vapour phase
is modelled as a constant function of the liquid tur-
bulent viscosity and turbulent quantities qt and ¯̄τt are
computed according to the turbulent phase viscosit-
ies (νt). Both phases are assumed to be Newtonian
fluids.

The momentum interfacial forces included are
drag, virtual mass, lift forces and turbulent disper-
sion. For the drag, the Schiller-Naumann correlation
is used [8]. For the lift and virtual mass forces, size-
independent constants (Cl and Cvm) are used (for de-
tails see e.g. [9]). The turbulent dispersion is mod-
elled by the Bertodano model [10]. For the size de-
pendent drag correlation, the total force is computed
as the sum of the drag associated with each separate
bubble size. Whereas the constitutive relations for
the forces are of importance for accurate modelling
of the two-phase system, as the current work is fo-
cused on the PBE methods, the interfacial forces are
not further investigated in the current paper.

2.2. Population balance methodology

A general population balance equation can be
written as

∂n(x, r, t)
∂t

+ ∇x ·

(
∂x(x, r, t)

∂t
n(x, r, t)

)
+∇r · (U(x, r, t)n(x, r, t)) = S (x, r, t) (6)

where x corresponds to the internal phase space, in
this case the bubble size, and n is interpreted as the
number density of bubbles [11]. The source term,
S (x, r, t), will in the general case include the birth
and death due to aggregation and breakage, which is
not covered in the present paper. For the purpose of
simulating subcooled boiling with DQMOM, the in-
ternal phase space convection (second term on the
left hand side in Eq. (6)) is used to represent the

bubble condensation. For the MUSIG the condens-
ation is instead modelled as a source term.

2.2.1. MUSIG

In order to differentiate the proposed DQMOM
formulation from the earlier proposed MUSIG for-
mulation, a brief description of the latter is included.
For MUSIG the internal phase space is split in a set
of N bubble sizes, with one vapour fraction equation
per class j

∂αg, jρg

∂t
+ ∇ · (αg, j jρgUg) = S j. (7)

In Eq. (7), the source term S j will account for the
birth and death of bubbles of size j due to aggreg-
ation and breakage processes, and for the condens-
ation of bubbles from other sizes [12]. Due to the
fixed bubble size the condensation only occurs as
an exchange of bubbles (or void) between neighbour
classes. No change in the bubbles classes is accoun-
ted for, and the current size distribution is thus only
expressed in terms of the a priori determined bubble
sizes.

2.2.2. DQMOM

In contrast to the MUSIG approach, for DQ-
MOM the sizes are not a priori determined. Instead
the distribution is written as a quadrature approxim-
ation in terms of weights (w) and abscissas (ξ)

n(ξ; x, t) ≈
N−1∑
i=0

w j(x, t)δ(ξ − ξ j(x, t)) (8)

which are all solved for. The system of equations
is closed by taking 2N moments of the PBE and in-
serting the quadrature approximation (Eq. (8)). As
a result, a set of transport equations for the weights
and weights times abscissas is retrieved and solved in
space and time using a standard CFD approach. Thus
the weights as well as the abscissas are dynamic in
space and time. This generally allows for fewer sizes
than in the MUSIG approach.

In order to include the effect of condensation, the
internal phase space convection is related to the con-
densation rate according to

∂ξ(r, t)
∂t

= C(ξ, r, t). (9)

This allows for a contiguous decrease in the bubble
size, which, in the absence of aggregation and break-
age, makes the bubble size distribution directly fol-
low the size dependent condensation rate.

In the current work, the condensation rate is
modelled as

C(ξ) = −2
Nuλl

(
Tg − Tl

)
ξHg→l

, (10)

where the Nusselt number implicitly depends on the
flow properties [13]. Due to the dependence on the
phase velocities and the thermophysical state, the
condensation rate will, as already mentioned, couple
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the PBE to the rest of the two-fluid framework.

2.3. Wall boiling
In order to capture the growth of bubbles at the

superheated walls of the fuel pins, a wall boiling
boundary condition is required. The bubble sizes at
the wall is typically calculated according to an em-
pirical model (for an overview see e.g. [14]). In the
general case, the wall condition should allow an ar-
bitrary distribution of bubbles to be born from evap-
oration at the wall.

For DQMOM, all source terms are described in
terms of the local sizes ξ j in the current computa-
tional cell (see e.g. aggregation and breakage source
terms [15]). Given that an arbitrary distribution is re-
quired, the current size distribution in the cell closest
to the wall is not necessarily accurately representing
the required bubble sizes. Instead a wall flux con-
dition based on the desired sizes is formulated. The
condition makes use of a fictitious wall flux at the
boiling wall, introducing the required sizes of vapour
bubbles. By adding the flux only when solving the
transport equations for DQMOM, no additional mo-
mentum is induced. A distribution of weights and ab-
scissas is computed to represent the desired bubbles
at the wall.

This should be compared to the MUSIG model
where the bubbles from the wall are added, according
to the desired distribution, to one of the static bubble
classes. Even though not dynamically representing
the wall distribution, the static distribution will cover
all sizes and the proposed flux condition can thus be
used also for the MUSIG approach.

2.4. Implementation
The two-fluid framework as well as the PBE

solvers (MUSIG and DQMOM) are implemented in
foam-extend-3.1 (previously the extension track of
OpenFOAM R©-1.6-ext) [16]. The existing frame-
work was extended with solvers and libraries for con-
densation models, fluid properties and the PBE solv-
ers. The two-fluid framework is in part based on the
existing two-phase flow adiabatic solver.

3. RESULTS
The two-fluid equations are combined with the

DQMOM approach for two cases of subcooled flow.
In the first system, a flow of subcooled liquid with a
prescribed distribution of vapour bubbles at the inlet
is simulated. This case is followed by a domain with
a wall boiling condition applied as proposed above.
In both cases, the calculated vapour concentrations
and bubble distributions are compared between DQ-
MOM and MUSIG, where the latter is applied with
N = 30 as typically used elsewhere [17]. Finally, the
computational performance is outlined and analyzed
in terms of relative CPU-time. The geometry of the
two-dimensional simulated domain and the accom-
panying boundary conditions are displayed in Fig-
ure 1.

Sym
m

etry

W
al

l

Inlet

Outlet
• Domain size: 50 cm × 10 cm
• Mesh size: 50 × 15 cells

Inlet conditions:
• Ug,max = (0, 0, 0.3) -parabolic profile
• Ul,max = (0, 0, 0.1) -parabolic profile
• k = 10−3,
• ε = 10−3

Wall conditions:
• Ug : slip
• Ul : noslip
• k: zero gradient
• ε: zero gradient

Figure 1. System description and boundary con-
ditions for the simulated domain.

3.1. Vapor inlet condition

In the first case vapour is introduced at the in-
let of the system, without boiling at the wall. The
bubbles enter 3 K subcooled and the bubbles at the
inlet follow a normal distribution in size around the
mean diameter 7 mm and with a total void fraction
of 5%. The thermophysical properties correspond to
water at a pressure of 0.1 MPa. The DQMOM in-
let and initial sizes are chosen according to the same
bubbles size distribution, whereas 30 uniform size in-
tervals are chosen for MUSIG. For DQMOM, two to
five abscissas are used in the simulations.

As seen from the resulting void distribution in
Figure 2, the total vapour fraction quickly decreases
over the axial direction. In comparison to the MU-
SIG results, the void fraction as computed by DQ-
MOM decreases faster. This is explained by the av-
erage bubble size shown in Figure 3. As indicated,
the average size decreases more rapidly for DQMOM
than MUSIG. Considering that fixed, evenly spaced,
size intervals are applied for MUSIG the resolution in
size quickly diminishes as the bubbles become very
small. Due to an inverse dependence with size in
the condensation rate, as seen in Eq. (9), the bubble
shrinkage accelerates over the displayed axial direc-
tion. As the bubbles become smaller, the dynamic
sizes of DQMOM can still follow the distribution
whereas the resolution of the static distribution in
MUSIG results in a slower decrease in size.

From Fig. 2 it is also evident that solutions from
DQMOM converge, and that three abscissas differ
from five abscissas first at z = 0.1. This indicates
that DQMOM quickly converges as further abscissas
are added. Further, it is seen that the void fraction
for DQMOM reaches a constant level approximately
at z = 0.13. This is a result of the numerical method
used to compute the abscissas in relation to the con-
densation rate. As the abscissas are contiguously
decreasing in size and in addition the condensation
rate increases with the inverse of the bubble size, the
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Figure 2. Axial void fraction at symmetry line at
t=5 s for z = 0.0 to z = 0.20.

system needs to be dampened. Such implementation
will not notably influence the physics of the problem
as the vapour fraction in the described region is very
small and is neither affecting the flow of the liquid
nor the heat transfer.

0.00 0.05 0.10 0.15 0.20
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Sauter mean diameter

DQMOM, 2
DQMOM, 3
DQMOM, 4
DQMOM, 5
MUSIG, 30

Figure 3. Axial Sauter mean diameter at sym-
metry line at t=5 s for z = 0.0 to z = 0.20.

3.2. Subcooled wall boiling condition
In the second case the outlined wall boiling con-

dition is applied at the left boundary ("Wall" in
Fig. 1). At the wall, the same distribution of bubble
sizes is used as in the previous case. The distribu-
tion would in general need to be computed according
to an applied boiling model, depending on the local
thermophysical state. However, for the purpose of
demonstrating the method and compare it to MUSIG,
an a priori size distribution is applied at the wall.

Figure 4 displays the horizontal void fraction at
mid-elevation. As seen from the figure, the void frac-
tion first increases slightly along the horizontal direc-
tion from the wall up to x = 0.01 and then decreases
rapidly. DQMOM and MUSIG predict a similar void
profile along the horizontal direction. However, the
results obtained with DQMOM show a more rapid

decrease in the bubble sizes. In the current case the
difference between the number of abscissa for DQ-
MOM is less pronounced and seemingly DQMOM
converges already for three abscissas.

0.000 0.005 0.010 0.015 0.020 0.025
Horizontal position

10−4

10−3

10−2

10−1
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id

Horizontal void fraction, mid-elevation

DQMOM, 2
DQMOM, 3
DQMOM, 4
DQMOM, 5
MUSIG, 30

Figure 4. Horizontal void fraction at mid-
elevation (t=5 s).
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Figure 5. Horizontal Sauter mean diameter at
mid-elevation (t=5 s).

3.3. Computational performance

Table 1 gives the relative computational time for
the different number of abscissas and in comparison
to MUSIG. Due to the complexity of the DQMOM
method, five abscissas is more expensive than MU-
SIG with 30 classes. On the other hand, as previ-
ously discussed, it is not required for all simulations
to use five abscissas. Since DQMOM with only three
abscissas gives a reasonable agreement with five ab-
scissas, the results in Tab. 1 suggest that DQMOM
is approximately five times cheaper than MUSIG.
The results are to be considered as indicative and
the computational performance could be increased or
lowered for both MUSIG and DQMOM on including
different physics or when applied to different geo-
metries. For a more definite conclusion further com-
parisons are required.
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Table 1. Performance comparison for inlet vapour
distribution

Solver N Time [a.u.]
DQMOM 2 1.0
DQMOM 3 1.3
DQMOM 4 3.8
DQMOM 5 8.8
MUSIG 30 6.8

4. SUMMARY
In the current paper a framework for a two-

fluid/DQMOM methodology was proposed. The
solver has the capability to take in account condens-
ation in subcooled boiling conditions with bubbles
introduced as a wall boiling condition. The evolu-
tion of the vapour phase in a two-dimensional ver-
tical channel was simulated, and a comparison was
performed with the results obtained with the MU-
SIG method. The presented axial and horizontal va-
pour fractions and bubble size distributions suggest
that DQMOM gives similar results as MUSIG for re-
gions with large bubbles, whereas a higher resolution
of small bubbles is allowed due to the dynamic ab-
scissas. The computational times indicates that DQ-
MOM can capture larger bubble ranges than MUSIG
with a smaller computational cost. Further studies on
the stability and performance of condensation with
DQMOM needs to be performed and also compared
to a larger range of MUSIG simulations. In addition,
aggregation and breakage of bubbles should be stud-
ied in combination with condensation.
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ABSTRACT  

Based on previous experiments carried by the 

authors, a simple and effective way was found to 

reduce the pressure loss of a Borda-Carnot sudden 

expansion. The method consisted of so called mini-

flaps, which were placed on the step of the sudden 

expansion, forming a mini-diffuser. This article 

targets a detailed theoretical investigation of the flow 

in a sudden expansion for better comprehension of 

the underlying physics, serving as a basis for 

optimization of the mini-flap method. As a start, an 

ideal modelling case in a sudden expansion without 

mini-flaps was examined, and the average pressure 

along the transitional area was derived with the help 

of the momentum equation. Then a viscous flow was 

investigated. Using boundary layer equations in the 

free shear layer, the pressure distribution in the 

separation bubble after the sudden expansion was 

determined, leading to the classical Borda-Carnot 

loss equation. Finally, the effects of friction on the 

pressure loss were further examined with the help of 

the momentum equation, defined on several different 

control surfaces. This investigation has led to 

understanding the flow behavior when using mini-

flaps, showing that there exists an optimal angle of 

the mini-flaps for maximum pressure loss reduction.    

Keywords: sudden expansion, pressure loss 

reduction, theory  

NOMENCLATURE 

A [m] surface magnitude 

Fτ [N] force resulting from shear stress 

P [N] force caused by pressure  

n [m] normal coordinate 

p [Pa] static pressure 

s [m] streamwise coordinate 

v [m/s] velocity magnitude 

x [m] main flow direction 

β [rad] angle of the free shear layer 

ρ [kg/m3] density 

τ [Pa] shear stress 

Δp’BC [Pa] Borda-Carnot loss 

 

Subscripts and Superscripts 

 

1 at the inlet of the flow 

2 at the outlet of the flow 

2id at the outlet of the flow in the ideal case 

1,2id average of parameters at the inlet and outlet 

in the ideal case 

A2-A1 surface of the step of the sudden expansion 

S superficies of stream-surface in the viscous 

case 

SS stream-surface in the ideal case 

- space average 

1. INTRODUCTION 

The Borda-Carnot sudden expansion has always 

been of great interest in research, both from 

theoretical and practical point of view. Its theoretical 

popularity is due the fact, that in spite of a fairly 

simple geometry, it presents numerous interesting 

flow features. From the practical side, the Borda-

Carnot element (also mentioned as BC element later 

on) is frequently used in pipe systems, wherever 

static pressure increase or velocity reduction is 

needed, but there is no sufficient space for a high-

efficiency diffuser. As energy savings is an issue of 

primary importance nowadays, the pressure loss 

reduction of the sudden expansion is indicated, in 

order to reduce the allover pressure loss of the pipe 

system. 

The flow features and the pressure loss of the 

Borda-Carnot sudden expansion is widely discussed, 

and often included in hydraulic hand- and textbooks. 

Idelchik [1] gives a thorough overview about the 

pressure loss for different area ratios, sudden 

expansion geometries, upstream velocity profiles, 

etc., however the underlying theory is not addressed. 

A more detailed derivation of the pressure loss of a 

BC element is presented in Lajos [2], by means of 

using former measurement results of the pressure 

distribution inside the sudden expansion. An 

axisymmetric sudden expansion has been examined 

by means of computational fluid dynamics (CFD) in 

Oliviera et. al [3,4], and a general correlation for the 
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loss coefficient has been set up for laminar, 

Newtonian flows. Laminar flows in abrupt circular 

expansions has also been studied experimentally by 

Back and Roschke [5,6], discussing the reattachment 

length and its dependence on the state of the 

upstream flow. As for turbulent flows in sudden 

expansions, a great variety of cases have been 

extensively researched, both experimentally and 

numerically, such as the effect of inlet turbulence on 

the reattachment length [7], precession in sudden 

expansions with low inlet swirl [8], behavior of non-

Newtonian flows [9] and separating and reattaching 

flow structures in suddenly expanding rectangular 

ducts [10].  

Concerning energy conservation, several 

research studies have been dedicated to reduce the 

pressure loss of a sudden expansion. Lukács and 

Régert [11] – focusing on rectangular cross-

sectioned air ducts - have carried out experiments in 

a BC element with rectangular cross-section for the 

turbulent flow regime. The authors have proposed an 

effective and easily manufactured device to reduce 

the pressure loss, in the form of small flow control 

elements - so called mini-flaps - placed at the step of 

the sudden expansion, forming basically a very short 

diffuser. An optimal angle of the mini-flaps has been 

found to reach maximum possible pressure loss 

reduction. A similar idea has been put forward by 

Bae and Kim [12,13], who has targeted the pressure 

loss reduction of an axisymmetric sudden expansion 

by chamfering the edges of the BC element. In their 

work, a new correlation to estimate the pressure loss 

has been proposed, based on CFD calculations. 

Findings of Lukács and Régert [11] served as a 

basis for the present article. The objectives of the 

authors include generating a theoretical support for 

the formerly carried out experiments on order to find 

whether there exits an optimal set-up (including 

angle and length) of the mini-flaps. The obtained 

formulae are also expected to be of use in refining 

the measurement set-up by highlighting the relevant 

parameters to be measured. 

2. CASE OF AN IDEAL FLOW 

As stated before, the experiments [11] - intended 

to reduce the pressure loss of a Borda-Carnot sudden 

expansion - were carried out in a three-dimensional, 

viscous system. However, the settlement of basic 

theoretical considerations is to be started in a more 

simple way, and only then one can proceed towards 

a more complex and more realistic model. Therefore 

a two-dimensional, ideal flow is to be examined first 

(see Figure.1), which is going to give us an idea 

about the static pressure distribution inside the BC 

element, and how the different pressures relate to 

each other. The results can take us one step closer to 

determine the limits of a possible pressure loss 

reduction. 

Figure 1. Ideal flow in the Borda-Carnot sudden 

expansion and basic notations 

 

The static pressure in the larger cross section is 

given by the frictionless Bernoulli equation Eq. (1). 

The pressure increase is ideal.  

 

𝑝2𝑖𝑑 = 𝑝1 +
𝜌

2
(𝑣1

2 − 𝑣2
2) (1)

  

The flow – being ideal – follows the wall of the 

sudden expansion without separation. The surface at 

the transitional area of the sudden expansion is a 

stream surface, denoted by Ass henceforward (see 

Fig.1). 

So what is the average pressure (𝑝
𝑠𝑠

) forming on 

this stream surface Ass? In order to derive the 

magnitude of 𝑝
𝑠𝑠

 the momentum equation inside the 

BC element is set up on the control surface, denoted 

by a dashed line in Fig.1. Locations 1 and 2 are 

sufficiently far from the sudden expansion so that the 

streamlines become parallel. Figure 2 shows a 

magnified streamline in the vicinity of Ass, and the 

notations, necessary to formulate the momentum 

equation. 

 

−𝜌𝑣1
2𝐴1 + 𝜌𝑣2

2𝐴2 =  

𝑝1𝐴1 − 𝑝2𝑖𝑑𝐴2 + ∫ 𝑝𝑠𝑠 𝑑𝐴𝑠𝑠 sin 𝛽 (2) 

 

 

Figure 2. Elementary section of a streamline in 

the ideal case 

 

After certain simplifications of Eq. (2), and 

substituting Eq. (1) and the continuity equation: Eq. 

(3), one can get three other expressions: Eqs. (4 to 6), 
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which gives us an idea about the magnitude of the 

average pressure along the wall of the transitional 

area. 

 

𝑣1𝐴1 = 𝑣2𝐴2 (3) 

 

𝑝
𝑠𝑠

= 𝑝2𝑖𝑑 −
𝜌

2
(𝑣1 − 𝑣2)𝑣2 (4) 

 

𝑝
𝑠𝑠

= 𝑝1 +
𝜌

2
(𝑣1 − 𝑣2)𝑣1 (5) 

 

𝑝
𝑠𝑠

= 𝑝
1,2𝑖𝑑

+
1

2
[

𝜌

2
(𝑣1 − 𝑣2)2] =   

𝑝
1,2𝑖𝑑

+
𝜌

2
(𝑣1 − 𝑣2)

𝑣1−𝑣2

2
 (6) 

 

, where 𝑝
1,2𝑖𝑑

=
𝑝1+𝑝2𝑖𝑑

2
. 

 

3. CASE OF A VISCOUS FLOW 

Taking one step further from the ideal but closer 

to reality, viscosity is added into the investigated 

scheme. Referring back to an ideal case (Fig.1), the 

loss of the momentum flux of the fluid is: 

[𝜌𝑣1
2𝐴1 − 𝜌𝑣2

2𝐴2]. This loss can be attributed the 

decelerating effect of the force 𝑝2𝑖𝑑𝐴2, against the 

accelerating forces 𝑝1𝐴1 and 𝑝
𝑠𝑠

(𝐴1 − 𝐴2). The loss 

of the momentum flux in case of a viscous flow is the 

same as in the case of an ideal flow: [𝜌𝑣1
2𝐴1 −

𝜌𝑣2
2𝐴2], as continuity still holds. However, because 

of the frictional losses, the pressure 𝑝
𝐴2−𝐴1

 building 

up on the surface at the transitional area (𝐴2 − 𝐴1) is 

smaller than 𝑝
𝑠𝑠

 in the ideal case. As a result of this, 

the 𝑝
𝐴2−𝐴1

(𝐴2 − 𝐴1) accelerating force is smaller, 

therefore the decelerating force at the outlet is also 

smaller: 𝑝2𝐴2 < 𝑝2𝑖𝑑𝐴2. This means that the outlet 

pressure in the viscous case is less than in the ideal 

case: 𝑝2 < 𝑝2𝑖𝑑. The Borda-Carnot loss is defined by 

Eq. (7). 

 

𝑝2𝑖𝑑 − 𝑝2 =̂ 𝛥𝑝′𝐵𝐶  (7) 

 

Investigating the magnitude of the pressure 

𝑝
𝐴2−𝐴1

 is crucial in calculating the losses. So let us 

take a closer look at what happens with the fluid after 

leaving the edge of the sudden expansion. The path 

of the viscous flow and the relevant notations are 

shown in Figure 3. As the fluid leaving the small 

tunnel cannot follow the abrupt change in the cross-

section of the tunnel, the boundary layer separates 

and a separation bubble is created right at the foot of 

the sudden expansion. The separation bubble is 

separated from the flow by a free shear layer, across 

which the velocity changes rapidly perpendicular to 

the streamlines [2]. According to Newton’s viscosity 

law, this rapid change in velocity causes significant 

shear stress in the free shear layer, also supported by 

measurements of Lukács and Régert [11]. Although 

the free shear layer is not a strictly defined surface, 

an abstraction is made and therefore it can be 

considered as kind of an average stream surface, in 

which significant shear stress is present in spite of 

absence of wall friction. As a free shear layer and a 

boundary layer shares several common features, a 

free shear layer equation can be created based on the 

generally known boundary layer equation.  

 
Figure 3. Viscous flow in the Borda-Carnot 

sudden expansion and basic notations 
 

In order to create the shear layer equation, the 

following considerations are made based on [2]: (1) 

the flow is planar, (2) the streamwise (s) component 

of the velocity is significantly bigger than the normal 

(n) component: 𝑣𝑛 ≪ 𝑣𝑠, (3) changes in the normal 

direction are significantly bigger than changes in the 

streamwise direction 
𝜕()

𝜕𝑠
≪

𝜕()

𝜕𝑛
, (4) the flow is 

stationary, (5) gravity is neglected. Applying these 

considerations to the Navier-Stokes equation, the 

result is shown in Eq. (8): 

 
𝜕𝑝

𝜕𝑛
≈ 0 (8) 

 

, which means that the static pressure is nearly 

constant perpendicularly to the shear layer, therefore 

the pressure in the shear layer equals the pressure in 

the free stream flow (see Figure 4). 

 
Figure 4. Static pressure distribution across the 

free shear layer 

 

Eq. (8) allows us to draw the following 

conclusions, regarding the pressure distribution 

inside the Borda-Carnot sudden expansion: (1) on the 

surface (𝐴1 − 𝐴2) the pressure is constant, and it 

equals the upstream pressure p1. This conclusion is 

supported by measurement results and is generally 

used when deriving the Borda-Carnot loss [2]. It also 
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supports the approach, according to which the 

pressure in a separation bubble is nearly constant, 

and it equals to the pressure on the surface of an 

imaginary body, replacing the separation bubble [2], 

therefore 𝑝
𝐴2−𝐴1

= 𝑝1. (2) On a given 𝑠 = 𝑐𝑜𝑛𝑠𝑡. 

coordinate the pressure is constant and it is equal to 

the pressure in the free stream flow. This knowledge 

results to be useful when improving the measurement 

system of the mini-flaps [11], as simple wall pressure 

measurements will let us estimate the static pressure 

distribution inside the main flow as well. 

Based on all of the above concluded, the 

momentum equation (Eq. (9)) is set up on the control 

surface shown in Fig. 1, which is the most commonly 

used in the derivation of the Borda-Carnot pressure 

loss. The effect of wall friction is neglected. This 

supposition is supported by measurement results of 

Lukács and Régert [11]. 

 

−𝜌𝑣1
2𝐴1 + 𝜌𝑣2

2𝐴2 =  

𝑝1𝐴1 + 𝑝
𝐴2−𝐴1

(𝐴2 − 𝐴1) − 𝑝2𝐴2 (9) 

 

After certain simplifications and substitution of 

the continuity equation, the resulting momentum 

equation (Eq. (10)) reads as: 

 

𝑝2 − 𝑝1 = 𝜌𝑣2(𝑣1 − 𝑣2) (10) 

 

If Eq.1 and Eq.10 are substituted into Eq. (7), the 

well-known Borda-Carnot pressure loss can be 

expressed as shown in Eq. (11): 

 

𝛥𝑝′𝐵𝐶 =
𝜌

2
(𝑣1 − 𝑣2)2 (11) 

4. FRICTION AS CAUSE OF THE 
PRESSURE LOSS 

It has been shown that viscosity is responsible 

for the Borda-Carnot loss (𝛥𝑝′𝐵𝐶), but by what 

means does it generates the pressure loss in the 

sudden expansion? The following approach is 

applied: frictional losses in the flow are caused by 

the shear stress emerging in the free shear layer, 

which can be closely related to viscosity. Wall 

friction is neglected so far. The free shear layer is 

considered to be a stream surface, bounding the free 

stream flow. The momentum theorem is then applied 

to a segment of the flow bounded by the stream 

surface, as shown in Figure 5.  

The slowly moving fluid in the separation 

bubble retains the free stream flow, therefore the x-

component of the elementary force coming from the 

shear stress on the superficies of the control surface 

(𝑑𝐹𝜏) is negative. Considering an axisymmetric case, 

for a given x-coordinate and a representative β angle, 

the momentum equation in the x-direction is given 

by Eq. (12): 

 

Figure 5. (a) Control surface in case of a viscous 

flow (b) Magnified section of the free shear layer 

and notations 

 

−𝜌𝑣2𝐴 + 𝜌(𝑣 − 𝑑𝑣)2(𝐴 + 𝑑𝐴) = 

𝑝𝐴 − (𝑝 + 𝑑𝑝)(𝐴 + 𝑑𝐴) + 𝑝𝑑𝐴𝑠 sin 𝛽 −
𝜏𝑑𝐴𝑠 cos 𝛽 (12) 

 

After simplification the equation reads as shown 

in Eq. (13): 

 

𝜌𝑣2𝐴 − 𝜌2𝑣𝑑𝑣𝐴 = −𝑑𝑝𝐴 − 𝜏𝑑𝐴
1

tan 𝛽
 (13)

  

Substituting a simplified form of the continuity 

equation (Eq. (14)) into Eq. (13), gives us Eq. (15): 

 

𝑣𝑑𝐴 = 𝑑𝑣𝐴 (14) 

 

𝜌𝑣𝑑𝑣𝐴 = 𝑑𝑝𝐴 + 𝜏𝑑𝐴
1

tan 𝛽
 (15) 

 

The change of pressure is defined as the 

difference between the ideal pressure drop and the 

pressure loss, as shown in Eq. (16): 

 

𝑑𝑝 = 𝑑𝑝𝑖𝑑 − 𝑑(𝛥𝑝′) (16) 

 

The ideal pressure drop is given by the Euler-

equation [2], as shown in Eq. (17): 

 

𝑣
𝜕𝑣

𝜕𝑠
= −

1

𝜌

𝜕𝑝

𝜕𝑠
 (17) 
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In one-dimensional approach Eq. (17) can be 

rearranged to Eq. (18): 

 

𝑑𝑝𝑖𝑑 = 𝜌𝑣𝑑𝑣 (18) 

 

Substituting Eqs. (16) and (18) into Eq. (15) 

gives us Eq. (19): 

 

𝑑(𝛥𝑝′) = 𝜏
𝑑𝐴

𝐴

1

tan 𝛽
 (19) 

 

Although Eq. (19) clearly demonstrates that the 

pressure loss is generated by the shear stress arising 

in the free shear layer, by further exploitations of the 

momentum theory one can get a more clear-cut idea 

about the possibilities of the pressure loss reduction 

in the Borda-Carnot element. Two momentum 

equations are going to be set up: one is on the control 

surface “A”, which is the classical approach, and the 

other is on the control surface “B”, along the shear 

layer considered as a stream surface. The control 

surfaces are shown in Figure 6.  

 

 
Figure 6. Control surfaces “A” and “B” inside 

the BC element 

 

The momentum equation for control surface “A” 

has been already given in Eq. (9). Combining this 

equation with Eq. (7) and rearranging the formula, 

the pressure loss of the BC element can be expressed 

as shown in Eq. (20): 

 

𝛥𝑝′𝐵𝐶 =
1

𝐴2
{𝑝2𝑖𝑑𝐴2 + 𝜌𝑣2

2𝐴2 − 𝜌𝑣1
2𝐴2 − 𝑝1𝐴1 −

𝑝
𝐴2−𝐴1

(𝐴2 − 𝐴1)} (20) 

 

From Eq. (20) it can be concluded that the only 

theoretical way (according to this approach) to 

reduce the pressure loss of a BC element is to 

increase the pressure 𝑝
𝐴2−𝐴1

. All other terms are 

defined by the inlet pressure, mass flow rate and 

geometry of the BC element. 

The momentum equation written on control 

surface “B” is given by Eq. (21): 

 

 

 

−𝜌𝑣1
2𝐴1 + 𝜌𝑣2

2𝐴2 = 𝑝1𝐴1 + ∫ 𝑝𝑑𝐴𝑠 sin 𝛽 −

∫ 𝜏 𝑑𝐴𝑠 cos 𝛽 − 𝑝2𝐴2 (21) 

 

Rearranging Eq. (21) the pressure loss of the BC 

element can be expressed as shown in Eq. (22): 

 

𝛥𝑝′𝐵𝐶 =
1

𝐴2
{𝑝2𝑖𝑑𝐴2 + 𝜌𝑣2

2𝐴2 − 𝜌𝑣1
2𝐴2 − 𝑝1𝐴1 −

∫ 𝑝𝑑𝐴𝑠 sin 𝛽 + ∫ 𝜏 𝑑𝐴𝑠 cos 𝛽} (22) 

 

According to Eq. (22) there are two possible 

ways to reduce the pressure loss in the BC element: 

(1) if ∫ 𝑝𝑑𝐴𝑠 sin 𝛽 is increased, where the 

augmentation of p is actually a consequence of the 

pressure loss reduction or (2) if ∫ 𝜏 𝑑𝐴𝑠 cos 𝛽 is 

decreased. 

Let us concentrate on how the frictional losses 

(see Eq. (23)) of the “free shear layer diffuser” can 

be reduced by reducing the friction forces. As for a 

simpler approach, the free shear layer between the 

separation and reattachment points is considered to 

be a straight line, and is characterized by an average 

β angle: �̅�. Our goal is to find the optimal �̅� angle, 

for which the friction losses are minimal. 

 

𝑆 = ∫(𝜏 cos 𝛽)𝑑𝐴𝑠 (23) 

 

According to Eq. (23), if �̅� is small, cos �̅� 𝑑𝐴𝑠 – 

which is basically the length of the separation bubble 

- will be large, and if �̅� is increased, cos �̅� 𝑑𝐴𝑠 will 

be reduced. Ergo, increasing �̅� results in decreased 

frictional losses, while decreasing �̅� the frictional 

losses will be increased. This observation is also 

supported by Guo et al [14], according to whom the 

larger the separation bubble downstream the step is, 

the higher the pressure loss will be. A possible 

method of changing the magnitude of angle �̅� is 

installing the formerly mentioned mini-flaps placed 

into the BC element [11]. Due to the Coanda effect 

the flow stays attached to the surface of the mini-

flaps, thus �̅� can be increased, therefore the length of 

the separation bubble and the pressure loss 

coefficient can be reduced. However, there is a limit 

in increasing �̅�, as for angles too large the pressure 

gradient will be increased, which leads to an early 

boundary layer separation [2] and the mini-flaps will 

not be able to influence the pressure loss. The 

optimal �̅� angle is therefore the largest possible angle 

of the mini-flaps, where flow separation does not 

occur yet.  

5. SUMMARY  

In this article the theoretical background of the 

causes of the pressure loss in a Borda-Carnot sudden 

expansion has been investigated. A general method 

to reveal the underlying physics was to use the 

momentum equation for different control surfaces in 

different flow cases. First, the case of an ideal flow 

was examined, which gave us a general idea about 
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how the representative static pressures relate to each 

other, with special emphasis on the average pressure 

at the step of the sudden expansion. Then viscosity 

was taken into consideration which involved the 

formation of a separation bubble and a free shear 

layer creating a boundary between the free stream 

flow and the separation bubble. A free shear layer 

equation was created based on the well-known 

boundary layer equation, which gave a theoretical 

support to that the pressure along the wall at the step 

of a sudden expansion is equal to the pressure inside 

the free stream flow. This allowed the authors to 

express the Borda-Carnot loss in its most frequently 

used form. Finally, friction emerging in the free 

shear layer was examined, being the main cause of 

the pressure loss. A general relationship between the 

pressure loss, the shear stress and the angle of the 

free shear layer was derived. Based on this 

relationship, the existence of an optimal average 𝛽 

angle of the free shear layer was concluded, in order 

to reach maximum pressure loss reduction.  

As for future plans, in order to verify that the 

above described concept is proper, the following 

parameters are to be measured: (1) pressure 

distribution in different cross-sections at various 

locations along the axis of the flow, (2) the average 

shear stress and angle of the free shear layer, (3) 

velocity distribution, and (4) the form of the so-

called free shear layer diffuser. Combining the 

theory, derived in this article and the results of the 

future measurements, a half-empirical model can be 

set up to describe the working mechanism and 

optimal use of the mini-flap method. 
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ABSTRACT
We investigate the noise generated by an airfoil

section. Three cases are considered, one with a clean
airfoil and two cases with airfoils with ice accretion.
The amount of ice is the same in the two cases with
ice accretion, but the surface of the accreted ice layer
is smoother in one of them. The noise is computed
using a hybrid approach. First the flow and the acous-
tic sources are computed. Second, the noise propaga-
tion is predicted by solving an inhomogeneous wave
equation. The results indicate that in this case the
accreted ice layer leads to a decrease of the radiated
noise levels, especially in the lower frequency range.

Keywords: acoustics, airfoil, CFD, Immersed
Boundary, LES, wave equation

NOMENCLATURE
T [−] Lighthill stress tensor
H [−] Heaviside function
Re [−] Reynolds number
S [−] airfoil surface
S t [−] Strouhal number
Vrel [m/s] Relative speed
u [m/s] flow velocity
c [m/s] sound speed
p′ [Pa] acoustic pressure
t [s] time
x [m] coordinate
ρ [kg/m3] fluid density

Subscripts and Superscripts
i, j index

1. INTRODUCTION
With the increasing number of installed wind tur-

bines, there are less and less available areas for the
installation of new turbines. As a consequence, new
turbines are often built in cold climate areas (Nordic
regions or high altitudes). A recent review of the sta-
tus of wind energy in cold climate is presented in [1].

Even if the available wind resources in such areas
are often superior to the ones available at warmer cli-
mate, icing is a severe issue having several negative
effects.

Beside the changes in the aerodynamic shape
of the blade (directly influencing the blade perfor-
mance), the extra added mass causing vibrations of
the structure, and ice throw, changes in the radiated
noise is an issue which gathers more and more fo-
cus [1]. Even wind turbines with clean airfoils may
emit noise levels which cause annoyance for people
living in nearby residential or recreational areas (see
e.g. [2, 3]). As a result, several countries introduced
strict limits on the maximum allowed noise emission
levels of a wind turbine. For wind turbines, the major
part of the radiated noise is generated aerodynami-
cally. In the presence of ice accretion not only the
aerodynamic performance but also the radiated noise
pattern is changed. An improved understanding of
these changes is important to avoid the radiated noise
levels exceeding the prescribed limits. Furthermore,
such knowledge has the potential to be included in
ice detection algorithms.

There are a large number of experimental mea-
surements of the noise emitted by wind turbines. Fu-
jii et al. [4] measured the noise emitted by wind
turbines having different tower leg cross sectional
shapes. The results showed that a slender elliptic
cross-section would be the quietest for the operat-
ing parameters considered. Björkman [5] carried out
long-time noise measurements in the vicinity of ex-
isting wind-turbines showing an increase in the high-
frequency range with increasing wind speed. Re-
cently, Oerlemans et al. [6] used a microphone array
to identify the virtual location of the noise sources.
The conclusion was that, except a small contribution
of the hub, the noise is mainly generated by the ro-
tor blades and practically all noise emitted towards
the ground is produced during the downward mo-
tion. Another conclusion is that broadband trailing
edge noise is the dominant one for the studied wind
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turbine. Extensive measurements were carried out
around the NREL Phase VI turbine [7, 8] providing
a database for comparison with numerical computa-
tions (see e.g.Johansen et al.[9], Schmitz and Chattot
[10]).

Experimental measurements, however, have sev-
eral drawbacks. Due to varying atmospheric condi-
tions the experiments are not repeatable and have to
be carried out over a long time period. It is difficult
to isolate the contribution of the wind turbine, or the
contribution of different components. Although wind
tunnel testing is possible and gives control over the
boundary conditions, this approach is very expensive
and the scaling of the results is not straightforward.

Numerical methods supplement the experimen-
tal measurements and with the increase of the com-
putational power the detail of the results grew sub-
stantially during recent years. Due to the similarity
of wind turbines to helicopter rotors, early compu-
tations were based on methods used in aviation. A
thorough review of different computational methods
is presented in Hansen et al.[11] .

There are several numerical methods to deter-
mine the sound generated by turbulent flow fields.
Solution of the compressible Navier-Stokes equa-
tions by Direct Numerical Simulations (DNS) or
Large Eddy Simulations (LES) would predict both
the flow and the acoustic fluctuations and their prop-
agation. This approach, however, is not efficient for
low-Mach number flows, such as the one around a
wind turbine, and where noise propagation to long
distances is of importance. The first numerical
predictions were based on semi-empirical methods,
however, these methods turned out to be very sensi-
tive to model parameters. Glegg et al. [12] showed
that the assumption of right turbulence length scales
is crucial for accurate predictions.

Hybrid approaches are based on the assump-
tion that, for low Mach number flows, the acoustic
perturbations are small and the flow variables can
be decomposed in a hydrodynamic and an acous-
tic part. Using hybrid approaches, the acoustic
noise will be determined in two steps. First, the
incompressible set of Navier-Stokes equations are
solved which provides the turbulent flow field. Sec-
ond, based on the turbulent flow field, the acoustic
sources are determined and the acoustic field is re-
solved. Such approaches provide the possibility to
use dedicated solvers for the flow and acoustic gov-
erning equations, with the possibility of using dif-
ferent timesteps, domain sizes and mesh resolutions.
Although there have been attempts to account for
turbulence using Reynolds Averaged Navier-Stokes
(RANS) based models in the flow solvers (see e.g.
Page et al.[13], Bailly et al.[14]), LES (or DNS)
is more appropriate to capture the dynamics of the
acoustic sources. Ewert and Schröder [15] applied
a hybrid method based on LES of compressible flow
and acoustic perturbation equations to predict trailing
edge noise.

The goal of this paper is to analyse the effect of
the accreted ice layer on the flow-field and on the
noise emitted from an airfoil section. This geome-
try was chosen since a full wind turbine simulation
would require exhaustive computational resources.
Furthermore, the noise generated by the airfoil sec-
tion can give insight into some of the mechanisms
influencing noise generation in the full scale wind
turbine as well. A hybrid approach (described in Sec-
tion 2) is used to achieve this goal. Three cases are
presented. The reference case is a configuration with
a clean airfoil. This case is compared to two cases
with ice accretion, matching one of the icing events
recorded in [16]. The amount of accreted ice in the
two cases is the same, the difference being only that
in the last case the shape of the ice layer is smoothed.
The results indicate that the shape/roughness of the
accreted ice layer has a noticeable effect on the radi-
ated noise.

2. METHODS
A hybrid approach is used to determine the radi-

ated noise. The flow variables are decomposed in a
semi-compressible (the density is depending on the
temperature only, but not the pressure) part and an
acoustic part. Consequently, there is a flow solver re-
solving the semi-compressible Navier-Stokes equa-
tions and an acoustic solver solving an inhomo-
geneous wave equation for the perturbation den-
sity. Both solvers are nondimensionalized, using the
chord length as a lengthscale and the inlet velocity
magnitude as velocity scale.

2.1. Flow solver

The flow solver handles the turbulence by us-
ing LES. Finite differences on a cartesian grid are
applied for discretization. The geometry of the air-
foil is accounted here by the Immersed Boundary
Method (IBM) c.f. Salewski et al. [17, 18]. The ap-
proach is implemented in our in-house LES well val-
idated solver c.f. Olsson and Fuchs[19], Gullbrand
et al.[20]. The code is parallelised using the MPI
library. The LES flow solver provides the acous-
tic sources. An analysis of the acoustic sources re-
vealed that the quadrupole sources were significantly
larger than the dipole and monopole sources. As a
consequence, in the acoustic computations only the
quadrupole sources are used.

2.2. Acoustic solver

The noise propagation is predicted by solving an
inhomogeneous wave equation for the acoustic pres-
sure (Eq. 1).

1
c2

∂2 p′

∂t2 − ∇
2 p′ =

∂

∂xix j

(
T

i j
H(S )

)
(1)

For isothermal flows the entropy and viscous ef-
fects can be neglected, thus the Lighthill stress tensor
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is having the form:

T
i j

= ρuiu j. (2)

Equation 1 is integrated in time using an explicit
second order method, the spatial discretization is also
second order accurate. The acoustic sources be-
ing not necessarily saved with the frequency match-
ing the timestep of the acoustic solver, the acoustic
sources are interpolated linearly between to consec-
utive data sets.

3. PROBLEM SET-UP
To our knowledge, no experimental measure-

ments of noise emissions from airfoils subject to ice
accretion is publicly available. The lack of such data
is probably due to difficulties of acoustic measure-
ments in refrigerated wind tunnels. Here, the ’In-fog
icing event 2’ presented in [16] has been selected as
a testcase. Since no acoustic measurements are avail-
able, the computations presented herein should be
treated as qualitative indications of expected tenden-
cies. This set-up was chosen because it corresponds
to rime-ice formation conditions when all droplets
impacting on the surface freeze instantaneously and
is easier to model than glaze-ice conditions, when a
fraction of the water runs along the profile. In [16]
several cases have been tested, simulating different
radial positions of a real wind turbine blade. Here,
the case corresponding to the lowest radial position
was chosen, its parameters being summarised in Ta-
ble 1.

Table 1. Main parameters of the icing phe-
nomenon

Profile NACA 63415
Angle of attack 3o

LWC 0.37 g/m3

MVD 27.6 µm
Vrel 18.7 m/s
Re 2.49 × 105

time 10.6 min
Mass of accreted ice 24 ± 1.75 g

The sketch of the computational domain is
shown in Figure 1. The flow solver being non-
dimensional, all length have been normalised with
the chord length (0.2 m). For the velocity scale the
inlet velocity magnitude was chosen. The transver-
sal cross section of the domain is smaller than in
the experiments (WxH=1.0x2.5 instead of 2.5x3.0)
to reduce the computational effort, however, it is con-
sidered still large enough to consider the flow three-
dimensional.

A constant, top-hat velocity profile is imposed
at the inlet of the domain, while at the outlet flux-
conserving zero gradient conditions are applied. Slip

P1

P2

2.5

3

1.25
1

7.5

1

x

y

z

Figure 1. Sketch of the computational domain
used in the flow solver and the coordinate system

conditions are used on the side walls. The immersed
boundary method forces no-slip conditions at the
blade surface.

Droplets of equal size, matching the Liquid Wa-
ter Content (LWC) and median Volume Diameter
(MVD) listed in Table 1, are released upstream the
blade, in the plane marked P1 in Figure 1. Those
droplets which did not accrete on the blade surface
are removed from the simulations when passing the
axial position marked P2 in the figure.

Three cases are presented, one computed around
the clean airfoil (denoted by Base in the followings)
and two cases with airfoil shapes adjusted to account
for ice accretion, one of them being smoothed less
(denoted case Ice1) and one where stronger smooth-
ing is applied (case Ice2). The three airfoils used in
the computations are shown in Figure 2.

Figure 2. Airfoil profiles used in the three evalu-
ated cases.

The acoustic domain covers a larger volume than
the flow domain, its size is 10, 1 and 20 chord lengths
in x,y and z directions, respectively. Figure 3 shows a
cross section of the acoustic domain where the posi-
tion of the monitoring points are marked as well. In
all computations reflecting boundary conditions have
been applied on the airfoil surface and non-reflecting
boundary conditions on all sides of the computational
domain. The mach number resulting from the ex-
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perimental conditions is very low, M = 0.06. The
computations have been carried out in two stages.
First, 5 time units (based on the convection veloc-
ity and chord length) have been computed to develop
the acoustic field. Second, statistics have been col-
lected for 10 time units (more than 8 ’wave-through’
times).

Figure 3. Sketch of the acoustic computational do-
main and the position of monitoring points

4. RESULTS
4.1. Flow field

This work is a continuation of [21], the set-ups
for the flow computations match the cases reported
therein. Therefore, here we present only the flow
features relevant for the acoustic computations. Ve-
locity fluctuations were found to be the major sound
sources. Figure 4 shows the RMS of the streamwise
velocity component for the three cases. The largest
fluctuation levels are found in all three cases down-
stream the trailing edge region where slight separa-
tion occurred. A comparison of the base case with a
clean airfoil (top) and the case with rough ice surface
(middle) reveals that the maximum velocity fluctua-
tion levels are amplified towards the leading edge of
the airfoil due to the presence of the ice. In contrary,
in the trailing edge region lower fluctuation levels are
noticed. In the case with smoother ice layer (bottom
picture in Figure 4) one can still observe an increase
of the fluctuations in the boundary layers around the
airfoil, whereas in the trailing edge region the fluctu-
ations are of the same order of magnitude as in the
clean airfoil case.

To understand the reason of decreased velocity
RMS levels in the second case, instantaneous snap-
shots of the vortical structures are visualised for the
Base and Ice1 cases in Figure 5 using the λ2 method.
For the case with ice accretion one can observe per-
turbations already in the leading edge region. Further
downstream, small vortices, generated by the corru-
gated shape of the accreted ice layer, are seen on the
pressure side of the airfoil. At the trailing edge re-
gion very long structures are seen on the suction side
of the clear airfoil. Analogous structures are seen in

Figure 4. RMS of the streamwise velocity compo-
nent: Base case (top), Ice1 (middle), Ice2 (bottom)

the case with ice accretion as well, however, these
structures are more wrinkled than in the case of the
clean airfoil, due to upstream disturbances. Thus, the
reduction of the velocity fluctuations in the trailing
edge region is due to the faster breakup of the shed-
ded vortices as a result of the amplified perturbations
generated by the accreted ice. In case Ice2 the ice
layer being smoother, these perturbations are weaker
and, as a consequence, their effect on the trailing
edge vortices is also smaller and result in larger fluc-
tuation levels than in the case with more corrugated
ice layer.

4.2. Acoustic sources
Since not the magnitude, but the variation of the

acoustic sources is more important for the generation
of noise, the rms of the acoustic sources are plotted
in Figure 6 for the three studied cases. In all cases
the dominant noise generation region is downstream
the trailing edge, in the separation region. Compar-
ing the case with the clean airfoil (top) with the ones
with ice accretion, no significant effect is seen on the
extent of the dominant source region. The most no-
ticeable influence is the increase of the source fluctu-
ations on the pressure side, close to the trailing edge.
This is the region where small vortices are generated
by the upstream ice layer (see the bottom picture in
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Figure 5. Instantaneous snapshots of the vortical
structures: Base case (top), Ice1 (middle)

Figure 5). This increase in noise source magnitude is
stronger in case Ice1, compared to case Ice2.

4.3. Acoustic field
4.3.1. Grid sensitivity

To assess the influence of grid resolution, the
sound generated by the clean airfoil has been sim-
ulated using four different meshes, with nondimen-
sional cell sizes 2.0e-2, 2.5e-2, 3.33e-2 and 5.0e-2,
the number of cells used for discretization ranging
from 1.6 to 25 million cells.

Figure 7 shows the spectra of the acoustic pres-
sure fluctuations in three monitoring points. To re-
duce the congestion of the plots, the coarsest case has
been omitted. At the monitoring point located imme-
diately upstream the airfoil, P1 (top), all three spec-
tra are generally overimposed each other, discrepan-
cies begin to be visible at Strouhal numbers larger
than ca. 50. In this region there are no significant
acoustic sources, the acoustic pressure fluctuations
are propagating from the airfoil region. The second
monitoring point presented, P2 (middle), is located
immediately downstream the airfoil. The three spec-
tra match very well, with slightly larger peaks for the
coarsest case at two frequencies (St approximately 6
and 20). In this region the imposed acoustic sources
dominate and significantly larger levels are observed
than at point P1. The last monitoring point presented
in Figure 7 is located far from the airfoil (bottom,
P7). At this position the spectra are overimposed un-
til ca St=50, for larger frequencies rather significant
discrepancies are visible. The low-frequency end of
the spectra is smooth due to the lack of the imposed
sources coming from the flow field. As a conclusion,
the predicted spectra are reliable until a highest fre-
quency of ca, St=50. This limitation is deemed ac-

Figure 6. RMS of the quadrupole acoustic
sources: Base case (top), Ice1 (middle) and Ice2
(bottom)

ceptable, since lower frequencies propagate to larger
distances in the nature and are more important to be
predicted accurately.

4.3.2. Acoustic pressure field

To visualise the directivity of the radiated acous-
tic noise, the base 10 logarithm of the rms acous-
tic pressure is shown in Figure 8. This quantity is
directly proportional to the emitted sound pressure
levels. Although the isocontours are similar for the
three cases, minor differences can be observed. The
strongest radiated noise is observed for the base case,
whereas the weakest noise is seen for the case with
smoothed ice layer (Ice2). Considering that the noise
sources occupy slightly larger volume (on the pres-
sure side) in case Ice2 compared to the base case, the
lower emitted noise levels are explicable by the fact
that not only the magnitude of the acoustic sources is
important but their time evolutions as well. Further-
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Figure 7. Spectra of the acoustic pressure fluctua-
tions for three meshes, from top to bottom Points
1, 2 and 7 (see Figure 3 for the position of the mon-
itoring points).

more, the amplitude of the noise sources in the vortex
shedding region is slightly lower in case Ice2. In case
Ice1 the emitted noise levels are intermediate to those
in cases Base and Ice2. In this case the sources are
strongest on the pressure side of the airfoil, however,
the large scale vortical structures in the trailing edge
region are broken down by the upstream disturbances
faster than in the case of a clean airfoil.

The spectra of the radiated noise is shown for
three monitoring points in Figure 9 (see Figure 3
for the positions of the monitoring points). At the
monitoring point located close to the trailing edge
(Point 2, top picture) the acoustic sources dominate
and large amplitudes are seen in the lower frequency
range. However, not all of these frequencies are ac-
tually propagated as sound, as it can be clearly seen
in the middle picture, showing the spectra at a mon-
itoring point located further downstream in the wake
of the airfoil (Point 6). At this point one can ob-
serve that the peak at approximately S t = 20 from
the base case is damped in both cases with ice accre-
tion, whereas a slight increase at S t = 42 is seen for
case Ice1. The third monitoring point, P8, shown in
Fig. 9 is located in front of the airfoil on the pressure
side. At this location a strong amplification of the

Figure 8. Isolevels of the logarithm of the RMS
pressure fluctuations: Base case (top), Ice1 (mid-
dle) and Ice2 (bottom).

S t = 22 amplitude is observed for the case with cor-
rugated ice layer, probably due to the stronger acous-
tic sources on the pressure side of the airfoil.

Figure 9. Spectra of the acoustic pressure fluctu-
ations
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For an easier comparison of the emitted noise
levels Figure 10 shows filtered spectra at the same
monitoring points. The filtering is achieved by ap-
plying running averaging based on 40 consecutive
points. One can observe a clear reduction of noise
levels around S t = 10 and S t = 20 in the vicinity
of the trailing edge for the cases with accreted ice
(top plot). At the point located further downstream
(middle plot), the noise levels are damped by the ice
layer between S t = 19 and S t = 22, whereas for
S t = 22− 25 are slightly amplified. For S t = 26− 41
the levels in case Ice2 are significantly lower than in
the base case, the levels in case Ice1 being damped
only for S t > 29. At the monitoring point located
upstream reduced noise levels are observed between
S t = 20−40, the case with smooth ice layer showing
lower values.

Figure 10. Filtered spectra of the acoustic pres-
sure fluctuations

5. CONCLUSION
The noise emitted by airfoil sections have been

computed using a hybrid approach. The flow solver
is based on LES to account for turbulence and the
immersed boundary method to describe complex ge-
ometries on the cartesian grid. The flow solver pro-
vides the acoustic sources used in the second stage
of the computations where an inhomogeneous wave
equation is solved to predict the noise propagation.

Three cases have been considered, one with a

clean airfoil and two with airfoils subject to ice ac-
cretion. In these later cases the amount of accreted
ice was the same but the smoothness of the accreted
ice surface differed.

The computations revealed that in this specific
case the noise levels decreased when ice accreted
on the airfoils, the reduction of noise levels being
stronger for the case with smoother ice surface. This
reduction is attributed to the fact that in the base case
separation was observed in the trailing edge region
and the accreted ice layer generated perturbations
which lead to a faster break-up of the vortices shed
in the trailing edge region, thereby resulting in lower
emitted noise levels.

The analysis of the radiated noise spectra indi-
cates that indeed certain peaks are strongly damped
by the presence of ice; nevertheless, there are posi-
tions where the opposite phenomenon occurs. The
damping of the lower frequency amplitudes in the
presence of ice (as long as no significant contribu-
tion is generated in the high frequency part) is bene-
ficial, since the low frequency components propagate
to longer distances in nature. One should emphasise
however, that these results are not general, in cases
where no shedding noise is observed for the clean air-
foils the emitted noise with ice accretion is expected
to be stronger.
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ABSTRACT
This work deals with the numerical simulation

of steady flows of laminar incompressible viscous
and viscoelastic fluids through the channel with T-
junction. The fundamental system of equations is
the system of generalized Navier-Stokes equations
for incompressible fluids. This system is based on
the system of balance laws of mass and momentum
for incompressible fluids. For the different choice of
fluids model the different model of the stress tensor
is used, Newtonian and Oldroyd-B models.

Numerical tests are performed on three dimen-
sional geometry, a branched channel with one en-
trance and two outlet parts. Numerical solution of
the described models is based on cell-centered finite
volume method using explicit Runge-Kutta time in-
tegration.

Keywords: finite volume method, generalized
Newtonian fluids flow, generalized Oldroyd-B flu-
ids flow, multistage Runge-Kutta method, system
of Navier-Stokes equation

NOMENCLATURE

D [-] symmetric part

of velocity gradient
F,G,H [-] numerical fluxes
L0 [m] reference radius
P [-] kinematic pressure
R,Rβ [-] diagonal matrices

S [-] source term
U0 [m.s−1] reference velocity
T [-] stress tensor

Te [-] Newtonian part of stress tensor

Ts [-] elastic part of stress tensor

W [-] antisymmetric part

of velocity gradient

W [-] vector of conservative variables
a, b [-] parameters for cross model
p [Pa] pressure
t [s] time
t1, . . . , t6 [-] components of the stress tensor
u, v,w [m.s−1] velocity components
u [m.s−1] velocity vector
x, y, z [m] Cartesian coordinates
β [m.s−1] artificial compressibility coefficient
λ [s] parameter for cross model
λ1 [s] relaxation time
λ2 [s] retardation time
µ [Pa.s] dynamic viscosity
µe [Pa.s] viscoelastic dynamic viscosity
µs [Pa.s] Newtonian dynamic viscosity
µ0 [Pa.s] dynamic viscosity for cross-model
ρ [kg.m−3] density

Subscripts and Superscripts

0 reference value
c convective part
v viscous part
δ symbol for upper covective derivative

1. INTRODUCTION
Branching of pipes occurs in many technical or

biological applications. In biomedical applications,
it is the complex branching system of blood ves-
sels in human body. The blood can be character-
ized by shear-thinning viscoelastic property and the
blood flow can be described by generalized Oldroyd-
B model, see [1] and [2]. In prewious work we stud-
ied the numerical simulation of generalized New-
tonian and Oldroyd-B fluids flow in 2D branching
channel, [3], [4], [5]. In this article this problem will
be extended to the study of generalized Newtonian
and Oldroyd-B fluids flow in 3D branching channel
with T-junction.
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2. MATHEMATICAL MODEL
The governing system of equations is the system

of generalized Navier-Stokes equations, see [6]. This
system consists of the continuity equation

div u = 0 (1)

and the momentum equation

ρ
∂u
∂t

+ ρ(u.∇)u = −∇P + div T , (2)

where P is the pressure, ρ is the constant density, u
is the velocity vector. The symbol T represents the
general stress tensor

T =

 t1 t2 t3
t2 t4 t5
t3 t5 t6

 . (3)

In this work three different definitions of the
stress tensor are considered. For the viscous fluids
the Newtonian mathematical model is used, denote
T = Ts, (see e.g. [2], [7])

Ts = 2µsD, (4)

where µs is the dynamic Newtonian viscosity and
tensor D is the symmetric part of the velocity gradi-

ent, D = 1
2 (∇u + ∇uT ).

In the case of viscoelastic fluids, the simplest vis-
coelastic model (Maxwell model) can be used, de-
note T = Te,

Te + λ1

δTe

δt
= 2µeD, (5)

where λ1 is the relaxation time and µe is the vis-
coelastic dynamic viscosity. The symbol δ

δt repres-
ents the upper convected derivative, see eq.(9).

By combination of these two models (Newtonian
and Maxwell) the behaviour of mixture of viscous
and viscoelastic fluids can be described. This model
is called Oldroyd-B and it has the form

T + λ1

δT

δt
= 2µ

D + λ2

δD

δt

 , (6)

where symbols λ1 and λ2 are the relaxation and the
retardation time (with dimension of time).

The stress tensor T in the system of equations
(1) and (2) can be decomposed to the viscous Ts and

viscoelastic part Te. Both tensors are defined by cor-

responding rheological models, Newtonian (4) and
Maxwell (5)

Ts = 2µsD, Te + λ1

δTe

δt
= 2µeD, (7)

where

λ2

λ1
=

µs

µs + µe
, µ = µs + µe. (8)

The upper convected derivative δ
δt used in the

viscoelastic part of the stress tensor is defined by the
relation, for more details see [2], [8],

δTe

δt
=

∂Te

∂t
+(u.∇)Te−(WTe−TeW)−(DTe+TeD),

(9)

where D is symmetric part and W is antisymmetric

part of the velocity gradient, D = 1
2 (∇u + ∇uT ), W =

1
2 (∇u − ∇uT ).

For the numerical modelling of the generalized
Newtonian and Oldroyd-B fluids flow it is necessary
to generalize the mathematical models. In this case
the viscosity function is defined by cross model (for
more details see [9], [10])

µ(γ̇) = µs +
µ0 − µs

(1 + (λγ̇)b)a , (10)

γ̇ = 2

√
1
2

tr D2, (11)

with special parameters µ0 = 1.6 · 10−1Pa.s, µs =

3.6 · 10−3Pa.s, a = 1.23, b = 0.64, λ = 8.2s. For
Newtonian and Oldroyd-B flow, the viscosity is kept
constant and equal to µs.

Let’s summarize our system of equations. First,
continuity equation and momentum equation

div u = 0 (12)

and the momentum equation

ρ
∂u
∂t

+ ρ(u.∇)u = −∇P + 2µ(γ̇)div D + div Te (13)

and the equation for the viscoelastic stress tensor Te

∂Te

∂t
+ (u.∇)Te =

2µe

λ1
D −

1
λ1

Te +

+ (WTe − TeW) + (DTe + TeD). (14)

For types of fluids with following parameters are
tested in the considered domain

Newtonian µs(γ̇) = µs Te ≡ 0

generalized Newtonian µs(γ̇) Te ≡ 0

Oldroyd-B µs(γ̇) = µs Te

generalized Oldroyd-B µs(γ̇) Te

3. NUMERICAL SOLUTION
The mathematical models described above are

solved numericaly the artificial compressibility ap-
proach combined with the finite-volume discretiza-
tion. The artificial compressibility method [11], [3],
[12] is used to obtain equation for pressure. It means
that the continuity equation is completed by a pres-
sure time derivative term 1

β2
∂p
∂t , where β is positive

parameter, making the inviscid part of the system of
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equations hyperbolic

1
β2

∂p
∂t

+ div u = 0, (15)

the parameter β in this work is chosen equal to the
maximum inlet velocity. This value ensures good
convergence to steady state but is not large enough to
make the transient solution accurate in time. There-
fore it is suitable for steady flows only. The dis-
cretization is done by a cell-centered finite volume
method with hexahedral finite volumes. The system
including the modified continuity equation and the
momentum equations can be written in conservative
form

R̃βW t + Fc
x + Gc

y + Hc
z = Fv

x + Gv
y + Hv

z + S , (16)

R̃β = diag(
1
β2 , 1, . . . , 1),

where W is vector of unknowns, W =

(p, u, v,w, te1, . . . , te6), by superscripts c and v
the inviscid and the viscous fluxes are denoted. The
symbol S denotes the source term

W =



p
u
v
w
t1
...
t6


, Fc =



u
u2 + p

uv
uw
ute1
...

ute6


, (17)

Gc =



v
uv

v2 + p
vw
vte1
...

vte6


, Hc =



w
uw
vw

w2 + p
wte1
...

wte6


, (18)

Fv =



0
2µ(γ̇)ux

µ(γ̇)(uy + vx)
µ(γ̇)(uz + wx)

0
...
0


, Gv =



0
µ(γ̇)(uy + vx)

2µ(γ̇)vy
µ(γ̇)(vz + wy)

0
...
0


,

(19)

Hv =



0
µ(γ̇)(uz + wx)
µ(γ̇)(vz + wy)

2µ(γ̇)wz
0
...
0


, (20)

S =



0
(te1x + te2y + te3z)/ρ
(te2x + te4y + te5z)/ρ
(te3x + te5y + te6z)/ρ

2 µe
λ1

ux −
te1
λ1

+ 2uxte1+

+(uy + vx)te2 + (uz + wx)te3
µe
λ1

(uy + vx) − te2
λ1

+ uyte4+

+uzte5 + uyte1 + wyte3 + uxte2 + vyte2
µe
λ1

(uz + wx) − te3
λ1

+ uyte5

+ + uzte6 + uzte1 + vzte2 + uxte3 + wzte3
2 µe
λ1

vy −
te4
λ1

+

+(uy + vx)te2 + 2vyte4 + (vz + wy)te5
µe
λ1

(vz + wy) − te5
λ1

+ vxte3+

+vzte6 + uzte2 + vzte4 + vyte5 + wzte5
2 µe
λ1

wz −
te6
λ1

+

+(uz + wx)te3 + (vz + wy)te5 + 2wzte6



,

(21)

where symbols t1, . . . , t6 denote the coefficients of the
symmetric stress tensor Te.

Eq. (16) is discretized in space by the finite
volume method and the arising system of ODEs is
integrated in time by the explicit multistage Runge–
Kutta scheme ([3], [4], [13], [14]).

The flow is modelled in a bounded computa-
tional domain where a boundary is divided into three
mutually disjoint parts: a solid wall, an outlet and
an inlet. At the inlet Dirichlet boundary condition
for velocity vector and for the stress tensor is used
and for the pressure homogeneous Neumann bound-
ary condition is used. At the outlet parts the pressure
value is prescribed and for the velocity vector and the
stress tensor homogeneous Neumann boundary con-
dition is used. The no-slip boundary condition for the
velocity vector is used on the wall. For the pressure
and stress tensor homogeneous Neumann boundary
condition is considered.

4. NUMERICAL RESULTS
This section deals with the comparison of the nu-

merical results of generalized Newtonian and gen-
eralized Oldroyd-B fluids flow. Numerical tests are
performed in an idealized branched channel with the
square cross-section. Fig. 1 shows the shape of the
tested domain. The computational domain is discret-
ized using a structured, wall fitted mesh with hexa-
hedral cells. The domain is divided to 4 blocks with
153 000 cells.

As initial condition the following model para-
meters are used: L0 = 0.0031 m, µe =

0.0004Pa.s, µs = 0.0036Pa.s, λ1 = 0.06s, U0 =

0.0615 m.s−1, ρ = 1050kg.m−3.
At the inlet the Dirichlet boundary conditions for

velocity are used, the parabolic profile with max-
imum velocity value U0. At the outlet the con-
stant pressure values are prescribed (0.0005 Pa (main
channel) and 0.00025 Pa (branch)). In Fig. 2 the
axial velocity profile for tested types of fluids close
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Figure 1. Structure of the tested domain.

Figure 2. Axial velocity profile of tested fluids.

Figure 3. Velocity isolines of steady flows for New-
tonian fluids.

Figure 4. Velocity isolines of steady flows for gen-
eralized Newtonian fluids.

to the branching is shown. The lines for Newtonian
and Oldroyd-B fluids are similar to the parabolic line,
as was assumed. From this velocity profile is clear
that the shear thinning fluids attain lower maximum
velocity in the central part of the channel (close to
the axis of symmetry) which is compensated by the
increase of local velocity in the boundary layer close
to the wall.

In Figs. 3, 4, 5 and 6 the velocity isolines and the
cuts through the main channel and the small branch
are shown.

Figure 5. Velocity isolines of steady flows for
Oldroyd-B fluids.

Figure 6. Velocity isolines of steady flows for gen-
eralized Oldroyd-B fluids.

The axial velocity isolines in the center-plane
area for Newtonian and generalized Newtonian flu-
ids are shown in the Figs. 7 and 8. For Oldroyd-B
and generalized Oldroyd-B fluids these are shown in
the Figs. 9 and 10.

It can be observed from these that the size of sep-
aration region for generalized Newtonian and gener-
alized Oldroyd-B fluids is smaller than for Newto-
nian and Oldroyd-B fluids, see in detail Figs. 11 -
14.

5. CONCLUSION
In this paper a finite volume solver for incom-

pressible laminar viscous and viscoelastic flows in
the branching channel with T-junction and circle
cross section was described. Newtonian and
Oldroyd-B fluids models were generalized by the
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Figure 7. Axial velocity isolines in the center-
plane area for Newtonian fluids.

Figure 8. Axial velocity isolines in the center-
plane area for generalized Newtonian fluids.

Figure 9. Axial velocity isolines in the center-
plane area for Oldroyd-B fluids.

Figure 10. Axial velocity isolines in the center-
plane area for generalized Oldroyd-B fluids.

cross model for numerical solution of generalized
Newtonian and Oldroyd-B fluids flow. The expli-
cit Runge-Kutta method was considered for time in-
tegrating. The numerical results obtained by this
method were presented.

Numerical results were compared. It has been
shown that in this type of the channel the numerical
results for Newtonian and Oldroyd-B fluids are sim-
ilar. From the presented velocity profile is clear that

Figure 11. Axial velocity isolines in the center-
plane area in the separation region for Newtonian
fluids.

Figure 12. Axial velocity isolines in the center-
plane area in the separation region for generalized
Newtonian fluids.

Figure 13. Axial velocity isolines in the center-
plane area in the separation region for Oldroyd-B
fluids.

the shear thinning fluids (generalized Newtonian and
Oldroyd-B fluids) attain lower maximum velocity in
the central part of the channel (close to the axis of
symmetry) which is compensated by the increase of
local velocity in the boundary layer close to the wall.

The future work will be occupy with the numer-
ical simulation of viscous and viscoelastic fluids flow
in the branching channel with circle cross-section

CMFF15-081 375



Figure 14. Axial velocity isolines in the center-
plane area in the separation region for generalized
Oldroyd-B fluids.

and with the comparison numerical results of both
type of channels.
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ABSTRACT 

The aim of the presented research is the 

examination of nature-inspired flexible and 

internally structured foils by conducting practical 

and numerical experiments. By imitating natural 

methods of propulsion and by studying mechanical 

systems from fishes (fin rays), the so called fin-ray-

effect is used to create an auto-adaptive foil. 

Depending on the inner structure for a given 

symmetrical profile (NACA0016), the resulting 

outline of the flow adaptive profile is detected and 

compared by means of numerical simulation 

covering the strongly coupled fluid-structure-

interaction. By varying the mean stream velocity 

and angle of attack, several configurations are 

examined. The numerical simulations are capable of 

reproducing the main effects of the fin-ray system 

and reveal some general rules of concept when 

equipping flexible sheets in a foil-like manner with 

structural elements to create a suction-/pressure-side 

interaction. Future work needs to focus on the 

mechanical system used to approximate the 

prototype, as well as the three-dimensional 

behaviour of the foil. 

Keywords: adaptive flexible foils, CFD, FEM, 

FSI, fin ray  

NOMENCLATURE  

U [m]  deformation 

E [Pa] modulus of elasticity 

F [N]  force 

OpenCV [-] free library for “Computer Vision” 

 

c [-]  chord length 

c* [-]  flexible length 

d [m]  diameter of pipe DN400 

v [m/s] absolute velocity vector 

y
+
 [-]  dimensionless wall distance 

𝜈 [-]   Poisson's ratio 

𝜌 [kg/m³] density 

𝜔 [-]    relaxation factor 

 

Subscripts and Superscripts 

I-IV marker positions 

inlet  at the inlet of the test section 

PS, SS  pressure side, suction side 

f   fluid domain 

s   solid domain 

x, y, z axial (along the water tunnel axis), 

transversal, spanwise (coordinate) 

^ chordwise averaged 

− temporal mean 

* flexible section 

1 INTRODUCTION 

Living nature inspires scientists, engineers and 

developers to create new types of products and 

processes. There are two separate bionic approaches 

either aiming at a functional design by reproducing 

certain aspects of the system, which are being 

analysed starting with an application (e.g. shape, 

material, structure, drag, efficiency) – or at an 

aesthetic design-proposal (e.g. shapes that appear 

smart, act in analogy to man crafted solutions or 

create certain reactions to a customer) [1], [2]. We 

will focus on the first principle. The task of bionics 

is therefore to transfer the biological methods into 

engineering designs and to develop new 

technologies.  

Since controlling the flow around a body or 

locomotion against resistance depends on very 

complex interactions (e.g. turbulence, friction, 

temperature or overall size) and is one of the main 

tasks in e.g. aviation, pumping, fluidic 

transportation - reducing the amount of energy 

needed for propulsion with the best system 

available creates the need to develop advanced 
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techniques to meet every aspect of the task – this is 

where the wide variety of locomotory solutions of 

ray-finned fishes provide the best answers nature 

can give and therefore it has been the subject of 

recent research. Especially ray-finned fishes are of 

interest when searching for solutions, since they 

represent more than half of all vertebrates [3]. 

Actinopterygii or „ray-finned“ fishes are a very 

successful class of “bony fish” (Osteichthyes) – the 

body shapes, materials and skeleton structures have 

been under evolutionary pressure and developed 

advanced techniques for swimming, feeding and 

manoeuvring as a result of nearly 500 million years 

of evolutionary changes [4]. Most of the fins consist 

out of segmented bony elements (rays) connected 

by a collagenous and flexible membrane, which 

create a balanced system of stiffness and flexibility 

in order to facilitate the fish to establish a fluid-

structure-interaction in its aquatic environment. The 

mechanical system equips the fish to shape the 

curvature of every single ray resulting in a complex 

shape of the fins [5]. 

 

Figure 1. A mechanical system for the link chain 

in fin rays as proposed by Videler and Geerlink, 

original illustration from [6] (top), non-orthodox 

behaviour with tip deformation U against 

direction of impact F (bottom). 

When analysing the mechanical system and 

keeping in mind to develop a flexible foil one can 

conclude: a) at least one fin ray is needed, b) every 

fin ray is made out of the same components and c) 

ideally the ray is under tension. The latter is due to 

the fact that it is easier to shape a body to withstand 

tension rather than compression since compression 

can always lead to buckling which needs a lot more 

material/energy to be damped and will therefore be 

avoided. 

2 EXPERIMENTAL SETUP 

2.1 Test Section 

The experiments were carried out at the 

“Collaborative Test Centre 1029” at the Institute of 

Fluid Dynamics and Technical Acoustics (ISTA). 

The rectangular testing chamber section is 0,063 m² 

(0.3 x 0.21 m, length 0.55 m), with velocities 

ranging from 2 to 6 m/s at atmospheric pressure. 

The foil is mounted on both sides at the vertical 

walls and fixed by groove and tongue on a stainless 

shaft (x/c=0.1), with a radial bearing on one side 

and a guided pin at the opposite. An external fixed 

clamp is used to prevent the shaft from rotating 

freely; the angle of the foil is adjustable from 

outside the chamber (+/-0.1°). The gap between the 

mounted foil and the vertical wall is about 2mm. 

Three sides of the chamber are visually accessible 

for LDA and PIV measurements. 

 

Figure 2. Test chamber with flexible foil 

mounted on a fixed shaft (x/c=0.1) allowing 

rotation +/-20° AoA and visual accessibility 

2.2 Shape, Material and Mechanical 
Interior of the Foil 

The undeformed shape has a symmetrical 

section (NACA0016, chord c =0.3 m, span b 

=0.21 m), with three positions (I-III) to set the turn-

buckles representing the fin rays, as shown in 

Figure 3. The foil is composed of polycarbonate 

(PC) sheet material (thickness 3 mm (FoilA) and 

2 mm (FoilB-I)) for the top and bottom side and 

several CNC- machined parts for the nose-segment. 

Angled cuts in the nose segment and pre-bended 

polycarbonate sheets create a very strong bond to 

prevent the foil from tearing when being deformed. 

The whole system is glued together, rough surfaces 

are smoothed out. For the tip-section FORMEROL 

F.10 was used in order to close the shape up to a 

sharp trailing edge. This silicone elastomer shows 

excellent bonding to polycarbonate and can be 

moulded easily. 
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Figure 3. Markers and dimensions of the flexible foil with fixed nose segment and evenly spaced fin ray 

positions I-III (∆I,II,III=0,2∙c*) along the chord length c* (top); Variations A-I of the mechanical 

components forming the fin rays (bottom)

The fin rays are represented by adjustable 

turnbuckles which are held in place by a steel shaft 

(diameter 1.4 mm) which in turn is held by 8 eye-

bolts per ray, threaded and glued into the sheet 

material before bending the sheets to shape. The 

mounting is needed for tilting the rays against the 

surfaces when being in “deformed configuration”, 

see Figure 1 (top). The final symmetrical foil shape 

was established by adjusting each turn-buckle and is 

secured by counter nuts at each turn-buckle. For this 

study the rays are evenly spaced along the flexible 

section in the available void between the upper and 

lower part, starting at 0.066∙c, due to the fixed nose 

segment with sufficient wall thickness for gluing 

and enough space in-between the sheets at the tip 

region to place the third ray-section. Since there 

needed to be at least 3 ray positions to test several 

setups, the spacing between the rays was chosen to 

be 0.2∙c*. Since the polycarbonate sheets did not 

meet in a sharp trailing edge, the flexible section 

was set to c*=0.286 m starting at x/c=0. 

The modulus of elasticity E for the 

polycarbonate sheets was validated against 

cantilever beam experiments (see Figure 6) and 

static load test (see Figure 7) and was found to 

show good agreements between numerical and 

tested setup for a value of 2.1 GPa. 

2.3 Deformation Detection 

The deformation of the foil is measured 

photometrically by taking a series of high definition 

pictures (resolution: 4200 x 2000 px) and by 

tracking the marker positions I-III along the 

pressure-/suction side of the foil, as shown in  

Figure 3. The tracking uses a modified Hough 

transform for grayscale images (“HoughCircles” 

method) from [7], which is part of the OpenCV-

Library (Open Source Computer Vision) - wrapped 

for the programming language Processing 2.0 in 

version “OpenCV for Processing 0.4.5” [8], [9]. 

Depending on the camera position and focus, 

the average resolution calculates to 18,1 px/mm. 

The real picture for detecting is not only grayscale, 

but shows very bright, coloured markers to separate 

the detected points at each side of the foil, see 

Figure 5. Every picture is converted to the HSV-

colour space (hue, saturation, value) and 

decomposed into different grayscale-pictures by 

selecting the appropriate hue values for the markers 

(e.g. for very strong red and green). 

Due to small perturbations in the flow the foil is 

heaving slightly and a series of pictures (duration 

10 s, 3 pictures per second) is recorded, resulting in 

a median value for the displacement U for the 

different markers at each position.  
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Figure 4. Beam test setup, polycarbonate sheet 

298x4x40 mm (top)- Static load test setup, Foil B, 

AoA 10° (bottom) 

 

Figure 5. Example of detected points along 

pressure- and suction side, the lines indicate the 

shape of the foil as detected on the gray-scale 

image, FoilB, AoA 10° 

 

Figure 6. Comparison between the numerical 

and the experimental beam case for 

displacement; with varying modi for 

polycarbonate 

 

Figure 7. Comparison of static load test; FoilB; 

only marker positions for upper side are shown 

 

The deformation detection is calibrated for 

every camera setup by measuring the well-known 

sheet thickness, resulting in a conversion factor for 

every setup. The conversion factor is used to 

transform the pixel information into the reported 

deformation values (Figure 6,Figure 7 and Figure 

11). 

3 NUMERICAL SETUP 

The fluid-structure interaction is simulated 

using the system-coupling capability of the 

commercial software system ANSYS Workbench 

(R15.0) by transferring the interface quantities 

(forces/pressure p(x,y,z) and deformation U(x,y,z)) 

between the CFD solver (ANSYS CFX) and the 

FEM solver (ANSYS) in a fully coupled, portioned 

manner [10]. Testing the setup from [10]–[12] 

proved the capability of the chosen software 

package to be capable of solving the benchmark 

case of Turek and Hron. The interface consists of 

the wetted area of the foil (upper and lower side) 

neglecting the inner part. Since both domains show 

a strong interaction, a 2-way-FSI setup is used to 

determine the transient effects. A brief overview of 

the models and settings is given below.    
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Figure 8. numerical fluid domain with block structured hexahedral mesh, ~730.000 nodes 

3.1 Fluid Model 

The fluid domain is simulated by assuming a 

incompressible flow of a Newtonian fluid (Water 

20°C ). The k-𝜔 SST turbulence model is used, as it 

is capable of accurately capturing transitional 

effects and separation-induced transition when 

coupled with the 𝛾-𝑅𝑒𝜃transition model, see [13]–

[15]. After a smooth start-up period (3s) up to the 

maximum inlet velocity, the transient simulations 

have a total simulation time of T=5s with a fixed 

timestep (∆tf=10−2s), resulting in a steady solution 

for every tested configuration at the end of each 

calculation. The convergence is set to be fulfilled 

when reaching 𝜀 = 10−5 for mass and momentum. 

The start-up procedure has shown to be the best 

approach for creating a system with very large 

deflections and very thin structural parts. 

In a very similar test scenario (section of 

chamber, Re-number, symmetrical NACA foil [15], 

[16]) it was found that 80-90% of the flow can be 

considered to be 2D flow, therefore a 2D-model 

with approximately 730.000 computational nodes is 

used, see 8. The overall node amount and their 

distribution along the foil were found as the result 

of a mesh sensitivity study. The computational 

domain is extended by 5*d (diameter of circular 

section, d = 400 mm) for the up- and downstream 

direction, starting after the diffusor/nozzle, to match 

the inflow and outflow boundary conditions. It must 

be noted, that applying a 2D simplification in this 

case is not taking into account the 

diverging/converging sections behind the 

diffusor/nozzle. Applying the pressure/free-stream 

area-corrected dimensions to the up- and 

downstream region (d2D/corrected = 598 mm) showed 

no significant change in the pressure distribution 

around the foil. 

3.2 Solid Model 

The solid model consists out of hexahedral 

volume elements (20node 3D quadratic, SOLID186, 

mechanical properties in  Table 1) for the flexible 

foil, and 1D beam elements for the rays (relevant 

properties in Table 2), defined by pointwise 

connected points at the upper and lower part of the 

foil (d= 5 ∗ 10−4m). The structural mechanics are 

solved at the beginning of every timestep 

(∆ts=10−2s) and iterate until structural convergence 

is achieved (relative force and momentum 

convergence 10−2). 

3.3 Mesh deformation and Coupling 

Mesh quality is maintained during the 

simulation-runs by applying an additional variable 

to solve for a diffusive transport equation to 

calculate the ratio at which the mesh is allowed to 

translate in relation to the distance to the foil. 

Therefore the mesh around the foil remains almost 

the same for all configurations when being 

deformed and it showed excellent performance 

regarding to skewness, min.angle and orthogonality. 

Constant under-relaxation 𝜔𝑟𝑒𝑙𝑎𝑥 = 0.25 for 

the deformation and no relaxation for the loads are 

considered. The y-direction of both the transferred 

displacement and forces is set to meet a 

convergence criterion of 10−4 at the interface. The 

remaining interface values are set to 10−2 for the 

L2-norm of the load-vector [17]. 

Table 1. Mechanical properties of foil 

(polycarbonate) and tip-section (Formerol F10) 

 E  

[MPa] 
𝜌 

 [kg/m
3
] 

𝜈 
[-] 

polycarbonate 2100 1200 0.49 

Formerol F10 5.59 1380 0.49 

Table 2. Mechanical and geometrical properties 

of beam elements 

properties value 

E [GPa] 210 

𝜌  [kg/m
3
] 7850 

𝜈[-] 0.49 

r [mm] 0.25 
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Figure 9. Qualitative comparison between experiment and numerical results, superimposed pictures of 

deformed foil from experiment and contour from FSI simulations, Foil B AoA 6° 

 

Figure 10. deformed contours for variations on the internal structures, FoilA-I, AoA 6°, 𝒖𝒙̅̅ ̅ ≅ 𝟐 𝒎
𝒔⁄  
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Figure 11. Quantitative comparison between experiment and numerical results for FoilB, displacement U 

at markers for ranging inlet velocities 𝒖𝒙̅̅ ̅ at different AoA (6°,8°,10°), upper side (circles with black 

border) and down side shown for markers I-IV 

4 RESULTS AND COMPARISSON 

For the sake of simplicity only FoilB will be 

compared in detail since it has been found to 

represent the fin-ray effect as expected. As can be 

seen in Figure 9 the general behaviour of the fin-

ray-system can be modelled as mentioned above. 

The deformations regarding FoilA, which has the 

same internal structures as FoilB, show the same 

relative movement between the markers, as well as 

the shape of the deflected foil, but with much less 

deformation (<0.5cm) and will not be discussed 

therefore. When changing the sheet thickness from 

3mm (FoilA) to 2mm (FoilB) the relative 

deformations at the marker-positions increase 

severely, even for small AoA at moderate inflow 

velocities, e.g. for 2° AoA (see Figure 11).  

Despite the fact that the quantitative 

comparison reveals a large mismatch, the foil shows 

the supposed s-shaped contour (see Figure 1,bottom 

) when being deformed, both in the numerical and 

the experimental setup. The tip-section (marker IV) 

shows lower displacement values over the whole 

measuring range compared to ray-position III, 

resulting in the convex/concave curvature.  

There is a clear difference between the 

displacement for pressure- and suction side at a 

certain marker position (Figure 11,marker III). The 

relative displacement between the markers shows 

the asymmetric behaviour for pressure- and suction 

side of the flexible foil. Especially for higher AoA 

the angular displacement or inclination of the rays 

against the centre plane of the undeformed foil is 

apparently visible. For the same foil setup this 

behaviour is less visible regarding the numerical 

results, where no significant relative displacement 

can be found when comparing the pressure- and 

suction-side for FoilB.  

Changing the internal rays results in a 

differently shaped contour for the same flow 

conditions (FoilB-I, Figure 10). Regarding the ray 

position I there is no evidence that changes at this 

position causes major changes in the behaviour of 

the foil (FoilB, FoilC). At this position and for the 

given modulus the influence of the fixation remains 

dominant. When comparing changes at ray position 

II (FoilD, FoilH), a lower curvature for both the 

pressure- and the suction side of the foil is visible, 

as well as bulging due to the absent of the ray. The 

same is even more striking when changing the 

fixation at ray position III (FoilE, FoilI), where a 

very strong bulging changes the curvature 

especially for the suction-side.  

Exceedingly strong is the influence of bulging 

at position III if the fixation at position I is free at 

the same time. This combination results in a strong 

thinning out (FoilE). Compared to the situation 

when solely removing position III (FoilI), the 

curvature at the downside is equally strong 

influenced, but less thinning out occurs since the 

additional stabilisation at positions I yields 

additional spacing to the overall trend in curvature 

at the downside.  

It is assumed that the angular fixation at the tip-

region contributes to the change in curvature as 
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well, especially to the curvature trend at the section 

between ray position III and the tip, but was not 

designed to be modifiable in the tested prototype. 

Experiments with a similar foil setup showed major 

influence at position III, when applying a joint at 

the tip region instead of an angular fixation. 

The numerical simulations show the main 

features regarding displacement and change in 

displacement when changing the inflow conditions 

or AoA. Future studies will focus on comparing the 

numerical simulations in greater detail. 

5 SUMMARY 

The proposed mechanical system is capable of 

reproducing the fin-ray-effect and was tested for 

varying AoA and inflow velocities. The suggested 

prototype showed differences in curvature and 

displacement when changing the internal topology 

of the fin rays.  

For the same setup numerical experiments were 

carried out in order to validate the numerical 

procedure. It has been found that the numerical 

setup is capable of reproducing major trends of the 

interaction between the proposed system and the 

surrounding flow field, but reveals differences when 

being checked against local deformations.  
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1 Corresponding Author. Department of Technical Mathematics, Faculty of Mechanical Engineering, Czech Technical University in Prague.
Tel.: +4202 2435 7413, Fax: +4202 2435 7413, E-mail: petr.svacek@fs.cvut.cz

ABSTRACT
This paper is interested in numerical simulations

of the interaction of the fluid flow with an airfoil. Par-
ticularly, the problem of the turbulent flow around
a flexibly supported airfoil. The paper consider the
laminar - turbulence transition of the flow on the air-
foil surface. The transitional model is based on the
two equation k−ω turbulence model, where the addi-
tional two equations for the intermittency and trans-
itional onset Reynolds number are included. The mo-
tion of the computational domain is treated with the
aid of the arbitrary Lagrangian-Eulerian method. The
attention is paid mainly to the numerical approxima-
tion of the complex nonlinear coupled problem. The
numerical results are shown.

Keywords: aeroelasticity, finite element method,
2D RANS equations, sudden gust

NOMENCLATURE

α airfoil torsion
EA elastic axis of the airfoil
h [m] airfoil bending
Iα [kg m2] inertia moment of the airfoil
k [m2s−2] turbulent kinetic energy
kh [N/m] bending stiffness
kα [N m ] torsion stiffness
L(t) [N] aerodynamical lift force
m [kg] mass of the airfoil,
M(t) [Nm] aerodynamical torsional moment
ν [m2s] fluid kinematic viscosity
νT [m2s] turbulent kinematic viscosity
p [Pa] mean pressure
ρ [kgm−3] fluid density
Re

θt momentum thickness Reynolds number
S α [kg m] static moment of the airfoil
S i j components of S(u) = 1

2 (∇u + (∇u)T )
u [m/s] mean flow velocity u = (u1, u2)
ω [s−1] turbulent specific dissipation rate
γ intermittency coefficient

1. INTRODUCTION
The fluid-structure interaction (FSI) problems

are important in various technical problems in civil,
aerospace and mechanical engineering (see e.g. [1],
[2]) but also e.g. in biomechanics (see e.g. [3]). Re-
cently, the development of the numerical methods in
a combination with the fast progress of computers
allows to numerically simulate much more complex
phenomenas of fluid flows as turbulence and struc-
ture deformation, where the material and geometrical
nonlinearities can be taken into account.

In this paper we focus on the numerical sim-
ulation of the mutual interactions of the turbulent
flow with vibrating airfoils. The large vibration amp-
litudes and the nonlinear forces are taken into ac-
count. The similar problems were also considered
in the previous papers, the paper [4] dealt with
the numerical simulation of the interaction of two-
dimensional (2D) incompressible viscous flow with
the airfoil, whose motion is described by three de-
grees of freedom (3-DOF). The further extension
was published in [5], where the finite element (FE)
solution of the Reynolds averaged Navier-Stokes
(RANS) equations combined with Spalart-Allmaras
or k-ω turbulence models was used for the approx-
imation of the turbulent flow. The flow model was
coupled with a system of nonlinear equations of mo-
tion of the airfoil.

The flow was also modeled by the RANS equa-
tions combined with the k−ω turbulence model in the
paper [6], where the developed in-house FE code was
applied to the numerical simulation of the aeroelastic
interaction of flexibly supported 2-DOF airfoil with
the 2D incompressible viscous turbulent flow subjec-
ted to a sudden gust. The developed method was suc-
cessfully tested comparing the results with the study
published in [7], [8], where the airfoil response to
the gust was computed by a commercial CFD pro-
gram code. The same FSI problem was studied in
[9], where the aeroelastic response of the airfoil to
the gust computed for the turbulent airflow was com-
pared with the solution considering the laminar flow.

P. Svácek, "Finite element method application for turbulent and transitional flows" 385



In this case, the appearance of the flow separation on
the upper surface of the profile can significantly in-
fluence the aeroelastic response. The application of
the turbulent model on the other hand consider the
boundary layer to be turbulent on the whole surface
of the airfoil. In reality the transition from laminar to
turbulent flow exists on the surface of the airfoil.

There are several transition models being used
for approximation of the transitional flow, see, e.g.,
[10], [11], [12] or [13]. One of the most popular
approaches is the use of the equation for the inter-
mittency coefficient, cf. [14]. In this case, the em-
pirical correlations needs to be applied, where some
non-local operations needs to be used (e.g. determin-
ation of the boundary layer thickness). Such opera-
tions are not well suited for the use on non-structured
grids. In order to get rid of these non-local opera-
tions, the intermittency equation can be coupled to
the additional modelled variable, the modelled trans-
itional onset momentum-thickness Reynolds num-
ber, see [15], [16]. The empirical correlations for the
onset criteria can be than related to this new local
variable.

In the present paper this model is described and
applied for numerical simulation of 2D viscous in-
compressible flow past a moving airfoil. The struc-
ture of the paper is as follows, first the mathematical
model of the considered problem is described. Fur-
ther, its numerical approximation is explained and
the numerical results are presented.

2. MATHEMATICAL DESCRIPTION

Γ
O

Γ
D

Γ
Wt

Ω
t

Figure 1. Sketch of the computational domain Ωt and
the parts of the boundary ∂Ωt.

2.1. Mathematical model

The mathematical formulation of the problem
consists of the flow model, the structure model
and the interface conditions. We consider the two-
dimensional time dependent computational domain
Ωt ⊂ R

2 with the Lipschitz continuous boundary
∂Ωt, see Figure 1. The fluid motion in the domain
Ωt is modelled using the Reynolds averaged Navier-

Stokes system of equations in Ωt

∂ui

∂t
+

∂

∂x j
(uiu j − 2νeff

S i j) +
∂p
∂xi

= 0,

(1)
∇ · u = 0,

where u = (u1, u2) is the mean part of the fluid ve-
locity vector, S i j = 1

2 ( ∂ui
∂x j

+
∂u j

∂xi
) are the compon-

ents of S = S(u) the symmetric part of the gradient
of u, p is the mean part of the kinematic pressure
(i.e., the pressure divided by the constant fluid dens-
ity ρ), ν

eff
= ν + νT , ν is the kinematic viscosity of

the fluid (i.e. the viscosity divided by the density ρ),
νT is a turbulent viscosity (obtained by an additional
model), see e.g. [17], [18].

The system (1) is equipped with boundary condi-
tions prescribed on the mutually disjoint parts of the
boundary ∂Ω = ΓD ∪ ΓO ∪ ΓWt:

a) u = uD on ΓD,

b) u = wD on ΓWt, (2)
c) −2νeff

S(u)n + pn = 0 on ΓO,

where wD is the velocity of the boundary ΓWt. For
the sake of simplicity, let us set pref = 0. Further,
the system (1) is equipped with an initial condition
u(x, 0) = u0(x) for x ∈ Ω0.

2.2. SST turbulence model

In order to enclose the system (1) the turbulent
viscosity is modelled with the aid of SST k − ω tur-
bulence model, see [19]. In order to predict the trans-
ition the γ − Re

θt model is used, see [15]. The SST
turbulence model is a modification of the k − ω tur-
bulence model for which the turbulent viscosity is
given by νT = k

ω
Here, the turbulent kinetic energy

k = k(x, t) and the turbulent specific dissipation rate
ω = ω(x, t) are modelled by

∂k
∂t

+ u · ∇k = γeff
Pk − β

∗ωkγeff
+ ∇ · (εk∇k),

(3)
∂ω

∂t
+ u · ∇ω = Pω − βω

2 + ∇ · (εω∇ω) + CD,

where the production and the destruction terms
are modified due in the first equation using the
effective intermittency coefficient γeff

and γ
eff

=

max(min(γeff
, 1), 0.1). Further, the viscosity coeffi-

cients are given by εk = ν+σkνT and εω = ν+σωνT
and the source terms Pk and CD are defined by

Pk = νT S(u) : S(u), CD =
σD

ω
(∇k · ∇ω)+,

and Pω =
αωω

k Pk. The closure coefficients β, β∗, σk,
σω, αω, σD are chosen, by [19]. See also [20] or [17].

The SST k−ωmodel is equipped with the bound-

CMFF15-083 386



ary conditions

a) k = k∞, ω = ω∞ on ΓD,

b) k = 0, ω = ωwall on ΓWt, (4)

c)
∂k
∂n

= 0,
∂ω

∂n
= 0, on ΓO.

h

U

EAα

M(t) L(t)

Figure 2. The flexibly supported airfoil model.

2.3. Transition model

The transition from laminar to turbulence re-
gimes is modelled with the aid of the Menter’s γ−Re

θt

model, see [15], where the equation for the intermit-
tency coefficient γ is written in the ALE form as

∂γ

∂t
+ u · ∇γ = Pγ − Eγ + ∇ · ((ν +

νT

σ f
)∇γ), (5)

where Pγ = P
γ,1 − ce1γP

γ,1 and Eγ = ce2γE
γ,1 −

E
γ,1 are the transition source and destruction terms

with P
γ,1 = Flength ca1S

√
γFonset , E

γ,1 = ca2ΩγFturb .
Here, S and Ω are the strain rate and vorti-
city magnitudes and the transition onset is mod-
elled by Fonset = (Fonset2 − Fonset3 )+, where Fonset2 =

min
(
max

(
Fonset1 , F

4
onset1

)
, 2

)
, Fonset1 =

ReV
2.193Re

θc
, ReV =

y2S
ν
, Fonset3 = max

(
1 −

(
RT
2.5

)3
, 0

)
, RT = k

νω
, Fturb =

e−(RT /4)4
, where y denotes the wall distance, and Re

θt

is the transition Reynolds number. The following
constants for the intermittency equation were used
ce1 = 1, ca1 = 2, ce2 = 50, ca2 = 0.06, σ f = 1.
Further, Re

θc is the critical Reynolds number given by
an empirical correlation, and another empirical cor-
relation is used for the function Flength , which controls
the length of the transition region. The correlations
are based on newly defined transported unknown Re

θt

governed by the ALE form of the equation

∂Re
θt

∂t
+ u · ∇Re

θt = P
θt + ∇ · (σ

θtνeff
∇Re

θt ), (6)

where the source term P
θt is given by

P
θt = c

θt

ρ

t∞

(
Re

θt − Re
θt

)
(1 − F

θt ),

c
θt = 0.03, σ

θt = 2, t∞ = 500ν/U2 is the time scale,
U is the local magnitude of the velocity U = ‖u‖2
and the blending function F

θt is defined as

F
θt = min

(
1,max

(
Fwake e

−(y/δ)4
, 1 −

(
γ − 1/ce2

1 − 1/ce2

)))
,

δ =
375Ωy

U
θ, θ =

Re
θtν

U
, Fwake = e−(Reω/105)2

,

and Reω =
ωy2

ν
. The source term P

θt on the right
hand side of equation (6) includes also the Reynolds
number Re

θt given by an empirical correlations.
The transition model (5) and (6) is equipped with

the boundary conditions

a) γ = 1, Re
θt = Re

θt∞ on ΓD,

b)
∂γ

∂n
= 0,

∂Re
θt

∂n
= 0 on ΓWt,

c)
∂γ

∂n
= 0,

∂Re
θt

∂n
= 0 on ΓO.

Empirical correlations. In order to enclose the
model, the empirical correlations published in [21]
are used. First, the length of the transition is con-
trolled by Flength = Flength (Re

θt ). Further, the trans-
itional onset momentum thickness Reynolds number
Re

θt is correlated to pressure gradient λθ and to tur-
bulence intensity Tu. Further, the correlation for Re

θt

and for the critical Reynolds number are specified,
cf. [21] or [12].

2.4. ALE formulation

In order to practically treat the motion of the do-
main Ωt, the Arbitrary Lagrangian-Eulerian (ALE)
method is used, see [22]. The ALE mapping A :
Ω

re f

0 7→ Ωt, A = A(ξ, t) = At(ξ) defined for all
t ∈ (0,T ) and ξ ∈ Ω

re f

0 = Ω0 is assumed to be smooth
and to have smooth bounded Jacobian J(x, t) Fur-
thermore, by DA/Dt the ALE derivative is denoted
(i.e. the derivative with respect to the reference con-
figuration) and wD denotes the domain velocity. The
ALE derivative is then related to the time derivative
by (see also [23], [22])

DA f
Dt

(x, t) =
∂ f
∂t

(x, t) + wD(x, t) · ∇ f (x, t), (7)

where wD denotes the ALE domain velocity defined
by

wD(x, t) =
∂A(ξ, t)
∂t

, x = A(ξ, t). (8)

In order to approximate the equations on time de-
pendent domains, the time derivative in equations
(1), (3), (5) and (6) are replaced by the ALE time
derivative using the formula (7), which also modifies
the convection term. In the practical computation this
is not complicated and thus, for the sake of brevity,
we do not focus on the ALE formulations.
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2.5. Structure model
The flow model is coupled with the structure

model representing the flexibly supported airfoil (see
Figure 2). The airfoil can be vertically displaced by h
(downwards positive) and rotated by angle α (clock-
wise positive). The nonlinear equations of motion
then read (see [23])

mḧ + S α α̈ cosα − S αα̇
2 sinα + khh = −L(t), (9)

S αḧ cosα + Iαα̈ + kαα = M(t).

where m is the mass of the airfoil, S α is the static mo-
ment around the elastic axis (EA), and Iα is the inertia
moment around EA. The parameters kh and kα denote
the stiffness coefficients. On the right-hand side the
aerodynamical lift force L(t) and aerodynamical tor-
sional moment M(t) are involved, which satisfy

L = −l
∫

ΓWt

σ2 jn j dS ,

(10)
M = l

∫
ΓWt

σi jn jrort
i dS ,

where

σi j = ρ
[
−pδi j + 2νS i j

]
, (11)

where rort
1 = −(x2−xEA

2 ), rort
2 = x1−xEA

1 and l denotes
the depth of the airfoil section, xEAe = (xEA

1 , xEA
2 ) is

the position of EA of the airfoil at the time instant t,
see Figure 2.

3. NUMERICAL APPROXIMATION
In this section, the approximation of the presen-

ted mathematical model, consisting of the Reyn-
olds averaged Navier-Stokes equations, the modified
k-ω turbulence model and the γ − Re

θt turbulence
model, is presented. First, the time discretization
is described based on the backward difference for-
mula. Further, the finite element method is used for
the approximation of the ALE conservative formula-
tion of the RANS equations and stabilized using the
SUPG/PSPG method together with the div-div sta-
bilization, see [23]. Further, the four equations of
the transition model are discretized in time, linear-
ized and stabilized using the SUPG method. Let us
moreover mention, that in the computations for the
k − ω equations the crosswind diffusion is also ap-
plied, see [5]. For the sake of brevity it is omitted
here, see also [24].

3.1. Time discretization
We consider the equidistant partition t j = j∆t of

the time interval I with a time step ∆t > 0, and de-
note the approximations u j ≈ u(·, t j), p j ≈ p(·, t j)
and similarly k j = k(·, t j), ω j = ω(·, t j), γ j = γ(·, t j),

Re
θt

j
= Re

θt (·, t j). Moreover, we approximate the do-
main velocity wD at time level t j by w j

D. We shall fo-
cus on the description of the discretization at a time
instant tn+1, which is kept fixed throughout this sec-
tion. For the sake of simplicity the subscript tn+1 shall

be omitted, i.e. Ω = Ωtn+1 and we shall denote by
Q = L2(Ω) the Lebesgue space and by W = H1(Ω)
the Sobolev space. Further, by X the space of the test
functions shall be denoted

X =
{
z ∈W : z|ΓD∪ΓWtn+1

= 0
}
.

Then the time derivative in the weak formulation of
(1) is approximated at the time t = tn+1 by the second
order backward difference formula, i.e.

∂ϕ

∂t

∣∣∣∣
tn+1
≈

3ϕn+1 − 4ϕn + ϕn−1

2∆t
. (12)

3.2. Spatial discretization of flow model
The weak formulation of the time discretized

Reynolds averaged Navier-Stokes equations is ob-
tained by the multiplication the equations (1) by a
test function z ∈ X, integration over the domain Ωt,
application of the Green’s theorem and using approx-
imation (12). The (spatial) weak formulation reads:
Find Un+1 = (un+1, pn+1) ∈ W × Q such that u ap-
proximately satisfies the boundary conditions (2a,b)
and

a(Un+1,V) = L(V). (13)

holds for all V = (z, q) ∈ X × Q. The forms a(·, ·, ·)
and L(·) defined for any U = (u, p) ∈ W × Q, U∗ =

(u∗, p) ∈W × Q and V = (z, q) ∈ X × Q,

a(U,V) =
3

2∆t

(
u, z

)
Ω

+
(
(w · ∇)u, z

)
Ωt

+(νeff
S(u),S(z))

Ω
+ (∇ · u, q)

Ω
−

(
p,∇ · z

)
Ω

,

L(V) =
4

2∆t
(un, zn)Ωtn

−
1

2∆t

(
un−1, zn−1

)
Ωtn−1

.

In order to approximate the problem (13), the
spaces X,W and Q are approximated by finite ele-
ment subspaces X∆,W∆ and Q∆, respectively.

The spaces X∆,W∆ and Q∆ are . Here,
the Taylor-Hood family of finite elements are
used, defined over an admissible triangulation
T∆ of the computational domain Ω = Ωtn+1 .
In order to stabilize the method the fully sta-
bilized scheme (see [25]) is used, which con-
sists of streamline-upwind/Petrov-Galerkin(SUPG)
and pressure-stabilizing/Petrov-Galerkin(PSPG) sta-
bilization combined with the div-div stabilization,
see [25].

The stabilized discrete problem reads: Find
U = (un+1

∆
, pn+1

∆
) ∈ W∆ × Q∆ such that un+1 satis-

fies approximately the Dirichlet boundary conditions
(2,a,b) and

a(U; U,V) +L(U,V) + P(U,V) = L(V) + F (V),

holds for all V = (z, q) ∈ X∆ × Q∆, where the terms
L and F are the SUPG/PSPG terms defined by

L(U,V) =
∑

K∈T∆

δK

( 3u
2∆t
− ν4u + (v · ∇)u + ∇p,Ψ

)
K
,

F (V) =
∑

K∈T∆

δK

( 1
2∆t

(4ũn − ũn−1),Ψ
)

K
,
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where the function w
n+1

= u∗ − wn+1
D stands for the

transport velocity, Ψ = (w
n+1
· ∇)z + ∇q and ũk =

uk ◦Atk ◦A
−1
tn+1

. The div-div stabilizing terms P(U,V)
read

P(U,V) =
∑

K∈T∆

τK (∇ · u,∇ · z)K . (14)

Here, the following choice of the stabilizing paramet-
ers τK and δK based on the local element length hK is
used for the Taylor-Hood family of finite elements,
τK = maxx∈Ω ‖u(x)‖2, δK = h2

K
/τK .

3.3. Spatial discretization of the turbu-
lence/transitional model

Furthermore, the complete transition model con-
sisting of equations (3), (5), (6) is step-by-step time
discretized, weakly formulated and stabilized formu-
lation is introduced. The time derivatives in equa-
tions (3), (5) and (6) are approximated using the 2nd
order backward difference formula (12), the equa-
tions for k, ω, γ and Re

θt are multiplicated by ϕk , ϕω
,

ϕ
γ

and ϕ
Reθt

, respectively, integrated over Ωt, and the
Green’s theorem is applied. The function spaces are
then approximated by their finite element counter-
parts consisting of piecewise linear functions defined
over the triangulation T∆. The stabilized formula-
tion is obtained using a linearization of the non-linear
terms and an application of the SUPG stabilization
procedure.

4. NUMERICAL RESULTS
The developed numerical method was applied on

numerical approximation of flow a flexibly suppor-
ted airfoil subject to the change of flow conditions,
see [8]. The results are compared with the previous
study of the authors [6], where turbulent and non-
turbulent flows were considered without modelling
of the turbulent-laminar flow transition. The con-
sidered airfoil shape is given by

z =
kKT (cKT − 1)(

(Z − 1)/(Z − cKT )
)kKT − 1

, kKT =
360 − αT

180

where Z = X+iY and z = x+iy are complex variables
describing the unit circle and the airfoil shape in X−Y
and x−y complex planes, respectively. The constants
cKT = −0.89 − 0.11i and αT = 2 deg determine the
airfoil shape (A1), see Fig. 2. The following values
were used m = 2 × 10−4 kg, Iα = 1.2 × 10−7 kg m2

and S α = 2 × 10−6 kg m. The airfoil chord was
c = 0.1m, the elastic axis was located at 30 % of
the chord, and the depth of the airfoil section was
l = 0.03 m. The stiffness coefficients of the springs
were kh = 26 N/m, kα = 0.29 N m/rad.

The air density was ρ = 1.225 kg m−3 and the air
kinematic viscosity was ν = 1.453 × 10−5 m2/s. The
inlet turbulence intensity was 1% (k = 1.5×10−4 U2

∞,
ω = 10 s−1 on ΓI). The finite element triangular mesh
was used, anisotropically refined nearby the bound-
ary in order to well capture the turbulent boundary
layer, wake and also the separation region. The de-
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Figure 3. Aeroelastic response to the light gust:
Comparison of results computed by laminar, tur-
bulent and transitional models.
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Figure 4. Aeroelastic response to the heavy gust:
Comparison of results computed by laminar, tur-
bulent and transitional models.

scribed stabilized finite element method was used,
and the computations were performed on the coarse
and the fine mesh. A vertical gust of 1 s duration was
considered as a sudden perturbation of the aeroelastic
system for t ∈ [t0, t0 + 1]

Vg(t) =
VG

2
(1 + cos(π(t − t0))) ,

where VG = 1.5 m s−1 and VG = 5 m s−1 were con-
sidered for the light and heavy gusts, respectively.

The aeroelastic airfoil responses h(t) and α(t) nu-
merically simulated in the time domain for the light
gust (VG = 1.5 m s−1) are shown in Fig. 3. The nu-
merically simulated airfoil responses h(t) and α(t) for
the heavy gust (VG = 5 m s−1) are shown in Fig. 4.
The results for the transitional flow model are close
to the simulations using the turbulence model, but be-
fore the gust starts and also when it dissappers, the
fluid flow becomes almost laminar on the airfoil sur-
face. See also turbulent kinetic energy pattern around
the airfoil shown in Fig. 6, where the most of the tur-
bulent kinetic energy is in a far wake and almost zero
turbulent kinetic energy is at the airfoil surface.

5. CONCLUSION
The new original FE method taking into account

transition of the laminar to turbulent flow was de-
veloped and successfully applied on the FSI prob-
lem of flow induced vibrations when the 2-DOF air-
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Figure 5. Comparison of velocity flow patterns
for the laminar(left), turbulent(middle) and trans-
itional(right) models just before the gust starts.

Figure 6. Comparison of the turbulent kinetic
energy k distribution for the turbulent(left) and
transitional(right) models just before the gust
starts.
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Figure 7. Comparison of the aeroelastic re-
sponse computed by turbulent (top) and trans-
itional model (bottom). The marked time instants.
corresponds to the flow patterns shown in Fig. 8.

Figure 8. Heavy gust aeroelastic response: com-
parison of flow velocity patterns for turbulent
(left) and transitional (right) models at two time
instants

foil was loaded by a sudden gust. The preliminary
results computed by the developed in-house software
demonstrated usability of the method in solution of
a practical FSI problem. The method was partially
verified by comparison with the previous results of
the authors when only laminar or turbulence model
were implemented into the numerical method. In
addition to implementation of the laminar-turbulent
flow transition, some new ingredients into the de-
veloped method were added. The transitional model
was shown to better “switch” between the lam-
inar/turbulent model. On the other hand its applic-
ation for the time dependent problems seems to re-
quire a further modification. This is particularly due
to the fact, that the original model for the separated
regions predicts too high intermittency coefficient.
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ABSTRACT
The motion of a finite-size particle in steady
two-dimensional lid- and shear-driven square-cavity
flows is investigated. The coupled equations are
solved numerically using a DG-FEM method com-
bined with the so-called smoothed-profile method
(SPM) [X. Luo, M. R. Maxey, G. E. Karniadakis, J.
Comput. Phys. 228 (2009), 1750–1769]. The spec-
tral convergence enables an accurate and efficient
computation of particle trajectories without moving
grids. Fully resolved particle trajectories are com-
pared with streamlines and trajectories from one-way
coupling. In the shear-driven square cavity with con-
vex streamlines finite-size particles suffer a signi-
ficant displacement effect when passing the moving
boundary closely. While inertia displaces the particle
towards outer streamlines, the finite size effect alone
displaces the particle towards inner streamlines. For
weakly inertial particles the latter displacement ef-
fect is qualitatively similar to the displacement mod-
elled by inelastic collision in a one-way-coupling ap-
proach.

Keywords: DG–FEM, finite-size particle, free-
surface flow, particle-laden flow, SPM, wall effect

1. INTRODUCTION
Two-phase flows arise in many natural phenom-

ena and are of great interest for industrial processes
([1]). Therefore, it is of crucial importance to under-
stand the basic mechanisms involved in such flows in
order to predict and control their behavior.

Among multiphase flows, particle-laden flows
are made of a continuously connected fluid phase
and an immiscible dispersed phase consisting of
particles. Typically, the particles are very small com-
pared to the reference length of the fluid domain in
which they are immersed. Therefore, the particulate
phase is often approximated by point-wise elements.

This approximation dramatically simplifies the nu-
merical treatment of multiphase flows. It is justified
if the Stokes numbers governing the particle motion
are sufficiently small, i.e. St < 10−4 ÷ 10−5.

The assumption of point-wise particles leads to a
one-way coupling between the fluid and the particle
phase. While point-particles are transported by the
flow, the particles do not affect the fluid motion
within the one-way-coupling approximation. It be-
comes more accurate the more dilute the particles
are. The one-way-coupling approximation breaks
down when the particles move very close to bound-
aries of the domain, e.g. walls or free-surfaces. In
the near-boundary regions finite-particle-size effects
can play an important role in the evolution of the par-
ticulate phase and a proper description of the finite-
size-particle motion has to deal, in particular, with
the lubrication gap between particle and boundary.

As demonstrated by [2] and [3], particle-
boundary interactions can be of crucial import-
ance in modelling physical phenomena like particle-
accumulation structures (PAS) in a thermocapillary
liquid bridge [4]. While PAS can be qualitatively pre-
dicted by the collision model of [2] (called particle–
free-surface interaction (PSI) model by [3]), there
is no physics-based particle–boundary interaction
model available to date which could describe the
rapid de-mixing phenomenon leading to PAS. The
aim of the present investigation, therefore, is to study
the effect of tangentially moving walls and free-
surfaces on the trajectories of finite-size particles im-
mersed in an incompressible fluid flow. The need
for a dedicated model becomes apparent considering
the trajectories of point particles near the boundaries
in one-way-coupling approximation: when the min-
imum distance of a particle trajectory and a boundary
becomes less than the radius of the particle it would
have to physically penetrate this boundary. As this
is not realistic for solid walls as well as for capillary
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surfaces with high surface tension the finite-size ef-
fect clearly plays an important role in determining
the real particle trajectory. To remedy this inconsist-
ency of the one-way-coupling approach a dedicated
modelling of the particle motion near boundaries is
required for a proper description of the evolution of
the particulate phase.

We tackle this problem by a two-way-coupling
approach in which all relevant scales are resolved
numerically. The current problem is mathematic-
ally formulated in section 2. Section 3 describes the
discretization method using DG–FEM and SPM, in-
cluding some benchmarks to verify the correct imple-
mentation of the numerical solver developed. Sec-
tion 4 gathers the results of a parametric investiga-
tion of inertia and initial velocity-mismatch effects
for particle–wall as well as particle–free-surface in-
teractions. Moreover, a comparison with the discon-
tinuous PSI model introduced in [5] and [2] is presen-
ted. Finally, in section 5, conclusions will be drawn
and prospects for future investigations are outlined.

2. FORMULATION OF THE PROBLEM
We consider the transport of solid particles in an

incompressible Newtonian fluid. For simplicity we
neglect buoyancy forces. The governing equations
are

∇ · u = 0, (1a)

∂u
∂t

+ u · ∇u = −
1
ρf
∇p + ν∇2u, (1b)

∂T
∂t

+ u · ∇T = κ∇2T. (1c)

The equations of motion for the i-th particle moving
in the fluid are

Fi = MiV̇i, (2a)

Ri = Ii · Ω̇i, (2b)

where ρf is the fluid density, u, p and T are the flow
velocity, pressure and temperature field, respectively,
ν is the kinematic viscosity, κ the thermal diffus-
ivity, and F, R, V, Ω, M and I are the particles’
forces, torques, translational and rotational velocit-
ies, mass and inertia tensor, respectively. The coup-
ling between the two phases results from the no-slip
condition on the particles’ surfaces.

While the equations of motion have been presen-
ted in a dimensional form, the flow simulation em-
ploys a non-dimensionalization. Since we shall con-
sider the pure mechanical lid-driven cavity and also
a thermocapillary-driven cavity we apply different
scalings depending on the particular case. For the
lid-driven cavity we use the convective scaling

u = ûU , x = x̂L, t = t̂
L
U

, p = p̂ρfU2, (3)

where U is the velocity of the lid, L a charac-
teristic length, and the superscript ˆ indicates non-
dimensional quantities. For the thermocapillary-

driven cavity we use the viscous scaling

u = û
ν

L
, x = x̂L, t = t̂

L2

ν
, p = p̂

ρfν
2

L2 , T = T̂∆T,

(4)

where ∆T is a characteristic temperature difference.

3. NUMERICAL METHODS AND CODE
VALIDATION

The numerical treatment of two-phase problems
can be roughly classified into two main categories.
In the Lagrangian description of the particle motion
a computational mesh is co-moving with the particle
(e.g. the ALE method [6]). In the Eulerian represent-
ation of the particle motion all governing equations
are solved on a stationary grid (DLM, FCM, IMB
and IIM, see e.g. [7] and [8]).

In the present investigation, an Eulerian ap-
proach is adopted implementing a smoothed-profile
method (SPM). It includes the effect of the particles
on the flow in a smooth body-force fashion instead of
explicitly enforcing the no-slip boundary condition
on the particles’ surfaces. The computational grid
for the flow simulation includes both phases. A thin
interface layer across each particle’s surface is used
to smoothly pass from fluid-dynamics to rigid-body
equations of motion.

To calculate the velocities of the particles we use
the penalty-body-force approach as discussed in [9]
and [10]. This method guarantees the rigidity of the
particle and implicitly applies the no-slip boundary
condition responsible for coupling the two-phases.
To distinguish between the solid domain of particle
i and the surrounding fluid domain we use the con-
centration function

φi(x, t) =
1
2

tanh
ai − |x − Pi|

ξi

 + 1
 , (5)

where Pi and ξi are, respectively, the centroid pos-
ition and the interface thickness of the i-th particle
and ai is the radius of the particle assumed to be
circular (in 2D) or spherical (in 3D). The func-
tion φ is called the smoothed profile and equals to
one inside the particles, whereas it is zero in the
fluid phase. For temporal discretization the second-
order stiffly-stable splitting scheme of [11] is em-
ployed, including a semi-implicit treatment of the
particle-phase. For the spatial discretization we use a
discrete-Galerkin finite-element method (DG–FEM).
Within this approach the algorithm used for simulat-
ing the particle-laden flow (1) and (2) reads (see [9]
for details):

Pn+1
i = Pn

i + ∆t
K∑

k=0

akVn−k
i ,

δ0ũ − α0un − α1un−1

∆t
= −β0N(un,un)

− β1N(un−1,un−1),
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δ0T̃ − α0T n − α1T n−1

∆t
= −β0N(un,T n)

− β1N(un−1,T n−1),

∇2 p∗ =
δ0

∆t
∇ · ũ,

∂p∗

∂n̂
= −β0 n̂ ·

Dun

Dt
+ ν∇ × ωn


− β1 n̂ ·

Dun−1

Dt
+ ν∇ × ωn−1

 ,
− ∇2u∗ +

δ0

ν∆t
u∗ =

δ0

ν∆t
ũ −

1
ν
∇p∗,

− ∇2T n+1 +
δ0

k∆t
T n+1 =

δ0

k∆t
T̃ ,

Fn
i =

1
∆t

∫
Ω

ρfφ
n+1
i

(
u∗ − un

p

)
dx,

Rn
i =

1
∆t

∫
Ω

rn+1
i ×

[
ρfφ

n+1
i

(
u∗ − un

p

)]
dx,

Vn+1
i = Vn

i + M−1
i ∆t

K∑
k=0

ak Fn−k
i ,

Ωn+1
i = Ωn

i + I−1
i ∆t

K∑
k=0

ak Rn−k
i ,

φn+1un+1
p =

Np∑
i=1

φn+1
i

[
Vn+1

i + Ωn+1
i ×

(
x − Pn+1

i

)]
,

∇2 pp = δ0∇ ·

φn+1
(
un+1

p − u∗
)

∆t

 ,
∂pp

∂n̂
=
δ0

∆t

(
φn+1

(
un+1

p − u∗
))
· n̂,

δ0un+1 − δ0u∗

∆t
=
δ0φ

n+1
(
un+1

p − u∗
)

∆t
− ∇pp, (6)

where N(u, ·) represents the non-linear term written
in a conservative form as follows

N(u, ·) =
∂ (u ·)
∂x

+
∂ (v ·)
∂y

+
∂ (w ·)
∂z

. (7)

The superscript ∗ refers to the flow field obtained
without updating the perturbation caused by the
particles, e.g., pn+1 = p∗ + pp, where the subscript
p indicates the field due to the particles perturbation.
The coefficients ak originate from the BDF scheme
which is adopted for integrating the particle posi-
tions and velocities. The position vector from the i-th
particle center is denoted ri and the coefficients δ0,
α0, α1, β0, β1 are tabulated in [11].

In order to clearly identify the particle-boundary
interaction only a single particle will be simulated in
the flow. However, SPM would be very efficient for
simulating several particles, even of complex shapes.
Finally, for the spatial discretization an Interior Pen-
alty Discontinuous Galerkin (IPDG) method is em-
ployed.

The present investigation will be limited to two–

dimensional flows and circular particles. To verify
the correct implementation of the solver four differ-
ent benchmarks are considered. Two for testing the
fluid part of the splitting algorithm and two different
ones for the particle part.

As a first check we consider the lid-driven flow
in a square cavity using the dimensionless boundary
conditions

û (x̂ = −1/2) = (0, 0), û (x̂ = +1/2) = (0, 0),
û (ŷ = −1/2) = (0, 0), û (ŷ = +1/2) = (1, 0).

(8)

We use an evenly-spaced distribution of vertices of a
triangular computational mesh. Table 1 shows the
grid convergence obtained by our DG-FEM using
5th-order polynomials and N nodes per each space
dimension of the cavity. The monitored quantities are
streamfunction and vorticity ψ̂ and ω̂, respectively.
The computed data in Table 1 shows a good agree-
ment with literature data. This favourable compar-
ison proves the correct implementation of the mass
and momentum balances in the algorithm (6).

Table 1. Lid-driven cavity benchmark: Re =

1000.

Grid/Ref. min(ψ̂) ω̂min(ψ̂) x̂min(ψ̂) ŷmin(ψ̂)
[12] −0.119 −2.068 0.031 0.065
[13] −0.118 −2.050 0.031 0.063
[14] −0.119 −2.066 0.034 0.064
N = 10 −0.114 −1.975 0.033 0.067
N = 20 −0.117 −2.023 0.032 0.063
N = 30 −0.118 −2.039 0.031 0.065
N = 40 −0.118 −2.040 0.031 0.064
N = 50 −0.118 −2.045 0.031 0.065

To extend the verification to the energy equa-
tion a thermocapillary-driven cavity is considered.
Following [15] the free-surface of the cavity is as-
sumed non-deformable, i.e. we consider the asymp-
totic limit of a large mean surface tension and as-
sume that the free-surface is adiabatic. The non-
dimensional boundary conditions are

x̂ = −1/2 : û = 0, v̂ = 0, T̂ = −1/2,

x̂ = +1/2 : û = 0, v̂ = 0, T̂ = +1/2,

ŷ = −1/2 : û = 0, v̂ = 0, ∂ŷT̂ = 0,

ŷ = +1/2 : ∂ŷû = −Re∂x̂T̂ , v̂ = 0, ∂ŷT̂ = 0,
(9)

where the thermocapillary Reynolds number is Re =

γ∆Td/(ρfν
2) with surface tension coefficient γ and

the imposed temperature difference ∆T between the
side walls. Due to the characteristic features of ther-
mocapillary flows, the finite elements must be refined
near the hot and cold corners of the free-surface.
Considering 5th-order polynomials the grid refine-
ment is controlled only by the size parameter h. Table
2 lists some key parameters for this problem. The su-
perscript ’fs’ refers to the free-surface, the subscripts
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’left’, ’middle’ and ’right’ stand for x̂ = −1/2, x̂ = 0
and x̂ = 1/2, respectively, and Nu is the Nusselt num-
ber

Nu =

∫ + 1
2

− 1
2

ûT̂ −
∂T̂
∂x̂

 dŷ. (10)

We find grid convergence. The good agreement with
literature data again confirms correct implementation
of (6).

Table 2. Thermocapillary-driven cavity bench-
mark: Re = 10000, Pr = 1.

Grid/Ref. min(ψ̂) ω̂min(ψ̂) x̂min(ψ̂) ŷmin(ψ̂)
[16] 32.3 697 −0.08 0.12
[17] 32.1 701 −0.07 0.13
[18] 32.4 729 – –
[15] 32.2 702 −0.07 0.13
h = .07 32.225 704.9 −0.075 0.130
h = .06 32.228 705.0 −0.074 0.130
h = .05 32.222 703.0 −0.074 0.131
h = .04 32.232 704.1 −0.073 0.130
h = .03 32.231 705.5 −0.072 0.128

Grid/Ref. Nuleft Numiddle Nuright

[16] 4.33 4.40 4.36
[17] 4.36 – 4.36
[18] 4.44 4.36 4.30
[15] 4.36 4.36 4.36
h = .07 4.392 4.374 4.337
h = .06 4.383 4.397 4.336
h = .05 4.377 4.352 4.365
h = .04 4.374 4.352 4.366
h = .03 4.370 4.357 4.366

Grid/Ref. ûfs
middle max(ûfs) x̂max(ûfs)

[16] −296 – –
[17] −305 – –
[18] −306 – –
[15] −304 −712 −0.496
h = .07 −304.6 −680.8 −0.4964
h = .06 −304.5 −678.8 −0.4962
h = .05 −304.7 −690.9 −0.4956
h = .04 −304.8 −691.1 −0.4955
h = .03 −304.8 −688.8 −0.4959

Finally, in order to test the correct implementa-
tion of the splitting algorithm in dealing with the per-
turbation field due to the particle, two more bench-
marks are presented. In both the cases a circular cyl-
inder is immersed in a fluid at rest. The cylinder axis
is located in the center of a square computational do-
main, the linear dimension of which is 100 diamet-
ers of the cylinder. To avoid effects from the domain
boundary far-field conditions have been imposed on
the domain boundaries. The scaling is based on the
dynamic pressure as in (3).

In the first case, the x position of the cylinder
with diameter D is forced to oscillate harmonically
with frequency f according to x(t) = −A sin(2π f t).

The non-dimensional groups of interest are the cylin-
der’s Reynolds number and the Keulegan–Carpenter
number

Re =
UmaxD
ν

, KC =
Umax

f D
, (11)

where Umax is the maximum oscillation velocity. The
resulting drag coefficient is compared with experi-
mental and numerical data [19] for nine periods of
oscillation for Re = 100 and KC = 5. From the
very good agreement between computed and literat-
ure data for the drag coefficient shown in Fig. 1 we
consider the code verified regarding the forces on the
particle.

 

 

C
D

t̂

[19]
DNS

1 5 10

−1.5

0

1.5

Figure 1. Drag coefficient CD = Fx/ρfU2
maxD for

in-line oscillating cylinder benchmark: Re = 100,
KC = 5.

In the final benchmark, the cylinder is forced to
rotate periodically according to

Ω(t) = A sin(2π f t). (12)

The resulting torque coefficient is compared with nu-
merical data of [20] for five periods of oscillation.
For Re = 300 and non-dimensional frequency f =

0.2 we find a very good agreement with the data of
[20] (Fig. 2). This successful comparison concludes
the validation of our code.

4. RESULTS
Two main effects on the particle motion of

the two-way coupling will be investigated. At
first, the initialization transient is considered for a
particle immersed in a lid-driven cavity flow for
Re = 100. Thereafter, the inertial effect is invest-
igated for particles heavier than the fluid moving in
a thermocapillary-driven cavity for Re = 1000 in the
limit Pr→ 0.

The latter simulations are then compared with
the PSI model [2, 3] applied to one-way coupled
finite-size perfect tracers. In order to briefly present
the basic assumption of such an approach, the reader
is referred to Fig. 3: due to its finite-size the dis-
tance between the particle’s trajectory (trajectory
of the center of a non-deformable spherical/circular
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Figure 2. Torque coefficient CT = R/ 1
2ρfU2

maxD2

for rotational oscillating cylinder benchmark: Re
= 300, f = 0.2.

particle) and a non-deformable boundary must al-
ways remain larger than the particle radius a. If
this condition is violated within the one-way coup-
ling approach, the particle is assumed to experience a
perfectly inelastic impact upon making contact with
the boundary leading to a sliding motion along the
boundary as long as the wall-normal velocity is dir-
ected out of the fluid domain.

2a

release

point

Figure 3. Schematic representation of the PSI
model effects on particle trajectories.

4.1. Initialization Effect for a Particle in a
Lid-Driven Cavity Flow

The initial conditions for a particle placed in flow
at t = 0 influence its trajectory for t > 0. This is
particularly true, since the perturbation of the flow
caused by the presence of a finite-size particle are
typically unknown. Therefore, we investigate the ini-
tial behavior for a range of initial conditions.

We consider two different initial conditions for a
finite-size particle initiated at the same position. In
the first simulation the centroid velocity and the ro-
tation rate of the particle are initially matched to that
of the flow. In the second simulation the initial trans-

lation and rotation rates of the particle are set to zero.
The particle radius is a = 0.03L, i.e. 3% of the length
of the cavity, and the particle-to-fluid density ratio is
% = ρp/ρf = 2.

In Fig. 4 the unperturbed streamlines and the two
trajectories are depicted. Obviously, the influence of
the initial conditions of the particle can be neglected
on the trajectories shown. This is due to the short
time scale τp of the particle as compared to the time
scale of the flow τf as given by the Stokes number

St =
τp

τf
=

2ρpa2

9ρfL2Re. (13)

For a/L = 0.03, Re = 100 and ρp/ρf = 2, St = 4 ×
10−2 the relaxation time of the particle is nearly two
orders of magnitude smaller than the time scale of the
flow. Hence, the discontinuous initial conditions will
rapidly smooth out. The simulations show no visible
effect of the initial conditions on the trajectories.

In Fig. 4 the particles are initiated at (x̂in, ŷin) =

(−0.420, 0.30). The simulation time covered by the
figure is t̂ = 5 and the particles take t̂∗ = 2.39
to cross the whole cavity length and arrive near
(x̂∗, ŷ∗) = (0.440, 0.30). Considering this as a conser-
vative estimation for the convective time along the
trajectory of the particle, the relaxation time would
be τp = 0.04. The relative particle position would
then be

(
x̂p, ŷp

)
≈ (−0.424, 0.32). It implies that the

travelled distance is smaller than the particle radius,
illustrating the rapid particle relaxation process.

 

 

ŷ

x̂

Streamlines

Velocity Matched

Velocity Mismatched
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−0.25
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Figure 4. Effect of different initial conditions on
particle trajectories initialized at the same point.

The robustness of the particle trajectories with
respect to the initial conditions also applies to the ini-
tial position along a given particle trajectory. This is
demonstrated in Fig. 5 where the trajectories of three
particles are considered which were initialized with
zero velocity and zero rotation rate. Two of these
particles were initiated at different y locations on the
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trajectory of the first particle (reference trajectory,
full line). There is not visible difference among the
three trajectories shown.
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ŷin = 0.4
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ŷin = 0.1 (Ref. Traject.)
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Figure 5. Effect of the different initial conditions
for particles initialized along the same reference
trajectory (see text for details).

4.2. Particle–Free-Surface Interaction
The motion of finite-size particles near thermo-

capillary free-surfaces is of particular interest, be-
cause streamlines can strongly gather near the free-
surface [21]. Moreover, the free-surface is locally
expanding or contracting [22]. Both effects are re-
lated to each other and promote a significant amount
of suspended particles to be transported close to the
free-surface.

We consider a differentially-heated square cav-
ity in the limit Pr → 0 for Re = 103 such that the
free-surface temperature varies linearly. Thus the
flow is driven by a constant shear stress along the
free-surface. We are interested in the effect of in-
ertia for heavy particles (% > 1) moving close to
the free-surface. Furthermore, a comparison will be
made between particle trajectories obtained by two-
way and one-way coupling with the PSI model (see
Fig. 3) being applied to the latter. Trajectories for
point and finite-size density-matched particles (one-
way coupled) will be compared with those for finite-
size, heavy particles (two-way coupled). To isolate
the finite-size effect from the inertia effect we extra-
polate the trajectories for % , 1 to % = 1 and com-
pare the result with the trajectory obtained by one-
way coupling in conjunction with the PSI model.

To investigate the effect of the density ratio % on
the motion of finite-size particles with a = 0.03L
the initialization position of the particles is kept con-
stant. Figure 6a shows trajectories for different val-
ues of % together with streamlines of the unperturbed
flow. The motion of the particles nearly parallel to
the interface is not significantly affected by inertia

(a)
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(b)

 

 

ŷ

x̂

̺ = 1.1
̺ = 1.2
̺ = 1.3
̺ = 1.4
̺ = 1.5
̺ = 2
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Figure 6. Trajectories for heavy particles with a =

0.03L initialized at the same reference point. (a)
Comparison with unperturbed flow streamlines.
(b) Comparison among 7 different density ratios
%. Note the different scaling of the axes.

effect. Inertia is important in the turning regions of
high flow acceleration.

A close-up shown in Fig. 6b reveals that the tra-
jectories sensibly differ from the streamlines (traject-
ories of perfect tracers). This is due to two main
contributions: particle-boundary interaction and in-
ertia. Due to the inertial centrifugal acceleration
heavier particles tend to move closer to the bound-
aries. This conclusion is not obvious, however, be-
cause the two contributions mentioned cannot eas-
ily be separated. The stronger the centrifugal forces
the stronger are the finite-size and boundaries effects.
Clearly, finite-size effects oppose the inertial centri-
fugal one. Moreover, the trajectory cannot simply be
represented by a linear superposition of both effects.
As a result, the trajectories deviate from each other
near the cold (upper left) corner of the cavity, but fi-
nally approach each other again. Yet, the trajectories
remain significantly different from each other.

Since the trajectories depend smoothly on % we

CMFF15-084 397



 

 

ŷ
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Figure 7. Comparison between 2-way coupled
simulation and 1-way coupled PSI model for tra-
jectories integrated for ∆t̂ = 0.02, a = 0.03L.

can extrapolate the results obtained to the traject-
ory of a density-matched particle (% = 1). In this
limit centrifugal effects are absent and the trajectory
is determined by the finite-size effect only. In Fig.
7 the resulting trajectory is compared with stream-
lines and the trajectory for one-way-coupling using
the inelastic PSI model [2, 3, 23]. In the one-way-
coupled motion the density-matched particle moves
on streamlines (full line and dashed line) as long as
the streamline distance from the boundary is larger
than the particle radius. Thus the PSI can be inter-
preted as a streamline hopping [3]. During the ap-
proach to the free-surface the two-way-coupled tra-
jectory (circles), initially coinciding with a stream-
line, deviates from the streamline towards its con-
cave side. Thus it differs from the one-way coup-
ling trajectory as a result of the close-by boundar-
ies. Moreover, the trajectory from two-way coup-
ling stays away from the free-surface by a distance
significantly larger than the particle radius a. This
is interpreted to be due to viscous effects in the gap
between the particle and the free-surface (thin vis-
cous film). Finally, during the departure from the
free-surface, the trajectory deviates towards the con-
vex side of the streamlines. This deviation does not
fully compensate, however, the deviation from the
original streamline during the approach phase. As
a result, the two-way coupled particle trajectory for
the density-matched particle moves much closer to
the trajectory predicted by the PSI model than to the
streamline from which it originated before interact-
ing with the free-surface.

This result is significant, since the rapid particle
accumulation (PAS) in liquid bridges has been traced
back to the transfer between streamlines of density-
matched particles [2, 3, 23]. Figure 7 shows that the
streamline transfer predicted by the two-way coup-
ling simulation is even stronger, for the present para-
meters, than the one assumed by the PSI model and
one-way coupling. The similarity of the amount

of streamline hopping for both trajectories (PSI and
two-way coupling) seems to indicate that the simple
PSI model can, indeed, qualitatively predict the real
particle clustering by particle–boundary interaction.

5. CONCLUSION
A DG-FEM has been implemented for simu-

lating non-isothermal incompressible Navier–Stokes
flows. In combination with an SPM the motion of
finite-size particles has been computed in two-way-
coupling manner. The two-dimensional version of
the code was verified by considering different bench-
marks involving moving bodies. As expected, for
small Stokes numbers the initialization of a finite-
size particle in a developed flow has a negligible in-
fluence on the motion of two-dimensional particles
for times of the order of the characteristic time of the
flow.

Considering the steady flow with convex stream-
lines in a lid-driven square cavity (Dirichlet boundary
conditions) and in a stress-driven square cavity (Neu-
mann boundary conditions) finite-size particle tra-
jectories near the tangentially moving boundary have
been computed by fully resolving the flow around
the particle. Significant deviations of the particle tra-
jectory from the streamlines are caused by particle–
boundary interaction and, for heavy particles, by
inertia. Inertia-induced centrifugal forces displace
the particle to the outer streamlines in the regions
of high streamline curvature. For density-matched
particles the particle–boundary interaction alone dis-
places the particle to inner streamlines when they
pass the moving boundary in a close distance. For
the parameters studied the displacement effect due
to the particle–boundary interaction is even stronger
than the streamline hopping predicted by the inelastic
collision model (PSI model) of [2, 3]. Since the
rapid particle accumulation [24, 4] found in ther-
mocapillary liquid bridges can be reproduced by the
inelastic collision model (PSI) [23, 3] by which a
particle is displaced to inner streamlines of the flow,
the present result confirms this mechanism from first
principles. The particle displacement towards inner
streamlines is counteracted by centrifugal forces for
heavy particles. This could explain the measure-
ments of [4] according to which the formation time
for particle accumulation structures (PAS) increases
with particle density and size.

It remains to be shown that the displacement ef-
fect found in two dimensions for circular particles is
also acting in three-dimensional lid- and shear-driven
flows seeded with finite-size spherical particles. The
analysis can also be extended to study particle–
particle interaction. These open problems are beyond
the scope of the present paper and will be subject to
future investigations.
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ABSTRACT 

In order to contribute to the global transition 

from fossil to renewable energy sources several 

countries all over the world are now focusing also 

more strongly on power generation from small-

scale hydropower plants. A very important aspect in 

this context is how to maximize the exploitation of 

the hydraulic power available at a new power plant 

site. 

One possibility for the maximization of the 

power output is the technical utilization of the 

ejector effect, which can reasonably be used for low 

head applications. The ejector effect is reached by 

conscious merging of the draft tube flow with the 

high energy excess water flow via combination of a 

bent draft tube with an ejector chute. In case of 

surplus water, a hydraulic power increase of up to 

25 % can be reached compared to a conventional 

power plant design. Although the ejector effect can 

only be used in case of flood water, the annual 

energy production can be significantly increased. 

In order to get a more scientific insight into the 

idea of the energetic use of the excess water, as well 

as to improve the planning security of future water 

power projects, a model test rig was created at the 

Institute for Hydraulic Fluidmachinery at Graz 

University of Technology. Additionally, the 

experimental programme was accompanied by 

numerical simulations. 

The comparison of numerical results with the 

measurement data acquired on the test rig shows 

that both approaches match well, however, it also 

highlights some shortcomings of the numerical 

model. Nevertheless, it was proven that the 

numerical simulation is an appropriate approach for 

a realistic investigation of the ejector effect taking 

into account all its negative and positive aspects. 

Keywords: 

Low head hydro power; Vertical Kaplan 

turbine; Ejector effect; Open channel flow; VOF 

method; Two-phase simulation; 

NOMENCLATURE 

Fr [-] Froude number 

HHW [m] Headwater level 

HTW [m] Tail water level 

H [m] Gross head 

HTot [m] Total head 

HTu [m] Turbine head 

M [-] Model scale 

Phydr. [W] Hydraulic power available 

Q [m³/s] Flow rate 

g [m/s²] Gravitation constant 

 [kg/m³] Density of water 

 

Subscripts and Superscripts 

DTout Draft tube outlet 

Ej Ejector 

HW Headwater 

Model Model test rig 

PT Prototype 

Tot Total 

Tu Turbine 

TW Tail water 

1. INTRODUCTION 

The problem of utilizing at least a part of the 

energy inherent in flood discharges that is usually 

lost in case of run-of-river water power plants arose 

around 1900 where different power plant concepts 

were studied and even taken into operation. [1] 

Later on, in the 1950-ies, Slisskii [2] published 

refinements of the methods for the calculation of 
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„head increasers”. According to his design 

recommendations a few power plants utilizing the 

ejector effect were built in Russia. 

The common physical principle underlying all 

the concepts is to mix the excess water flow with 

the flow leaving the draft tube, and thus to transmit 

a part of the kinetic energy inherent in the added 

high velocity flow to the rather slow flow leaving 

the turbine. This effect – also called “ejector effect” 

- is accompanied by a corresponding reduction in 

the pressure level at the draft tube outlet which can 

be considered equivalent to lowering the tail water 

level. Consequently, an increased effective turbine 

head can be reached. 

Mosonyi [1] states that the economical utilization of 

the ejector effect is limited to a comparatively low 

gross head of around H = 2 - 10 m. 

However, it turned out that the concepts 

investigated between 1900 and 1950 have fallen 

into oblivion afterwards. Several years ago the idea 

was taken up again for the construction of some 

new small-scale hydro power projects in Austria. 

On the basis of two reference projects (Power 

Plants MÜHLTALWEHR [3] and WAIDHOFEN 

[4]) it was shown, that the integration of the ejector 

principle led to a significant increase of production 

in case of surplus water. 

In order to get a more scientific insight into the 

idea of the energetic use of the excess water as well 

as to evaluate the most significant factors that 

influence the ejector effect a research project was 

initiated. On the one hand a model test rig was built 

at the Institute for Hydraulic Fluidmachinery at 

Graz University of Technology. On the other hand 

the model tests were accompanied by 

comprehensive two phase numerical flow 

simulations in order to allow a much easier and 

faster investigation of different design parameters 

of an ejector power plant in near future. 

The project results and derived conclusions 

make an important contribution to a better 

understanding of the ejector effect and to improve 

the planning security of future water power 

projects. 

2. THE EXPERIMENTAL MODEL AND 
THE USED TESTING FACILITY 

In order to achieve an experimental 

investigation close to reality the substantial parts of 

the reference power plant WAIDHOFEN were 

designed using a model scale of M = 1:10. 

The amount of water as well as the water levels 

adjusted in course of the experiments was converted 

from the prototype to the model using the Froude 

number Fr, which is the crucial non-dimensional 

number for free surface open channel flows. Thus 

the following conversion rules have to be taken into 

account in order to convert the flow rate and the 

water levels from the prototype to the model: 

𝑄Model = 𝑄 = 𝑄PT ∙ M
5/2 

𝐻HW−Model = 𝐻HW = 𝐻HW−PT ∙ M 

𝐻TW−Model = 𝐻TW = 𝐻TW−PT ∙ M 

To simulate the flow phenomena occuring at 

the nominal turbine flow rate at the reference power 

plant (QTu-Max = 30 m³/s) in course of the model 

tests a turbine flow rate of QTu = 94.8 l/s has to be 

adjusted. The water levels to be adjusted at the test 

rig have to be linearly scaled down. Thus, a gross 

head H of 0.5 m to 0.7 m has to be adjusted to 

simulate a gross head of H = 5 – 7 m available at 

the prototype. 

Compared to the reference power plant two 

simplifications were made in course of the 

construction of the model test rig. On the one hand 

it was not possible to model the full width of the 

headwater basin due to space constraints in the 

laboratory. Instead an open headwater tank with 

maximally possible width was used. On the other 

hand the model tests were carried out without using 

any model turbine. The power output would have 

been just around a few 100 W and the verification 

of the positive impact of the ejector would have 

become more difficult. Instead the turbine was 

replaced by a pipe section which was placed 

between the headwater tank and the draft tube of the 

turbine. In order to provide evidence of the positive 

impact of the ejector the increased hydraulic power 

available for the turbine was measured. 

The three dimensional CAD-model of the 

designed test rig is shown in Figure 1 and Figure 2. 

The water delivered by the main pump of the test 

rig enters the open headwater tank (2) via the inlet 

pipe (1). With the help of the turbine pipe section 

(3) a part of the water QTu is directed to the draft 

tube of the turbine (4). The other part of the water 

flow QEj passes the ejector chute (5). 

 

Figure 1. Three-dimensional view onto the CAD-

model of the ejector test rig 
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Figure 2. Detail view onto the CAD-model 

showing the ejector chute and the draft tube 

With the help of the ejector gate (6) the ejector 

flow QEj as well as the water level in the headwater 

tank is regulated. Furthermore, the edge connecting 

the ejector chute with the outlet of the draft tube is 

called ejector nose (9). Within the mixing zone (7) 

the turbine flow QTu and the ejector flow QEj are 

joined and consequently directed into the open tail 

water tank (8). At the very end of the tail water tank 

the water escapes through a rectangular hole in 

vertical direction into the test loop. 

The most important physical quantities to be 

measured are the total flow rate Q, the turbine flow 

rate QTu, the absolute pressure measured at the 

outlet of the draft tube, the headwater level HHW 

(measured at the inlet tank) and the tail water level 

HTW (measured at the end of the tail water tank). In 

this context it has to be pointed out that the level of 

the headwater and tail water are referred to the level 

of the ejector nose. 

Additionally the figures previously discussed 

show that the substantial components of the model 

– like the ejector chute, the bent part of the draft 

tube and the mixing zone of draft tube and ejector 

flow – were manufactured from acrylic glass to 

additionally allow a visual observation of the 

occurring flow phenomena. 

The procedure used in course of the 

experimental programme is summarized as follows: 

While the ejector gate was closed the main pump of 

the test rig was started and the headwater and tail 

water tanks were filled until a head water level of 

HHW = 0.70 m was reached. Via variation of the 

vertical position of a weir panel located in the tail 

water tank, the tail water level had to be adjusted to 

a value of HTW = 0.00 m. At this initial operation 

point a turbine flow rate of around QTu = 90 l/s is 

obtained. Starting from this point the ejector gate 

was opened and thus the ejector activated. The total 

flowrate Q = QTu + QEj was increased step by step 

by an increased speed of the feed pump of the test 

loop and subsequently measurement points were 

taken. For all adjusted operation points the 

headwater level was kept constant. After reaching a 

total flow rate which was at least four times higher 

than the initial flow rate the just outlined was 

repeated again with following four initial tail water 

levels with respect to the level of the ejector nose: 

HTW = - 0.03 m / + 0.04 m / + 0.06 m / + 0.08 m  

3. EXPERIMENTAL RESULTS AS BASIS 
FOR THE NUMERICAL SIMULATION 

As initially mentioned the hydraulic power 

available for the turbine was measured to verify the 

positive impact of the ejector. The hydraulic power 

measured on the test rig is defined as: 

𝑃hydr. = 𝜌 ∙ 𝑔 ∙ 𝑄Tu ∙ 𝐻Tu 

While the turbine flow rate QTu is directly 

measured with an inductive flow meter the turbine 

head HTu is calculated as total head difference 

between headwater and the draft tube outlet: 

𝐻Tu = 𝐻Tot−HW −𝐻Tot−DTout 

The experimental results acquired in course of 

the measurement programme are exemplarily 

presented with Figure 3 referring to an initial tail 

water level of HTW = 0.00 m and a head water level 

of HHW = 0.70 m which was kept constant in course 

of the measurements. The diagram shows the water 

levels HHW and HTW as well as the hydraulic power 

Phydr available at the turbine plotted against the total 

flow rate Q. The data points marked with an 

unfilled circle refer to the hydraulic power that is 

measured if a traditional weir would be used instead 

of the ejector. Due to the fact that the tail water 

level HTW increases with increasing total flow rate it 

is obvious that the hydraulic power WITHOUT 

ejector decreases. On the other hand the hydraulic 

power is even increased, followed by a slight 

descend when the ejector chute is used for the 

draining of the excessive water. At the operation 

point with the highest flow rate the hydraulic power 

available for the turbine is still around 18 % higher 

than compared to the situation without ejector. 

 

Figure 3. Increase of the available hydraulic 

power due to the ejector effect deteced in course 

of the measurement programme 
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In order to verify whether the increase of the 

available hydraulic power is reached by an 

increased turbine head and/or an increased turbine 

flow rate Figure 4 provides a more detailed analysis 

of the measurement results. The diagram presents 

the turbine flow rate QTu and the turbine head HTU 

plotted against the total flowrate Q for the situation 

with and without ejector. It turns out that the ejector 

effect does not only cause an increase of the turbine 

head HTu but also of the turbine flow rate QTu which 

is – though decreasing – higher than the „normal” 

turbine flow rate. This is due to a suction effect 

which is closely connected with the reduction of the 

tail water level at the draft tube outlet. This finding 

can be observed up to a total flow rate of Q = 0.34 

m³/s. At higher flow rate a decrease of the turbine 

flow rate due to the ecjector effect can be expected. 

 

Figure 4. Turbine flow rate and turbine head 

measured with and without ejector 

Moreover, Figure 5 shows a visual evaluation 

of the occurring flow phenomena. Referring to a 

total flow rate of Q = 0.21 m³/s the presented 

picture shows that the highly energetic flow in the 

ejector chute results in a locally decreased tail water 

level at the turbine outlet. The dimensions given in 

Figure 5 were recorded in course of the 

measurements and were used for a comparison 

between measurement and CFD results. 

 

Figure 5. Picture taken of the locally reduced 

water level at the outlet of the draft tube due to 

the ejector effect 

4. CFD-SIMULATION OF THE EJECTOR 
EFFECT APPLICAPLE TO LOW HEAD 
VERTICAL KAPLAN TURBINES 

The numerical simulation of the flow 

phenomena connected with the ejector effect 

requires the use of an appropriate multi-phase CFD-

model in order to accurately calculate the phase 

interface between water and air. 

In the field of hydraulic fluidmachinery such 

multi-phase simulations are rather uncommon due 

to their high computational effort. An exception is 

made in case of the occurence of unfavourable flow 

patterns in the intake or tailrace structures of low 

head hydropower applications that may have a 

negative impact on the performance of the turbine/s. 

Weissenberger et al. [5] for example presented a 

qualitative comparison of test and simulation results 

of a complete scale model which was tested for the  

“Lower Saint Anthony Falls” StrafloMatrix
TM

 

project. A full bay model with a scale of 1:15 was 

used to investigate the approaching flow conditions 

for the turbine units in the laboratory. In parallel 

extensive two-phase CFD simulations of the 

headwater region were carried out in order to check 

the applicability to predict the resulting flow fields 

at the inlet of the turbines. 

More common is the use of multi-phase models 

in course of hydraulic engineering studies like 

published by Andersson et al. [6] who carried out 

an investigation of the free surface flow during 

spilling of a reservoir in a down scale model. It was 

found that the used CFD approach enables a 

realistic prediction of separation zones and local 

reductions of the water level around the guide walls 

of the investigated structure. 

A very detailed evaluation of CFD-simulations 

dealing with intake flow problems of low head 

hydro power plants was presented by Aigner et al. 

[7]. The authors compared the achieved simulation 

results with PIV-measurements carried out at a 

model of a run-off-river power plant manufactured 

from acrylic glass. The published studies were 

basically aimed at the detection of vortex 

formations occurring at the intake structure of a 

Kaplan turbine. It was proven that the two-phase 

CFD-model is capable of predicting the location as 

well as the intensity of the occurring vortex 

structures with astonishing accuracy. 

Based on the good experience with the multi-

phase free surface CFD-models presented in the 

discussed reference cases, a similar approach was 

used for the numerical simulation of the ejector 

model. The commercial software package ANSYS- 

Workbench V15.0 was used for the generation of 

meshes, the setup of the two-phase CFD-model and 

the evaluation of CFD-results. 
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4.1. Description of the CFD-mesh 

Using the ANSYS Workbench meshing tool 

one single CFD-mesh without any interfaces inside 

was created. The experience gained with multi-

phase-simulations using ANSYS-CFX shows that 

an improved stability of simulations can be reached 

in this way. 

While tetrahedron elements were used for the 

main flow regions, prism layers were placed on the 

walls of the ejector model to appropriately resolve 

the boundary layer. Additionally mesh refinement 

was used in the expected regions of phase 

separation between water and air. Figure 6 and 

Figure 7 present a visualization of the created CFD 

meshes. While Figure 6 shows a 3D-view onto the 

unstructured mesh of the headwater tank, the 

turbine pipe section, the mixing zone and a part of 

the tail water region, Figure 7 presents a detail view 

of the mesh created in the region where the ejector 

flow mixes with the flow leaving the draft tube. The 

recess represents the previously described ejector 

nose. It is clearly visible that a mesh refinement was 

applied in the region where the interface between 

water and air is expected. 

 

Figure 6. 3D-view onto the unstructured mesh 

generated for the ejector model 

 

Figure 7. Detail view of the mesh created in the 

region where the excess water flow is mixed with 

the flow leaving the draft tube 

4.2. Description of the CFD-model 

In the field of CFD various numerical models 

are capable to describe and predict the physics of 

multiphase flow. An overview of the most common 

models with a description of the theoretical 

background and the range of possible applications is 

given by E. Stenmark [8]. 

For the exceptional case of a free surface flow 

where the fluids (commonly water and air) are 

separated by a distinct resolvable interface, 

experience shows that the Volume-Of-Fluid (VOF) 

method is an appropriate approach to capture all 

physical effects connected with the multi-phase 

problem ([5], [6], [7]). Recommendations to use 

this method to describe free-surface flows were also 

published by ANSYS [9]. 

The VOF method is a modelling technique for 

tracking and locating the free surface in a domain 

where at least two phases appear in parallel. The 

first journal-publication of this method was 

presented by Hirt et al. [10] in 1981. Nowadays this 

method is implemented in several commercial CFD 

software packages. 

Within the ANSYS-CFX graphical user 

interface (GUI) the VOF-method is implemented as 

so called homogeneous multiphase model [11]. To 

use this model the whole flow domain needs to be 

represented with a fixed mesh. All fluids share a 

common velocity and turbulence field and the 

motion of the phases is calculated along with the 

shape of the interface between the phases. 

Furthermore a phase indicator function is used to 

track the interface between two or more phases. The 

indicator function has a value of “1” or “0” when a 

control volume is entirely filled with one of the 

phases and a value between “1” and “0” if an 

interface is present in the control volume. 

Due to the published recommendations 

regarding the numerical simulation of free surface 

problems the homogeneous multiphase model 

incorporated in ANSYS-CFX was used to perform 

stationary CFD-simulations to investigate the 

ejector effect. As recommended for multiphase 

problems in the ANSYS CFX-Solver Modeling 

Guide [11] the k- model with scalable wall 

functions was used to model the turbulence. 

Furthermore the High Resolution advection 

scheme was applied for the spatial discretization of 

the Reynolds Averaged Navier Stokes equations. 

The High Resolution scheme uses a close to second 

order solution in flow regions with low variable 

gradients. In regions with higher gradients the 

solution will approach a first order scheme, in order 

to prevent over- and undershoots and to maintain 

robustness. The convergence criterion for the root 

mean square residuals of pressure, velocity and the 

mass of water and air was set to 10
-4

. 

An overview of the CFD-model established in 

ANSYS-CFX is shown with Figure 8. The inlet 

boundary condition (see very left side in Figure 8) 
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was set as a constant mass flow rate of water. In 

course of the CFD-study 5 different operation 

points each with a flow rate of Q1 = 87.5 l/s, Q2 = 

130 l/s, Q3 = 170 l/s, Q4 = 210 l/s and Q5 = 250 l/s 

were investigated. While the flow rate of Q1 was 

applied to the case with closed ejector ramp, the 

flow rate values of Q2 to Q5 were used for the 

simulations with activated ejector ramp. At the 

outlet of the ejector model (see very right side in 

Figure 8) a constant average pressure of 0.03 bar 

representing a water level of H = 0.30 m above the 

outlet surface was defined. 

At the top of the headwater and tail water tank 

(see up and down arrows in Figure 8) an absolute 

pressure of 0 bar was set and an opening was 

defined enabling only a circulation of air. The 

vertical position of the weir panel located in the tail 

water tank was adjusted in a way to reach an initial 

tailwater level of HTW = + 0.04 m. 

 

Figure 8. Overview of the CFD-model 

established in ANSYS-CFX 

An important prerequisite for stable simulations 

was the definition of initial values for the water 

volume fraction. The initial condition for the water 

surface level in the headwater tank and in the tail 

water tank was defined by giving an initial water 

depth close to the water depth measured in the 

physical model. The free surface was then allowed 

to adjust itself during the simulation. 

It turned out that the combination of the 

described boundary conditions and the initialisation 

of the flow field led to a satisfying convergence 

history. Nevertheless it took several thousand 

iterations to reach CFD-results with stable 

headwater and tail water levels and thus flow 

conditions that show no dependence on the 

simulation progress. 

All simulations were performed on a 

workstation with an Intel XEON 3.40 GHz 

processor (16 cores) providing a memory of 64 GB 

RAM and Windows 7 / 64 Bit operation system. 

 

4.3. Evaluation of CFD-results and 
comparison with measurements 

The experimental results presented in this paper 

refer to a headwater level of HHW = 0.70 m which 

was kept constant in course of one measurement 

series. The combination of total flow rate Q and the 

opening of the ejector gate required to reach this 

level was transferred to the simulation settings. 

Thus, it could be expected that the increase of flow 

rate from Q1 = 87.5 l/s to Q5 = 250 l/s would result 

in a constant water level in the headwater tank as 

well, while a local reduction of the tail water level 

at the draft tube outlet is reached. 

This presumption is exemplarily confirmed 

with visualizations of the water volume fraction 

shown with following figures. Figure 9 presents a 

three dimensional view onto the ejector model with 

the free water surface as ISO-surface and contours 

of the water volume fraction plotted on a cross 

sectional area for a total flow rate of Q3 = 170 l/s. It 

is clearly visible that a rather plane water surface 

adjusts in the headwater tank while distinct water 

waves appear in the tail water especially in the 

region around the draft tube outlet. 

 

Figure 9. Free Water Surface and Water Volume 

Fraction plotted on a cross sectional area for the 

operation point Q3 = 170 l/s 

Furthermore the flow rate dependent change of 

the wave structure in the tail water is presented by 

Figure 10. While it is obvious that the increase of 

the total flow rate Q causes a significantly 

decreased water level at the draft tube outlet, the 

octahedrons mark the position of the lowest water 

level at the draft tube outlet measured in course of 

the experiments. At first glance it turns out that 

there is quite a good accordance between 

measurement and simulation. 

However, the evaluation of CFD-results also 

showed that a constant head water level of HHW = 

0.70 m was only reached for the operation points 

with a flow rate of Q2 = 130 l/s, Q3 = 170 l/s and Q4 

= 210 l/s. At the other two operation points the head 

water level was slightly higher and lower, 

respectively. 
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Figure 10. Water Volume Fraction plotted on a 

cross sectional area for Q1 = 87.5 to Q5 = 250 l/s 

Another view onto the results is presented with 

Figure 11, showing velocity contours on several 

planes in the tail water region of the ejector model. 

It can be seen that a homogenization of the tail 

water flow is only reached at the transition to the 

tail water tank at the very right end of the picture. 

Within the mixing zone of the ejector model a clear 

differentiation of ejector and draft tube flow can be 

observed. 

 

Figure 11. Contour plots of the water velocity in 

the tail water region of the ejector model for a 

flow rate of Q3 = 170 l/s 

Finally, a quantitative comparison of CFD- and 

measurement results is presented with Figure 12 

showing a contour plot of the percentage of the 

increased power output due to the ejector effect. 

The diagram summarizes the measurement results 

(exemplarily presented with Figure 3) achieved in 

course of all the measurement series, each with an 

initial tail water level of HTW = -0.03 m / 0.00 m / + 

0.04 m / + 0.06 m / + 0.08 m. 

On the one hand it turns out that the ejector is 

capable of increasing the hydraulic power available 

at the turbine by a maximum of 18 %. On the other 

hand an analysis of the presented data shows that 

the positive effect of the ejector does not only 

depend on the ejector flow rate but also on the tail 

water level with respect to the level of the ejector 

nose. If the tail water level is too high even a 

comparably high ejector flow rate does not cause an 

increase of the power output. 

The filled circles present the increased power 

output calculated by means of CFD for the 

operation points with a total flow rate of Q2 = 130 

l/s, Q3 = 170 l/s and Q4 = 210 l/s. The turbine flow 

rate QTu, the absolute pressure measured at the 

outlet of the draft tube, the headwater level HHW and 

the tail water level HTW required to calculated the 

hydraulic power available at the turbine were 

evaluated at the same positions as on the test rig. 

It turns out that the experiment and the CFD-

simulation show the same trend for the prediction of 

the percentage of the increased power output. The 

deviation of the presented percentage rates is 

negligibly small. 

 

Figure 12. Contour plot of the percentage of the 

increased power output due to the ejector effect 

valid for HHW = 0.70 m = const. 

6. CONCLUSIONS 

The results presented in this paper show that the 

experimental programme as well as the numerical 

simulation give evidence of the positive impact of 

the ejector principle on the hydraulic power 
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available at the turbine of a low head hydropower 

plant. Concerning the prediction of the positive 

impact of the ejector both approaches independently 

show a significant sensitivity to the ejector flow rate 

and the tail water level. The deviations between 

CFD- and measurement results obtained at the same 

operation points are negligibly small. 

Consequently, it was proven that the numerical 

simulation is an appropriate approach for a realistic 

investigation of the ejector effect and for the 

prediction of its positive impact. Based on this 

finding it is now possible to carry out further 

numerical investigations with changed design 

parameters of the ejector model, in order to find out 

the ideal parameters for the inclination of the chute, 

the transition of the draft tube to the tail water and 

so on. 

Thus, the presented results make an important 

contribution to improve the planning security of 

future water power projects using the ejector 

principle. 
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ABSTRACT 

Mixed flow pumps with impeller blades which 

are adjustable during operation are often used in 

cooling applications and therefore they are mostly 

installed in pump sumps. This type of installation 

necessitates a pump design with lowest net positive 

suction head required (NPSHR) as well as high 

heads at overload operation. Furthermore, a wide 

operation range down to low flow rates is 

mandatory. Apart from such requirements, many of 

these pumps suffer from two instabilities in part 

load operation, which have to be considered during 

the design process. One instability results from 

recirculation from the impeller into the suction 

region and the other one from rotor-stator 

interactions between impeller and diffuser – 

referred to as diffuser instability. The present paper 

describes the design of a pump geometry consisting 

of the suction region (bell mouth), the impeller with 

adjustable blades and the diffuser for a pump with a 

specific speed of nq=95rpm. Starting with a 

theoretical 1D design for the meridional contour, it 

is demonstrated that in the course of the design 

development most of the challenges can already be 

predicted by means of 3D computational fluid 

dynamics (CFD). Thus, high reliability on such 

CFD results without the use of (time-consuming 

and expensive) prototypes is possible. Furthermore, 

a multi-objective optimisation of the suction region 

and the diffusor were realised. Finally, the results 

achieved for the optimized pump were validated on 

the test rig providing which a nearly perfect match – 

not only with regard to efficiency and pump 

characteristic but also as far as prediction of part 

load instability is concerned. 

Keywords: 

CFD, Comparison of measurement and 

simulation, Multi-objective genetic optimisation 

(MOGA), Part load instability, Transient 

calculations; 

NOMENCLATURE 

A [m²] Area 

D [m] Diameter 

H [m] Pump head  

NPSH [m] Net pressure suction head 

NSS [rpm] Suction specific speed 

Q  [m³/s] Flow rate 

Re [-] Reynolds number 

T. [Nm] Torque 

cm  [m/s] Meridional velocity 

g [m/s²] Gravity 

n [rpm] Rotational speed  

nq [rpm] Specific speed 

m [-] Mode number 

p [Pa] Pressure 

u [m/s] Circumferential speed 

z [-] Number of blades 

 [-]  Flow coefficient 

 [-]  Efficiency 

 [-] Power number 

 [-] Multiplier 

 [kg/m³]  Density  

  [1/s-] Angular velocity 

  [-] Pressure number 

 

Subscripts and Superscripts 

3 3% head drop, used for NPSH and NSS 

BEP Best efficiency point 

Design Design point of the pump 

i incipient 

R required 

Ref Reference 

r, d runner, diffuser 

stat static 

v vapour 

1. INTRODUCTION 

Most mixed flow pumps, also with variable 

pitch blades, may suffer from two instabilities in 

part load operation. Though these instabilities are 
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due to physical reasons and well known for decades 

[1, 2], the correct numerical prediction is still a 

problem/challenge in the development of a new 

hydraulic design. To comprehend how difficult it is 

to predict correct part load behaviour, it is vital to 

understand the origin of the two main instabilities 

[3]. 

1.1. Instability 

The diffuser instability is based on the rotor-

stator interactions between impeller and diffusor. At 

part load a backflow out of the diffuser channel at 

the diffuser inlet may occur. This phenomenon is 

caused by a distorted impeller outflow at part load 

and may cause instability in the head curve. 

A further decrease of the flowrate causes a pre-

rotation of the fluid in the inlet region of the pump. 

Due to a decreasing relative velocity and therefore a 

flatter flow angle, flow separation, recirculation 

(rotating stall) and part load vortices (pre-swirl) 

occur. These effects cause recirculation from the 

impeller into the suction region which results in 

recirculation instability. 

Further experimental investigations [4-6] have 

also shown a strong connection between backflow 

effects and diffusor instability. Though all those 

phenomena can be visualized by means of tests, it is 

still challenging to show them in numerical 

simulations. Early investigations by Muggli [7] 

have provided good correlation between CFD 

simulation and measurements. Nowadays, results of 

numerical simulations show excellent accordance 

with test results at and near the best efficiency point 

(BEP) (see for example [8]). Around the BEP the 

incident flow to the impeller and diffusor is almost 

undisturbed. At part load operation, flow separation 

due to inaccurate incident flow begins, and this is 

the main problem of a reliable numerical 

simulation. To predict flow separation exactly – 

especially in turbomachines – transient models [9-

11] with adequate turbulence resolving/modelling 

are required. Although the progress in CFD during 

the last decades was tremendous, it is still not 

possible to fully resolve all necessary aspects. 

Especially at an early stage of the design process, 

complex and expensive simulations like Hybrid-

LES models – which are the most reliable – are still 

not affordable. Though these simulations are 

meanwhile capable of predicting many flow 

phenomena correctly, the ratio between the effort 

required and the additional benefit is unsatisfying.  

1.2. Variable pitch versus fixed blade 

The concept of a variable pitch pump is much 

more complicated in terms of the mechanical 

adjustment of the blade. The benefit is clearly 

visible in Figure 1 – the envelope of the efficiency 

as well as the best efficiency points of each head 

curve for different blade position are shown. Such 

pumps are very often used together with systems in 

which the system curve has a strong increase at 

higher flow rates (system curves with low or zero 

static head component, but high dynamic head 

component). For a fixed blade pump the available 

head strongly decreases with increasing flow rates. 

For a variable pitch pump the blade could be 

opened for higher flow rates and thus the head does 

not drop down. Towards part load this appears vice 

versa. The zero flow rate is lower for a more closed 

position, and so also the power consumption is 

lower. 

 

Figure 1. Head curves and efficiencies for 

variable pitch pump 

A further advantage is the efficiency in part 

load and overload which is significantly better with 

a variable pitch pump. In this case, the envelope of 

the efficiency must be compared to one efficiency 

curve of a chosen blade position (see Figure 1). 

The present paper presents a design approach 

with respect to a mixed flow pump regarding 

special demands to suction and part load behaviour 

by means of numerical simulations. The 

methodology applied, which includes a simple 

theoretical design, manual as well as fully 

automated optimisation and the validation with a 

model test is described in detail and proves the 

success of this approach. 

2. HYDRAULIC DESIGN 

The pump presented in this paper is designed 

for a specific speed of nq=95rpm as a variable pitch 

pump. As of cavitation performance NSSR ≥ 

1600rpm at 100% QDesign and NSSR ≥ 1500rpm at 

130% QDesign were required (Definition by the NSS, 

see chapter 3.2). So, the overload cavitation point is 

the challenging target.  
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Figure 2 presents the workflow used to develop 

the hydraulic design of the presented pump. Starting 

with a literature study and a 1D design on several 

streamlines, a first 3D model of the hydraulic 

design was generated with Ansys BladeGen®.  

 

Figure 2. Workflow of hydraulic design 

Once achieving a smooth geometry, already at 

this early development stage CFD calculations were 

carried out and post-processed. In a further 

development stage parametric models for the 

diffuser and the inlet section were generated in 

order to be able to perform automated optimisation. 

The final geometry was tested on the test rig to 

validate the simulation results. 

2.1. Runner 

Starting with the design of the meridional shape 

– based on design approaches and guidelines by 

Stepanoff [1] and Gülich [2] – and a 1D design on 

various streamlines, the first focus regarding the 

impeller design was to meet the cavitation targets 

required in part load, at the best efficiency point 

(BEP) and under overload conditions. Apart from 

velocity triangles, the meridional shape was a key 

part during the design process. The meridional 

shapes of the runner and diffusor are shown in 

Figure 3 for the newly designed hydraulic. A six 

blade impeller with variable blades is the result 

together with a diffusor with 11 vanes. The hub and 

shroud contour around the impeller blade must be 

spherical to ensure the blade adjustment with a 

constant tip clearance.  

 

dr zvzvm  32
 (1) 

 

Gülich [2] and Karassik [12] present a formula 

how to choose the right number of blades in order 

to avoid pressure pulsations. This formula is 

presented in Eq. 1 whereas v2 and v3 are multipliers 

from 1 to 3 which are used to calculate the value m. 

In the hydraulic turbine industry m=0 is often used, 

however for pumps it is most important to avoid 

this with respect to pumps, especially radial pumps 

and multistage pumps. Only m=1 and m=2 are of 

interest, however they are not as critical for axial or 

semi-axial flow pumps. 

Figure 3. Meridional design  

In Table 1 a calculation for different impeller 

and diffuser blade numbers is depicted, whereas 11 

or 13 diffusor blades show the best results for 6 

runner blades as low numbers (1 or 2) only occur 

once in a row. 

Table 1. Impeller diffusor blade combinations 

 
 

The head coefficient realised was chosen rather 

high in comparison to Gülich [2]. The head 

coefficient does not only influence the efficiency, 

its effect on the cavitation behaviour is even more 

pronounced as the head coefficient is a measure for 

the blade loading. Nowadays, the tools (e.g. CFD) 

and experiences are much better and one can go to 

higher blade loadings. The then smaller blade has a 

smaller wetted surface and thus lower friction 

losses. 

2.2. Diffusor 

As mentioned above, Stepanoff [1], Gülich [2], 

and also Pfleiderer [13] facilitate the generation of a 

suitable meridional shape of the impeller, whereas 

for the diffusor there is only few information 

available. Though Gülich [2] gives clues for the 

design of a straight diffusor without any deflection, 

like the area ratio as a function of the diffusor 

length, these are not or only partly suitable for a 

mixed flow pump. The main challenge in designing 

5 5 5 5 5 6 6 6 6 6 7 7 7 7 7

9 10 11 12 13 9 10 11 12 13 9 10 11 12 13

v2 v3

1 1 4 5 6 7 8 3 4 5 6 7 2 3 4 5 6

1 2 13 15 17 19 21 12 14 16 18 20 11 13 15 17 19

1 3 22 25 28 31 34 21 24 27 30 33 20 23 26 29 32

2 1 1 0 1 2 3 3 2 1 0 1 5 4 3 2 1

2 2 8 10 12 14 16 6 8 10 12 14 4 6 8 10 12

2 3 17 20 23 26 29 15 18 21 24 27 13 16 19 22 25

3 1 6 5 4 3 2 9 8 7 6 5 12 11 10 9 8

3 2 3 5 7 9 11 0 2 4 6 8 3 1 1 3 5

3 3 12 15 18 21 24 9 12 15 18 21 6 9 12 15 18

zr

zd
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a good diffusor is a smooth flow deceleration in 

combination with minimal flow separation. An 

additional problem lies in the induced secondary 

flows by flow deflection from radial to axial 

direction in combination with the blading. 

So, the first designs were simple 1D approaches 

considering the problems mentioned. After 

validation with the use of numerical simulation, a 

complex diffusor model was created for 

optimisation purposes. Due to the large number of 

input (geometry) and output parameters, a multi-

objective genetic algorithm (MOGA inside ANSYS 

Workbench) was chosen for optimisation. The 

overall pump length must be as short as possible 

because of fabrication costs. As a result of the 

optimisation process, the meridional section and the 

blading were generated in compliance with minimal 

losses and only a small characteristic curve dip. 

The meridional design of the whole pump is 

shown in Figure 3 whereas dashed lines indicate a 

“hand-made” hydraulic geometry and continuous 

lines represent a geometry which was generated by 

the automated optimisation process. The hub and 

shroud contour of the diffusor were generated with 

straight lines to lower fabrication costs. 

3. NUMERICAL SIMULATION 

3.1. Numerical models 

Different models were generated and analysed 

before optimisation started. Model A consists of a 1 

out of 6 section of the suction bell (i.e. a 60° 

circular segment). The inner part of the inflow was 

neglected (see Figure 4a) as the axis of the pump is 

a singular point having only very limited influence 

on the hydraulic characteristics. But, this 

modification enormously speeded up mesh 

generation. In Model A the rotor consists of 1 out of 

6 passages for the impeller domain (i.e. one out of 

the six runner blades). Finally, the diffusor consists 

of 1 out of 11 passages and the mesh generation for 

diffuser and impeller was done with Turbogrid®). 

Model B (see Figure 4b) consists of a suction 

bell as stator with a full 360° model whereas this 

mesh was generated with ICEM®. The rotor 

consists of 1 out of 6 passages for the impeller 

domain. For the diffusor 1 out of 11 passages was 

modelled. Model C (see Figure 4c) is the same as 

Model B, however in this case one runner passage 

was connected to two diffuser passages. This model 

was used to investigate the interference between 

runner and diffusor in detail.  

Finally, Model D represents the full model with 

the suction bell (stator) as a full 360° model. The 

rotor now consists of 6 out of 6 passages for the 

impeller domain. The diffusor consists of 11 out of 

11 passages for the stator domain. The periodic 

faces of the impeller and diffusor domains have 1-

to-1 interfaces. 

 

Figure 4. Models for CFD calculation  

Table 2. Statistics of the numerical models 

 
 

All important combinations are listed in Table 2 

with their overall mesh sizes. The results of the 

mesh study are summarised in Figure 5. For head, 

efficiency and NSS there is no more difference 

Model A

Runner 25 K 200 K 500 K 600 K 250 K 600 K HJCL ATM

passages

Inflow 27 56 56 56 56 56 140 140 140

Runner all 142 25 226 538 636 279 636 3817 3942

one 142 25 226 538 636 279 636 636 657

Stator all 100 22 136 231 231 199 457 2541 2541

one 100 22 136 231 231 99.5 229 231 231

all 270 103 419 826 924 535 1233 6498 6623

passages

Inflow all 25 53 53 53 53 53 132 132 132

Runner all 132 22 212 511 605 261 605 3632 3753

Stator all 92 19 125 215 215 184 429 2360 2360

all 248 94 390 778 873 497 1167 6124 6245

DValues in 1000

Nodes

Domain

C

Elements

Domain

 B

All Domains

All Domains
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between the models 500K and 600K, so the results 

were grid-independent.  

 

Figure 5. Impeller blade mesh topology  

 

Figure 6. Impeller blade mesh topology  

Model C with two instead of one diffusor 

passage showed exactly the same values for head 

and NPSH, but with a slightly better efficiency (see 

also Figure 5). 

The HJCL mode of Turbogrid® follows an 

automated block topology depending on the blade 

metal angle, including full periodicy, and applies an 

algebraic, semi-isogeometric surface mesh 

generation procedure. As we intend to simulate the 

pump operation down to deep part load operation, 

extremely closed runner positions are required. The 

HJCL template of the mesh program does not 

support such closed runner positions. Therefore, the 

new ATM-mode was used. In Figure 6, the grid 

topology is shown together with the realised mesh 

for the final geometry – top for the HJCL template 

and bottom for the ATM template. The simulations 

were carried out with Ansys-CFX – for the general 

settings see Table 3. 

Table 3. General CFD settings 

 
 

3.2. Post-processing 

For the evaluation of the hydraulic 

performance, the key figures as mentioned in the 

following are of interest. In general, the net head is 

the difference between total pressure at the outlet 

and total pressure at the inlet. According to standard 

ISO 9906 [16], the net head represents the 

difference between the static pressure at the outlet 

and the inlet – where the mean kinetic energy head 

difference is added to the head (geodetic head 

difference neglected, see Eq. 2). The pressure is 

measured on the test rig on 4 pressure measuring 

taps which were displaced by 90° angle distance of 

each other. The locations were set 2D away from 

the flange (Figure 7). The post-processing of the 

CFD results was then carried out in a similar way 

(Eq. 3) 
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1

𝜌𝑔
[(
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)
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)|
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− (
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4
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2
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𝑖=1

(
𝑄

𝐴
)
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)|

𝐼𝑛𝑙𝑒𝑡
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𝐻 =
1

𝜌𝑔
[

1

𝐴𝑂𝑢𝑡𝑙𝑒𝑡
(∫ 𝑝𝑠𝑡𝑎𝑡 ∙ 𝑑𝐴)|𝑂𝑢𝑡𝑙𝑒𝑡 −

1

𝐴𝐼𝑛𝑙𝑒𝑡
(∫𝑝𝑠𝑡𝑎𝑡 ∙ 𝑑𝐴)|𝐼𝑛𝑙𝑒𝑡] +

(
𝑄𝑂𝑢𝑡𝑙𝑒𝑡
𝐴𝑂𝑢𝑡𝑙𝑒𝑡

)
2

−(
𝑄𝐼𝑛𝑙𝑒𝑡
𝐴𝐼𝑛𝑙𝑒𝑡

)
2

2𝑔
  

(3) 

 

The NPSH evaluation was carried out by means 

of histogram analysis. Nor was the CFX cavitation 

module used, neither any other cavitation model. 

Design Process Evaluation Transient

 Model C Model D Model D

Inlet Mass Flow Rate Mass Flow Rate Mass Flow Rate

Outlet Average Static Pressure Average Static Pressure Average Static Pressure

Turbulence Model SST [14] SST [14] SAS-SST [15]

iter. 1 to 25: 1/( * zr * zd) iter. 1 to 25: 1/( * zr * zd) -

iter. 26 to 50: 1/( * zr) iter. 26 to 100: 1/( * zr) -

iter. 51 to 150: 1/ iter. 101 to 500: 1/ -

revolution 1: 12/360*2p/

revolution 2 to 6: 1/360*2p/

Coefficient Loops - - 10

Option

Timescale

Time Step - -
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This method was cross-checked several times [17, 

18]. The pressure pHistogram is the value, when the 

pressure at a certain percentage of the blade surface 

exhibits pressures lower than pHistogram. The idea is, 

that a single value for the minimum pressure is not 

real but happens in a numerical simulation. With 

this pressure we calculate the NPSH value in the 

conventional way in a single phase calculation 

without a cavitation model. The point is that one 

must know how big the area percentage 

representative for the pump type under investigation 

is. This percentage changes for different types of 

pumps and must be known. It can only be found by 

comparing a sufficiently large number of 

experimental and numerical results for different 

pump types. By reducing the area percentage one 

shifts the calculated NPSH value towards NPSHi, by 

increasing it towards NPSH3.  

Head was analysed with the normalised 

pressure coefficient  (see Eq. 4), the flowrate is 

expressed by the normalized flow coefficient (see 

Eq. 5), and for the cavitation the suction specific 

speed is used, whereas the flow rate is used in 

m³/min, NPSH in m and the rotational speed in rpm. 

Therefore, the NPSH3 (Eq. 6), is recalculated to 

NSS3 (Eq. 7). The efficiency is benefit versus 

expenditure and described in Eq. 8. The power is 

normalised to with Eq. 9. 

 

𝜓 =
𝑌

𝑢2
2

2

=
2 ∗ 𝑔 ∗ 𝐻

𝑢2²
 

(4) 

 

𝜑 =
𝑐𝑚
𝑢

=
𝑄

𝐴 ∗ 𝑢
 (5) 

 

𝑁𝑃𝑆𝐻 =
𝑝𝑡𝑜𝑡,𝑠 − 𝑝𝑣

𝜌 ∙ 𝑔
 (6) 

 

𝑁𝑆𝑆3 = 𝑛 ∗
√𝑄

𝑁𝑃𝑆𝐻3
0.75 (7) 

 

𝜂 =
𝐻 ∙ 𝑄 ∙ 𝜌 ∙ 𝑔

𝑇 ∙ 𝜔
 (8) 

 

𝜆 =
𝜑 ∙ 𝜓

𝜂
 (9) 

4. EXPERIMENTAL SETUP 

There is no preferred diameter for the model 

pump defined in the ISO 9906 [16], but a few 

requirements by the IEC 60193 standard [19] for 

the model test. First of all, the Reynolds number 

should be higher than Re = 4 x 10
6
: The reference 

diameter DRef (see Figure 3) has to be larger than 

0.3 m. To fulfill these requirements a model of the 

scale 1:3.6 (model : prototype) based on the results 

of the numerical simulation is chosen. The 

reference diameter is DRef=322.4 mm. The model 

pump was manufactured and installed on the closed 

circuit 4-quadrant test rig at Graz University of 

Technology (Figure 7). The speed-regulated model, 

consisting of a runner with 6 blades and a diffuser 

with 11 guide vanes, was equipped with a 90 kW 

speed regulated motor/generator. The impeller 

consists of a turned and milled hub and 6 separate, 

turned and milled impeller blades. After the 

assembly of the impeller blades the shroud contour 

is turned spherically and the impeller is balanced. 

 

Figure 7. 4 -quadrant test rig  

The diffusor is CNC milled from the solid and 

will be welded into the turned shroud contour by 

spot weld through holes in the shroud. For visual 

investigations (especially with respect to cavitation) 

an acrylic glass shroud casing was mounted (see 

Figure 7). The experimental setup and the 

measurement instruments were based on the 

IEC60193 standard [19] providing measurement 

accuracy of 0.2%. The measurement itself is 

realised according to ISO 9906 [16] 

5 NUMERICALS AND MEASUREMENT 
RESULTS 

In Figure 8 the head curves (normalised 

pressure number ) for different blade positions are 

shown versus the flow rate (normalized flow 

coefficient) for both CFD and test rig. A good 

correlation over the whole range could be detected. 

Zone A indicates the main instability zone of the 

pump for different blade positions. The pump 

normally could be operated only on the right side of 

each curve and this is generally indicated as 

operation limit in pump data sheets. The second 

Zone B indicates the diffuser instability and is from 

minor level. This zone is not an unstable head curve 

according to [20], where a stable curve is described 

as a curve with continuously increasing head while 

the flow rate is decreasing. This zone could be 

eliminated with diffuser modifications (eg. 

reduction of diffuser blade numbers and diffuser 

inlet and outlet angles) only by a shift of the best 

efficiency point to lower flow rates. The dotted 
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lines indicate the CFD calculations in stationary 

mode and especially in the optimum provide good 

predictions of the head. Zone A is also well 

predicted whereas Zone B could not be found in the 

CFD results.  

 

Figure 8. Head curves for different blade 

positions, CFD vs. test rig 

In addition to the stationary calculations 

transient calculations were carried out. These 

calculations are marked with crosses for the -0.5° 

blade position. Especially the head drop in Zone A 

is captured well with these transient calculations, 

where after 3 revolutions the calculations were 

transient in time and the next 3 revolutions were 

averaged for the result. In Figure 9, for one blade 

position also the efficiency and the cavitation values 

are compared between test rig and CFD calculation. 

The efficiency is normalized with the best 

efficiency value of the test rig.  

 

Figure 9. Blade position 0 degree, CFD vs. test 

rig 

It can be clearly seen that the BEP point is 

shifted to slightly higher flow rates as the design 

target. This must be realised to catch the overload 

cavitation target together with an overall good 

pump performance. For the comparison between 

CFD test rig results the NSS value shows larger 

differences at lower flow rates. In the diagram the 

NSS value is drawn with a changed axis direction 

from highest values on the bottom to lowest values 

at the top. This was done to use this normalised 

specific value in the same way as pump charts with 

NPSH.  

 

Figure 10. Envelope, CFD vs. test rig 

The difference between CFD and test rig could 

be explained with the histogram method itself, 

which is conservative and indicates the NPSHi value 

at these flow rates instead of the NPSH3 value. 

Additionally, the power is marked in the diagram 

with the normalized  value. For this blade position 

the highest power consumption is at 75% flow rate. 

For both, part load as well as overload, the power 

consumption is lower. Finally, in Figure 10 the 

envelope is shown for different blade positions. The 

highest efficiency is realised at fully opened blade, 

but on a significantly high level at the nominal 

design flow rate. Instead of a decreasing head curve 

the envelope of the designed mixed flow pump 

leads to a slightly increasing head curve while the 

flow rate is increasing. This happens when the blade 

is always adjusted to its best position. Now, the 

pump is a single regulated device at constant speed 

or for variable speed a double-regulated aggregate. 

In comparison to the test rig, the CFD results are 

slightly shifted to higher flow rates and therefore 

the envelope for NSS, efficiency and the head 

(pressure coefficient ) are shifted by 5%. The NSS 

values of the CFD are lower (higher NPSH) than the 

test rig results, but especially at overload close 

together – this was the crucial point during the 

design process and could be kept with the actual 

design. For 0.2 (130% of the nominal operation 

point) the NSS is higher than the requested NSS.  
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6. CONCLUSION 

This paper presents the overall design process 

of a high performance mixed flow variable pitch 

pump from the scratch with the help of CFD. The 

workflow presented shows the steps up to the model 

test. The meridional design based on available 

formulas was optimised in two steps. First, a runner 

was realised, more or less by means of a “hand-

made” stepwise optimisation, and together with this 

runner design the rest of the pump was developed. 

Therefore, a MOGA and further optimisation steps 

were used to attain not only the requested 

performance in BEP but also the overload cavitation 

target. With the help of stationary simulations good 

correlation was found, and together with transient 

simulations the main stability could be calculated in 

a correct way as well. The diffuser instability could 

not be calculated in a correct way with the help of 

numerical methods – however, this region is not of 

great interest as the head curve is still stable within 

this operation range. 
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ABSTRACT
Large eddy simulation of the flow field around

an Ogive-cylinder body at high angles of attack is
presented. Three simulations were carried out for
Reynolds number of 10, 000 at three angles of attack
45◦, 55◦, and 65◦. The asymmetric wake-vortex phe-
nomenon was observed at angles of attack 55◦ and
65◦. The phenomenon is captured in the absence
of artificial geometrical asymmetries of forced flow
irregularities. The results suggest that wake-vortex
asymmetry is due to an absolute hydrodynamic in-
stability. An investigation of the unsteady flow field
was carried out using dynamic mode decomposi-
tion. The analysis identified two dominant unsteady
modes; unsteady wake and unsteady shear layer. At
45◦ the wake is much more coherent and domin-
ant than the shear layer, whereas at 55◦ and 65◦ the
shear layer is most dominant. Near the nose, the
shear layer mode is dominant for all angles of attack.
However, as we move downstream the wake mode
become dominant for angle of attack 45◦ while the
shear layer mode continue to be dominant for angles
of attack 55◦ and 65◦.

A synchronization was observed between the
location of dominant mode switching and location of
vortex breakdown.

Keywords: Dynamic mode decomposition, High
angle of attack aerodynamics, Slender body aero-
dynamics, wake-vortex

1. INTRODUCTION
Flow over slender bodies at an angle of attack

exhibits the development of symmetric and asym-
metric wake-vortex flow modes. The symmetric
mode develops at small angles of attack. At higher
angles, an asymmetry develops in the wake-vortex
system. The asymmetric wake-vortex poses a control
problem for aircraft and missiles at high angles of
attack due to the resulting yawing moments. If
the complex behavior of the wake-vortex system

is identified then it might be possible to devise an
active control system at higher angles of attack when
traditional control surfaces become ineffective.
Zilliac et al. [1] carried out measurements on
an ogive-cylinder model. The tests revealed four
angle-of-attack regimes that categorize the type of
vortex behavior to be expected on pointed bodies of
revolution. The regimes are symmetric leeward-side
flow (α < 30◦), intermediate range (30◦ < α < 50◦)
of steady asymmetric flow, nearly bistable range
(50◦ < α < 65◦), and vortex shedding (α > 65◦).
Early experimental studies have shown that high
angles of attack flow field is affected by Reynolds
number, Mach number, fineness ratio, and the nose
bluntness. Additionally it was found that the flow
field is highly sensitive to small changes in testing
conditions as well as geometrical irregularities due
in imperfections in model constriction. The flow
visualization study of Gowen et al [2] investigated
the effects of nose shape, shape bluntness, and Reyn-
olds number on the onset of asymmetric wake-vortex
system. It was found that the asymmetry onset angle
of attack is increased by reducing the fineness ratio
or increasing the nose bluntness. Reynolds number
was found to be relevant only for high fineness ratio
in which increasing the Reynolds number decreases
the asymmetry onset angle of attack. Wardlaw
and Morrison [3] investigated several sets of data
collected form fifteen different sources. A linear
regression analysis was performed to extract flow
field trends. The analysis emphasized some of the
finding by Forrest et al such as the effect of fineness
ratio and nose bluntness. However, the investigation
also concluded that the asymmetry onset angle of
attack decreases with increasing model length and
the maximum side force decreases with increasing
Mach number.
Zilliac et al. [1] observed a strong dependency of the
leeward-side flow field orientation on tip geometry.
Leu et al. [4] carried out experimental investigations
on the flow field around a conventional sharp-nose
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ogive cylinder and an elliptic-tip ogive cylinder. The
results showed that changes in the direction of the
side force are related to changes in the asymmetry
of the pressure distribution along the body. They
found that the variation of the side force with the roll
angle for the elliptic tip is more predictable than that
for the sharp ogive tip. Flow visualization studies
showed that, when the angle of attack increases, the
locations of vortex asymmetry, vortex breakaway,
and vortex breakdown propagate upstream toward
the tip. In addition, it is found that, at α = 45◦ and
50◦, the changes in the vortex structure with the
roll angle occur in a more gradual manner; i.e., one
can see a nearly symmetric flow pattern occurring
between the two opposite asymmetric flow patterns.
On the other hand, at α = 60◦, changes in the flow
pattern with the roll angle are more abrupt, leading
to the formation of a bi-stable state.
Banks et al. [?] carried out detailed wind tunnel
and flight investigations on F/A-18 configuration
to investigate the causes of various high angle of
attack phenomena. It was found that fixing forebody
cross flow transition on model provided data that
accurately match flow fields and aerodynamic char-
acteristics of flight at high angles of attack. Wind
tunnel results showed that small geometry differ-
ences especially nose boom can have a pronounced
effect at high angles of attack. These differences
must be modeled in sub-scale tests in order to obtain
accurate correlation with flight data.
Bridges [5], in a review paper suggested two
causes for high angles of attack vortex asymmetry;
inviscid hydrodynamic instability of symmetrically
separated vortices or asymmetric boundary layer
separation on each side of the body. Stahl and
Asghar [6] experimentally studied the asymmetric
vortex system on two circular cones with different
sizes at high angles of attack to determine the onset
angle of attack of asymmetric vortex as a function of
free stream Reynolds number. The two cone models
have the same fineness ratio of 3.6 and the same
semi apex angle of 4 degree. The Reynolds numbers
are ReD = 0.005 × 106 and 0.202 × 106 based on
the bottom diameter of the cones respectively. The
vortex asymmetry was determined by a smoke flow
and laser-light sheet. The results showed that the
onset angle of attack of asymmetric vortex decreased
with increasing Reynolds numbers. Liu and Deng
[7] carried out aerodynamic force measurements and
wake flow visualizations over slender bodies (cone
cylinder, elliptic-nose cylinder). The experimental
results showed that at angles of attack (30◦ − 40◦),
the flow is unsteady and the signal of side forces
contains wide ranges of amplitudes and frequencies.
The unsteadiness phenomena include low-frequency
three-dimensional effects, asymmetry related vortex
flipping, moderate frequency von Karman vortex
shedding and higher shear layer fluctuations.

The challenge of controlling the wake-vortex

system stems from the highly unstable and percept-
ive nature of the flow field. Leu, et al [4] used mi-
cro fabricated balloon actuators for side force con-
trol on a slender body. The Balloon actuators can
be packaged on curve surfaces of a cone-cylinder
slender body and actuated at different roll angles.
Aerodynamic force measurement results indicate the
effects of micro balloon actuators vary at differ-
ent actuation locations on the cone-cylinder slender
body. Micro balloon actuators change nose shapes of
the slender body which determines adverse-pressure-
gradient values and directly influence the origin of
the separation lines and characteristics of the separ-
ated vortices over the leeside surface. Xueying and
Yankui [8] tested various active and passive fore-
body vortex flow control techniques such as fore-
body strakes, helical trips, unsteady bleed, and micro
blowing. However, theses techniques were not suffi-
ciently effective.
From a numerical prospective, massively separated
flow around slender bodies at high angles of at-
tack presents a number of challenges to current CFD
methods and techniques. The wake-vortex flow be-
hind the body is a complex unsteady viscous flow
where nonlinear effects are dominant. The wake ex-
hibits extremely complex flow patterns with separa-
tion and attachment regions, vortex interaction, and
vortex breakdown. Simulation of such flows entails
accurate computation of all of these unsteady com-
plex physical phenomena. Cummings et al. [9]
pointed out that flows at high angles of attack are
more difficult to predict due to the nonlinear effects
that takes place in the early stages of forming shear
layers that will eventually develops into the vortex
wake system. Various factors contribute to the com-
putational difficulties such as the proper modeling
of turbulence and transition for vortical and separ-
ated flow, use of suitable numerical algorithm that
can accommodates flow asymmetry and employing
grids that allow for accurate prediction of the flow
field. Thin-Layer RANS have been used to simulate
steady slender body flow at low to moderate angle of
attack with symmetric wake-vortex. Dejani and Levy
[10], Dejani et al. [11] and Murman [12] used Thin-
Layer RANS to demonstrate the necessity of perturb-
ation at the body nose for asymmetric wake-vortex.
However, at high angles of attack Thin-Layer RANS
assumption breaks down since the wake is highly un-
steady with large-scale turbulent structures and there-
fore the full unsteady Navier-Stokes equations have
to be solved instead [13].
Although an extensive number of studies were car-
ried out to investigate the behavior of the wake-
vortex system the mechanism responsible for the de-
velopment of asymmetric wake-vortex flow at high
angles of attack is still not well defined. The present
study investigates the onset of vortex asymmetry
with increasing angle of attack using LES. The ob-
jective is to accurately resolve the unsteady flow field
especially the three dimensional boundary-layer de-
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veloping over the nose cone, the formation of the vor-
tex sheets, and the spatial/temporal evolution of the
wake-vortex system. Dynamic Mode Decomposition
(DMD) is applied to the resulting numerical data-
base to study the dynamical behavior of this flow and
shed some light on the root causes of the asymmetric
wake-vortex phenomenon.

2. COMPUTATIONAL METHODOLOGY
2.1. Mathematical Model

As stated in the introduction, RANS is not
suitable since the problem in hand is highly un-
steady. Since DNS is not feasible due to extreme
grid requirements, LES is a suitable approach for
the flow field under consideration. In LES the
spatially filtered three-dimensional time-dependent
Navier-Stokes equations are solved numerically for
all motions with a scale larger than the mesh size
of the chosen numerical grid, while the small-scale,
mainly dissipative motion is simulated by a sub-grid
scale (SGS) model. The filtered equations are given
by:

∂ūi

∂xi
= 0 (1)

∂ūi

∂t
+
∂ūiū j

∂x j
= −

1
ρ

∂p̄
∂xi

+
∂
(
2νS̄ i j

)
∂x j

−
∂τi j

∂x j
(2)

The equations are written using the compact index-
notation form where i and j vary from 1 to 3. ui are
the velocity vector components, p is the pressure, ρ
is the fluid density and ν is the kinematic molecu-
lar viscosity. The overbar denotes spatially filtered
quantities. The last term in the momentum equa-
tion is the divergence of the sub-grid-scale stresses
τi j = uiu j−ūiū j. The sub-grid-scale stresses are
modeled using the eddy-viscosity concept:

τi j = 2υtS̄ i j +
1
3
δi jτkk (3)

S̄ i j =
1
2

(
∂ūi

∂x j
+
∂ū j

∂xi

)
(4)

The sub-grid-scale eddy viscosity νt is computed us-
ing the dynamic Smagorinsky model of Germano et
al. [14] as modified by Lilly [15]:

νt = CS ∆2
∣∣∣S̄ ∣∣∣ where S̄ =

√
2S̄ i jS̄ i j and

∆ = (∆x∆y∆z)
1
3

The coefficient Cs is computed dynamically by ap-
plying a second filter with filter width twice the filter
width ∆ based on the grid spacing. The computed
value of Cs is clipped to the range (0.0 < Cs < 0.23).

2.2. Solution Method
The computations were carried out using the

Ansys–Fluent V14.5 CFD software [16]. A pressure-
based solver is used to solve the above equations.
The solver uses the SIMPLE scheme for pressure-
velocity coupling and green-gauss node-based ap-

Figure 1. Computational domain

proach for gradients evaluation. The unsteady LES
runs employ a second-order bounded central spa-
tial discretization scheme and an implicit second-
order time marching scheme. The time step is equal
to 0.0001 seconds, with a maximum of 50 error-
reduction sub-iterations per time-step.

2.3. Computational Domain and Operating
Conditions

The geometry used in the current computation
is an ogive-cylinder with a diameter of D = 3.5cm.
The model length is L = 18.5D with slenderness ra-
tio of 3.5 and 15 for the ogive and the cylinder re-
spectively. The computational domain is constructed
such that the domain boundaries are 6.5D upstream
of the model nose, 10D downstream of the model
base, and 15D away from the model surface in the
radial direction. Velocity component were specified
at in-flow boundary while extrapolation was used at
the out-flow boundary. No-slip condition was applied
at the model surface. The free-stream conditions are
selected to yield Reynolds number of 10, 000. Three
angles of attack were considered: 45◦, 55◦, and 65◦.

2.4. Computational Grid
The quality of the computational grid has a ma-

jor effect on the computed results. Inadequate grid
density and sudden changes in grid point distribution
bring about errors in spatial development of vortical
structures while discontinuity and non-smoothness in
grid line slopes give rise to numerical instabilities
due to abrupt variations in grid metrics. Therefore,
good quality grid with adequate density is necessary
for a successful simulation. The reported results are
obtained on a composite O-type grid of size 16.7
million grid points (16.6 million hexahedral cells).
There are 510 grid points along the model alone with
201 grid points in the direction normal to the surface
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Figure 2. Computational grid

and 121 grid points in the azimuthal direction. Fig-
ures 1 and 2 show the computational domain and the
employed grid. The grid is generated as a structured
grid, using Pointwise, to produce a smooth and or-
thogonal mesh. This is essential for the current study
as unsteady vortex dominated flow is sensitive to grid
quality.
For near-wall regions LES requires stream-wise and
azimuthal mesh resolutions of ∆x+ and ∆θ+ ≤ 50.
The superscript + indicates non-dimensionalization
with u∗ and ν (i.e. ∆x+ = ∆xu∗/ν). For the cur-
rent simulation the mesh resolution in the stream-
wise direction ranges from ∆x+ = 1/5, near the
nose, to a maximum of 50, 11 diameters downstream
from the nose. The resolution in the azimuthal dir-
ection is ∆θ+ = 19. In the direction normal to the
wall, well-resolved LES requires a much finer spa-
cing, ∆n+ ≤ 1. For the current calculation, the first
grid point is located at ∆n+ ≈ 0.35. Given the the op-
erating Reynolds number, the grid resolution is more
than sufficient.

2.5. Dynamic Mode Analysis
Higher order statistical methods that optimally

decompose the flow field have many shortcomings
that limit its implementation to turbulent flows. In
the last 30 years the most used method is Proper
Orthogonal Decomposition (POD) [17] and [18].
Despite the usefulness of POD in analyzing wall
bounded and free shear flows, it has many draw-
backs. Firstly, the most energetic mode as identified
by POD is not always the most important mode in
the flow field. Secondly, POD method is based on
an ensemble averaged two-point correlation tensor,
therefore, all phase information are lost in the aver-
aging process. Thirdly, the method being based on an
ensemble averaged correlation tensor means that it is
very expensive to calculate and the statistical error
depends on the number of snapshots, i.e., the more
snapshots the better the accuracy of the method.

Dynamic Mode Decomposition method, [19] and
[20], does not require any ordering of the data in
space or in a form of a matrix, all that matters is a
sequence of snapshots in time V(:, t) regardless how
they are ordered in space. Hence, DMD method con-
siders a two dimensional matrix for any given flow
field whether full three dimensional or plane two di-
mensional. The first matrix dimension is space and
the second is time. Consider a set of data consisting
of n snapshots, sampled experimentally or numeric-
ally, and ordered in time with a constant time step ∆t:

Vn
1 = {v1, v2, v3, . . . , vn} (5)

The snapshots are assumed to be linearly correlated,
i.e., v j is linearly correlated with v j+1 or v j+1 = Av j,
and this linear mapping can be implemented to the
whole data set Vn

1 to obtain a set of the following
form:

{v,Av,A2v, . . .An−1v} (6)

or

Vn+1
2 = AVn

1 (7)

For sufficiently large sequence, one can assume lin-
ear relation between snapshots and construct the nth

snapshot by a linear combination of the preceding
(n + 1) snapshots, that is:

Vn+1
2 = AVn

1 ≈ Vn
1S (8)

S is a companion matrix that contains the coefficients
of the linear mapping. The problem now becomes a
least-square problem to find S that approximate the
linear mapping with a minimum error.

[Q,R] = qr(Vn−1
1 ) (9)

S = R−1QHVn
2 (10)

Once the companion matrix is calculated one can
solve the following eigenvalue problem:

SΦ = ΓΦ (11)

The eigenvalues of S contain the growth rates and
phase velocities of the modes, while the eigenvectors
represent the shape of the dynamic modes.

λ j =
log(Γ j j)

∆t
(12)

The real parts of λ represent the growth rates,
while the imaginary parts represent the correspond-
ing phase velocities. The dynamic modes are then re-
constructed by projecting the original snapshots onto
the eigenvectors as follows:

DM( j) = Vn−1
1 (:, :)Φ(:, j) (13)

3. RESULTS
The calculations were carried out for 25 flow-

through times to allow for flow field development.
Then a set of 1024 snapshots were collected at ten
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Figure 3. instantanous iso-vorticity colored by ve-
locity magnitude

stream-wise stations. It should be emphasized that
no artificial asymmetry was introduced in the com-
putations. The computational domain and the grid
are symmetric with only double precession roundoff

errors. The spatial numerical scheme is a central-
difference scheme and the computations were per-
formed using double precession accuracy.
Figure 3 shows the instantaneous iso-vorticity mag-

nitude colored by velocity magnitude. At α = 45◦ the
wake-vortex is almost symmetric with simultaneous
vortex breakdown further downstream. At α = 55◦

the flow becomes asymmetric. At α = 65◦ the flow
is highly asymmetric with asymmetric vortex separ-
ation and breakdown starting closer to the nose. Fig-
ures 4, 5 and 6 display instantaneous pathlines at
different angles of attack. The figures show an ini-
tially symmetric attached wake-vortex at α = 45◦.
As the angle of attack is increased toα = 55◦, vortex
shedding becomes asymmetric and the wake-vortex
starting to separate and breaks down. At higher
angle, α = 65◦, the locations of vortex-separation
and vortex-breakdown propagate upstream and the
flow over the body becomes very complex and un-
steady. Although the flow in all cases is initially lam-
inar it goes through transition to turbulence in the
separated shear-layer and at the location where the
wake-vortex system breaks down. The results shows
that flow asymmetry occurs in the absence of geo-
metrical imperfections and is most probably due to
an absolute instability.

Dynamic Mode Decomposition was applied to the
numerical databases that have been generated using
large eddy simulation at 10 stream-wise planes nor-
mal to the slender body at different stream-wise loc-
ations (x/d = 0.3 to 15 as shown in figure 7), and at
angles of attacks 45◦ , 55◦, and 65◦. For all 30 planes
the plots of real part of the eigenvalues versus ima-
ginary part resulted in a unit circle suggesting that
the pressure signals are quasi-periodic.

DMD analysis identified two dominant unsteady
modes; unsteady wake and unsteady shear layer. An
extensive search process for the dominant shear layer
and dominant wake modes in each down-stream
plane was carried out. It was found that the domin-

Figure 4. Instantaneous pathlines at α = 45◦

Figure 5. Instantaneous pathlines at α = 55◦

Figure 6. Instantaneous pathlines at α = 65◦

Figure 7. streamwise locations where timeseries
data was collected
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Figure 8. DMD spectrum for α = 45◦ at 10 differ-
ent downstream planes

Figure 9. DMD spectrum for α = 55◦ at 10 differ-
ent downstream planes

ant shear layer frequency for all three angles of attack
and all down-stream stations lies between 75−100Hz
as shown in figures [spectrum 1, 2, and 3], whereas
the wake dominant frequencies range between 4 −
7Hz as shown in the same figures. It is noted that the
dominant shear layers at 55◦ and 65◦ have too many
higher sub-harmonic modes than the dominant shear
layers at 45◦, indicating the break-down of vortical
structures at these angles of attack. It is also noted
that at 45◦ the wake is much more coherent and dom-
inant than the shear layer, whereas at 55◦ and 65◦ the
shear layer is most dominant. It was also observed
that near the nose, the shear layer mode is dominant
for all angles of attack. However, as we move down-
stream the wake mode become dominant for angle of
attack 45◦ while the shear layer mode continue to be
dominant for angles of attack 55◦ and 65◦.

4. SUMMARY
LES of the flow around an Ogive-cylinder body

at high angles of attack have been presented. The
asymmetric wake-vortex phenomenon was observed
at angles of attack of α = 55◦ and α = 65◦. The
results also showed that the phenomenon is present
in the absence of artificial geometrical or flow asym-
metry. An investigation of the unsteady flow field

Figure 10. DMD spectrum for α = 65◦ at 10 dif-
ferent downstream planes

was carried out using dynamic mode decomposi-
tion. The analysis identified two dominant unsteady
modes; unsteady wake and unsteady shear layer. At
α = 45◦ the wake is much more coherent and dom-
inant than the shear layer, whereas at α = 55◦ and
α = 65◦ the shear layer is most dominant. Near
the nose, the shear layer mode is dominant for all
angles of attack. However, as we move downstream
the wake mode become dominant for angle of attack
α = 45◦ while the shear layer mode continue to be
dominant for angles of attack α = 55◦ and α = 65◦.
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ABSTRACT
The present contribution focuses on the aerody-

namic predictive capabilities of Reynolds-Averaged
Navier-Stokes (RANS) simulations and Large Eddy
Simulations (LES) for internal gas turbine cooling
channels. Rib-roughened surfaces are employed for
such kind of applications to promote turbulence and
to increase the heat transfer between the wall and the
coolant. The numerical results for a cooling channel
with a blockage ratio of 0.3 and a Reynolds number
of 40,000 are compared with experimental data ob-
tained at the Von Karman Institute for Fluid Dynam-
ics (VKI). Different turbulence model approaches
have been tested, and their predictive capabilities are
evaluated: the results clearly show the inferiority of
RANS simulations, both based on the Boussinesq
eddy viscosity assumption and on Reynolds-stress
modeling, in comparison with the performed LES in
predicting the flow behavior.

Keywords: CFD, Internal rib-roughened cooling
channels, LES, RANS, Turbomachinery, Turbine
blade cooling

NOMENCLATURE
Cµ [] model constant (0.09)
Dh [m] hydraulic Diameter
H [m] rib height
L [m] channel length
Ma [] Mach number
P [m] pitch length
Re [] Reynolds number
U [m/s] Velocity magnitude
k [m2/s2] turbulence kinetic energy
u, v,w [m/s] velocity components
y+ [] dimensionless wall distance
c [m/s] Speed of sound
F [] flux tensor
S i j [m/s] mean strain rate tensor

W [] conservative variable vector
θ̄ [] filtered quantity
δi j [] Kronecker delta
ε [m2/s3] dissipation rate of the turbu-

lence kinetic energy
νt [m2/s] turbulent viscosity
θ [] time-averaged quantity
ρ [kg/m3] density
τi j [m2/s2] Reynolds stress components
θ′ [] fluctuating quantity
νS GS [m2/s] subgrid-scale turbulent vis-

cosity

1. INTRODUCTION
With the rising use of energy and the claims

for environmental awareness, the turbomachinery in-
dustry tries to improve the gas turbine efficiency by
several means, one of which consists in increasing
the turbine inlet temperature to increase the turbine
cycle efficiency. In modern engines, the turbine in-
let temperature exceeds the metal melting temper-
ature such that internal and external cooling tech-
niques need to be applied and developed. For the
internal cooling of turbine blades, a common tech-
nique to increase the heat transfer in the blade is
to use roughened surfaces or turbulators, which pro-
mote higher turbulence levels in the flow.
Since the life of a turbine blade is reduced by half
with an increased turbine solid temperature of only
30 Kelvin [1], the prediction of local heat transfer
coefficients and temperatures is a crucial step to-
wards the design of high pressure turbine blades and
vanes.
Until now, it remains a difficult task to experiment-
ally or numerically predict the complex flow struc-
tures inside such channels. The major objective of
this contribution is an evaluation of different numer-
ical techniques comparing their aerodynamic predic-
tions and validating them against experimental data.
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The following section introduces the governing equa-
tions and the used solvers. Thereupon, the test case
of a high blockage ratio channel and its computa-
tional setup is introduced. Finally, the results for dif-
ferent turbulence models and simulation approaches
is presented.

2. NUMERICAL METHODS
2.1. Governing equations

The governing equations for the present com-
putations are the Navier-Stokes equations and the
filtered LES equations describing the conservation of
mass and momentum as described as follows in con-
servative form:
∂W
∂t

+ ∇ · F = 0, (1)

with the conservative variables W = (ρ, ρu, ρv, ρw),
the flux tensor F, the density ρ and the velocity com-
ponents (u, v,w). For the conducted steady simula-
tions the time derivative disappears and for the in-
compressible computations, the density ρ is constant.
For the LES, the fluid follows filtered equations lead-
ing to the following LES equations:

∂W̄
∂t

+ ∇ · F̄ = 0, (2)

with the conservative variables W̄ = (ρ̄, ρ̄ũ, ρ̄ṽ, ρ̄w̃),
the flux tensor F̄, the density ρ̄ and the velocity com-
ponents (ũ, ṽ, w̃).

2.2. RANS approach and solver
The RANS formulation is based on the Reyn-

olds averaging [2] with each dependent quantity split
into an averaged and a fluctuating component: Θ =

θ + θ′ with the overline denoting a Reynolds aver-
aged quantity and the prime denoting a fluctuating
quantity. Including the splitted quantities into the
Navier-Stokes equations results in the appearance of
a new term in the momentum equation, the Reynolds
stresses: τi j = −u′iv

′
j, which needs to be modeled.

Two basic principles exist and are employed in the
present study to model the Reynolds stresses: First,
the so-called Reynolds-stress model considers each
term of the Reynolds stress tensor individually, solv-
ing a transport equation for each component. Second,
with the Boussinesq eddy viscosity assumption [3],
the Reynolds stresses are approximated with:

−u′v′ = 2νtS i j −
2
3

kδi j, (3)

with the mean strain rate tensor S i j = 1
2

(
∂ui
∂x j

+
∂u j

∂xi

)
,

the turbulence kinetic energy k, the Kronecker
delta δi j and the turbulent viscosity νt, which the
Boussinesq eddy viscosity assumption introduces as
a new quantity that needs modeling.
The first RANS model that has been used, the k − ε
model [4, 5], computes the turbulent viscosity from
νt = Cµk2/ε, with the model constant Cµ the turbu-

lence kinetic energy k and its dissipation rate ε. For
the turbulence kinetic energy and its dissipation rate
two model transport equations are solved.
The second used RANS model was the Launder
Reece Rodi (LRR) Reynolds-stress model, which
solves transport equations for each of the Reynolds-
stress tensor components.[6, 7]
For the RANS computation, a solver based on the
Open source Field Operation and Manipulation C++

libraries (OpenFOAMr) was used to solve the in-
compressible steady state equations with a SIMPLE
algorithm. The equations were discretized with a fi-
nite volume method [8] and a second order central
scheme in space was employed for the Navier-Stokes
and continuity equations, whilst the turbulence equa-
tions were discretized by an upwind scheme.

2.3. LES approach and solver

After the filtering operation, the unknowns ap-
pearing in the LES equations, i.e., the subgrid-
scale (SGS) quantities, need to be modeled. The
Boussinesq eddy viscosity assumption is applied for
which a subgrid-scale turbulent viscosity νS GS is in-
troduced. Two different LES approaches with two
different solvers have been applied: First, a com-
pressible LES solver, AVBP, developed at CERFACS
(Schönfeld and Poinsot[9]; Mendez and Nicoud [10])
has been applied. Second, the LES solver from
OpenFOAMr framework has been used for compar-
ison.
The solver AVBP models the SGS quantities via the
Wall-adapting local Eddy-viscosity (WALE) model
(Nicoud and Ducros [11]). The equations are dis-
cretized by centered spatial schemes and explicit
time schemes with a Finite-Element based two step
Taylor-Galerkin (TTGC) scheme for the convection
in a cell-vertex formulation (Colin and Rudgyard
[12], and Donea and Huerta [13]). This explicit
scheme is of third order accuracy in space (on hy-
brid meshes) and time, providing low dissipation, es-
pecially suitable for LES. The diffusion term is dis-
cretized with a vertex-centered operator closely fol-
lowing the Galerkin method and is of second order,
having a ∆2 stencil (Colin et al. [14], and Donea and
Huerta[13]).
The solver used from the OpenFOAMr platform
is an incompressible solver. The pressure-velocity
coupling was treated with the PISO algorithm, which
uses a momentum predictor and a correction loop in
which the pressure equation is solved and the mo-
mentum equation corrected based on the pressure
change. The flow equations are discretized with an
explicit Euler scheme in time and a second order
central finite-volume discretization scheme in space,
introducing a small amount of upwinding for the ad-
vection terms to increase the stability. The Smagor-
insky model was used to compute the subgrid-scale
turbulent viscosity, including the van Driest formula-
tion to model the small non-isotropic turbulent scales
close to the wall.
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Figure 1. Channel configuration

3. TEST CASE AND COMPUTATIONAL
SETUP

3.1. The experimental configuration
The applied configuration models the experi-

mental facility of Cakan [15], Cukurel [16], Cukurel
and Arts [17], which was a simplified model of an in-
ternal rib-roughened aircraft gas turbine blade cool-
ing passage with a pitch to rib ratio of 10 and a block-
age ratio of 0.3 (Table 1 summarizes the dimensions).
The cooling passage was scaled up by a factor of 15
with respect to real engine conditions. The scaling
ratios for the experiments resulted from a comprom-
ise between the need for high measurement resolu-
tion and limiting electrical power supply ([15]).
The experimental facility consisted of three sections:
an inlet, a test and an outlet section from which the
test section with its six ribs was fully represented
by the configuration for the numerical simulations
(Fig. 1). The cross section dimensions were 75x75
mm and the test section length was 1260 mm.

Table 1. Channel and flow characteristics
(Cukurel 2012).

Parameter abbr. Value
Reynolds number ReDh 40,000
number of ribs 6
length L 1597.5 mm
hydraulic diameter Dh 75 mm
rib height H 22.5 mm
pitch to rib ratio P/H 10
blockage ratio H/Dh 0.3

3.2. The numerical model
Although the rib of the cooling channel repeats

itself periodically as described in the previous para-
graph, the total number of six ribs was kept similar
to the experimental model to avoid possible arbitrary
effects of periodic boundary conditions that occur as
Fransen et al. [18] have shown.
The applied Reynolds number for all simulations was
40,000 as in the experimental campaigns. No-slip
conditions were applied at all walls. The inlet and
outlet boundaries were positioned far from the actual
part of interest, avoiding major influences on the flow
around the ribs. Adiabatic conditions were applied
on the walls.

Keylock et al. [19] demonstrated on a single rib with
a lower blockage ratio (0.15) than in the present study
that the rib has such a strong effect on the flow that
the precise nature of the inlet condition, with regards
to the turbulent fluctuations and length scales, is for-
gotten and only small differences for the flow separ-
ation and reattachment may appear.
The reattachment lengths and many flow quantities
will be preserved reasonably well, regardless of the
inlet profile. Due to the even larger blockage ratio
used in this study, a turbulent mean profile without
fluctuations for the flow was applied as inlet condi-
tion for the LES.
Two different scalings were used for the two different
solvers, as explained as follows:
To simulate the exact flow conditions with the
small Mach number of the experimental campaign
of Cukurel (2012) at Ma = 0.02 the computational
time (using AVBP, a compressible solver with expli-
cit time integration for the LES) would have been
unjustifiably long. Hence, the Mach number was
increased to Ma = 0.2, keeping the same Reynolds
number, based on the bulk velocity and the hydraulic
diameter Dh, at 40,000. This scaling granted a de-
crease of the computational cost and a re-scaling to
more real engine conditions, while maintaining the
similarity with the experimental data and keeping
the simulated Mach number small enough to avoid
compressibility effects. The time step is controlled
via the Courant-Friedrich-Lewy (CFL) condition for
compressible flows: CFL =

(U+c)∆t
∆x ' 0.7, with the

smallest grid cell size ∆x and the minimal ∆t in the
whole domain, Und ceing the local flow and sound
speeds. The Navier-Stokes Characteristic Boundary
Conditions (NSCBC) of Poinsot and Lele [20], were
applied at the inlet and the outlet for AVBP.
Since the OpenFOAMr computations were done
with an incompressible solver, the same dimensions
as in the experiments were kept, again, at a Reynolds
number of 40,000. For the outlet, the static pressure
was fixed for both LES and RANS and a zero gradi-
ent condition was applied at the inlet and the walls.
The velocity profile was set at the inlet, set to a zero
gradient condition at the outlet and set to no-slip con-
ditions at the walls.

3.3. Description of used meshes

After a mesh convergence study, two different
meshes have been used for the two different solv-
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ers. Table 2 summarizes their properties and the
following sections detail the applied mesh creation
strategies.

Table 2. Used meshes.

mesh MOpenFOAMr mesh MAVBP

# of cells 3.2 million 20.3 million
mean y+ 2.6 3.4

3.3.1. Mesh for LES computations with AVBP

With the present wall-resolved approach for the
numerical simulations and the ubiquitous presence of
walls in the internal cooling passage, the mesh re-
quirements are high, leading to demanding and costly
computations.
The unstructured LES solver AVBP was designed to
deal with hybrid meshes. Therefore, a hybrid mesh
(consisting of tetrahedra within the channel and pris-
matic elements at the walls) has been used for the
current application. Figure 2 shows the tetrahedra of
the used mesh around two ribs of the channel in the
symmetry plane.
For reliable results, the closest grid point needs to
be within the viscous sublayer, leading to small grid
cells at the wall. A prismatic layer in the wall-normal
direction provides a good orthogonality and needs
less elements for the same resolution than a tetrahed-
ral layer. Fransen [21] recently observed that using
one prism layer results in the best mesh quality for
a hybrid mesh in such a ribbed geometry, which has
been done for the present computations. Increasing
the amount of prism layers penalized the quality in
the rib to bottom wall corners.

Figure 2. Mesh around two ribs for LES compu-
tation with AVBP.

3.3.2. Mesh for RANS and LES computations
with OpenFOAMr

Figure 3 shows the mesh used for the computa-
tions with OpenFOAMr. A structured mesh consist-
ing of hexahedra has been used. The y+ value of
this mesh was slightly lower than the y+ value of the
AVBP mesh, but the order of the spatial numerical
scheme one order smaller. Most distances of the first
grid cell to the wall remain lower than 5, remaining
within the viscous sub-layer. The y+ distribution is
penalized by the grid cells at the corners, where a
boundary layer is not existent.

Figure 3. Mesh around two ribs for LES and
RANS computation with OpenFOAMr.

4. RESULTS
This section compares the results for all simula-

tions with each other and with the available exper-
imental data. Even though the flow field is three-
dimensional and highly unsteady, the quantity of in-
terest is the flow field in the statistically steady sense.
The RANS simulations are steady-state themselves,
while the experimental data obtained with Particle
Image Velocimetry (PIV) by Casarsa [22] and the
LES were time averaged.

4.1. Primary recirculation zones

Figure 4. Streamlines on center-plane with LES
using AVBP.

Figure 5. Streamwise velocity comparisons:
between experimental and numerical data along
the symmetry plane at y/H = 0.05 and between
the two LES cases and the RANS cases. Results
for experiments by Casarsa [22]. Note: values for
the AVBP LES results have been divided by the
scaling factor for comparison.

Figure 4 shows the main recirculation zones in
streamwise direction obtained from the LES with
AVBP. Four major recirculation zones exist: the
largest recirculation zone after the rib (V1), a small
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Figure 6. Streamwise velocity comparisons at
xc/H = 0, forU*=U(y/H=2.06). PIV by [22].

Figure 7. Streamwise velocity comparisons at
xc/H = 2.5, for U*=U(y/H=1.78). PIV by [22].

Figure 8. Streamwise velocity comparisons at
xc/H = 4.5, for U*=U(y/H=1). PIV by [22].

recirculation zone directly behind the rib (V2), a re-
circulation zone on the rib top (V3) and another recir-
culation zone in front of the rib (V4). Figure 5 shows
the streamwise velocity at the height of the measure-
ment taken to evaluate the recirculation point. The
experiment resulted in a value of x/H = 5.3 for the
reattachment location. Both LES are in good accord-
ance with this value, with x/H = 5.2 for the AVBP

Figure 9. Streamwise velocity comparisons at
xc/H = 5.5, for U*=U(y/H=1.88). PIV by [22].

Figure 10. Streamwise velocity comparisons at
xc/H = 6.5, for U*=U(y/H=1.72). PIV by [22].

Figure 11. Streamwise velocity comparisons at
xc/H = 8.5, for U*=U(y/H=1.63). PIV by [22].

LES and x/H = 5.4 for the OpenFOAMr LES.
The RANS underpredict the reattachment location.
Downstream of the reattachment location the LRR
Reynolds-stress model is still in satisfactory agree-
ment with the experiment, even though it does not
predict the recirculation zone directly in front of the
rib (V4).
Upstream of the reattachment point the LRR Reyn-
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olds stress model is in a bad agreement with the PIV
data. The k − ε does neither predict the front rib re-
circulation zone (V4), nor predict the streamwise ve-
locity upstream and downstream of the reattachment
point well.
Both LES, on the other hand, give good predictions
of the streamwise velocity and also capture all recir-
culation zones.
Figures 6-11 show the streamwise velocity profile
evolution starting on top of the rib 6 proceeding to the
pitch in-between two ribs until the front of the sub-
sequent rib. The velocity profiles are continuously
better predicted by the LES.
Table 3 shows the sizes for the recirculation zones V1
and V3 of all simulations compared with the avail-
able experimental data. The zone sizes are measured
in the symmetry plane of the channel and expressed
in multiples of the rib height H. The reattachment
lengths were measured at a small distance above the
wall with a negative streamwise velocity for V1 at
y/H = 0.05 and for V3 at y/H = 0.01.
Both LES show a good agreement with the PIV data,
being within or close to the uncertainty of the exper-
iments.
The RANS simulations, however, both the k − ε
model and the LRR Reynolds-stress model fail to
predict realistic sizes of the recirculation zones. The
major zone V1 is under predicted by both models,
even more by the Reynolds-stress model. The k − ε
model, however, completely fails to predict the recir-
culation zone on the rib top, while it is still by far
under predicted by the Reynolds-stress model.

Table 3. Recirculation zone sizes

V1 V3
exp. Casarsa [22] 3.76H-3.84H 0.6H-0.9H
LES, AVBP 3.7H 0.86H
LES, OF 3.93H 0.91H
RANS, k − ε 3.51H -
RANS, LRR 2.87H 0.49H

4.2. Secondary flow structures

Figures 12 shows the streamlines for the PIV
measurement on the rib top at the mid-section of
the rib. Figure 13 demonstrates that the three-
dimensional flow field is not reproduced by the
k − epsilon model and that it provides only two-
dimensional results. Figure 14 shows the streamlines
for the LRR Reynolds-stress model, which is known
to be capable of reproducing secondary flow struc-
tures. This model also fails, in the present case, to
correctly reproduce the flow field.
Figure 15 shows the streamlines for the LES of the
OpenFOAMr computations. The secondary flow
structures are well-visible and in a good agreement
with the experimental data. Only the center of the
secondary flow structure is positioned higher in the
channel than in the experiment. In the top corners

of the channel, above the rib, another, smaller sec-
ondary flow structure is visible. It is counter-rotating
opposite to the main circulation zones over the rib.
Figure 16 shows the streamlines on top of the rib for
the LES with AVBP. Again, as for the OpenFOAMr

LES, the secondary flow is well reproduced. The
agreement with the experiment is very good, also
for the position of the circulation zone center and
for the magnitude of the circulation. As for the
LES with OpenFOAMr and opposed to the exper-
imentally shown streamlines, small counter-rotating
circulation zones are visible, even smaller as in the
OpenFOAMr case.
To summarize the results for the secondary flow
structures, only the LES, in particular obtained with
AVBP show a good agreement with the experiment.

Figure 12. Streamlines on rib top from experi-
mental measurements (PIV) by Casarsa [22].

Figure 13. Streamlines on rib top with kε turbu-
lence model.
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Figure 14. Streamlines on rib top with LRR tur-
bulence model.

Figure 15. Streamlines on rib top with LES using
OpenFOAMr.

5. CONCLUSION

A rib-roughened internal turbine blade cooling
channel was simulated with different approaches for
the turbulence modeling. Simulations with turbu-
lence modeling based on the Boussinesq eddy vis-
cosity assumption were compared with Reynolds-
stress model simulations and finally with two differ-
ent Large Eddy Simulation approaches. The results
have been compared with and validated against exist-
ing existing data obtained from the Von Karman In-
stitute for Fluid Dynamics. This study demonstrates:
(1) Secondary flow structures present in the flow are
not reproduced by the tested RANS turbulence mod-
els. (2) Even the primary recirculation zones are
poorly predicted by the turbulence models. (3) LES
are well-suitable to reproduce all mean-flow struc-
tures present in the complex flow field.

Figure 16. Streamlines on rib top with LES using
AVBP.
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ABSTRACT 

Particle separation is a very common 

requirement in processing industries. For a 

separation by particle size sieving is widely used 

technique, particularly for moderate to big particles. 

For particle diameters below a few millimetres, air 

classifiers are valuable alternatives and can be found 

in applications related to waste treatment, recycling 

or preparation of agricultural material. The 

particulate material is fed into the channel and, 

depending on the operating conditions, heavy 

particles fall down while light particles are entrained 

upwards into a cyclone where they are separated 

from the air. 

Although the zigzag air classifier is a well-

established apparatus, still many unknowns exist 

when describing the process dynamics and trying to 

optimize overall performance with respect to purity 

and efficiency. 

In order to foster understanding of the involved 

mechanisms, the current work investigates 

experimentally the flow inside a pilot scale zigzag 

classifier under different operating conditions. 

Pressure, temperature and humidity sensor data as 

well as laser Doppler velocimetry (LDV) 

measurements are presented and processed to 

estimate the volumetric flow rate inside the channel, 

which can be used as boundary condition in future 

numerical simulations. Furthermore, the particle 

image velocimetry (PIV) technique applied in a 

single separation segment is introduced and derived 

flow fields are presented delivering a valuable 

database for validation of simulations. 

Keywords: air classifier, zigzag channel, particle 

separation, LDV, PIV 

NOMENCLATURE  

 

Δp [Pa] pressure loss 

h [mm] channel width 

r [mm] radial distance 

R [mm] pipe radius 

Re [ ] Reynolds number 

rpm [1/min] fan speed 

T [°C] temperature 

U [m/s] velocity magnitude 

�̇� [m³/s] volumetric flow rate 

 

Subscripts and Superscripts 

 

max maximum value 

fit refers to the fit function 

− temporal average 

 

Abbreviations 

 

CFD computational fluid dynamics 

DEHS Di-Ethyl-Hexyl-Sebacat 

fps frames per second 

LDV laser Doppler velocimetry 

PIV particle image velocimetry 

SMD sauter mean diameter 

1. INTRODUCTION 

A zigzag air classifier is an apparatus used for 

separation of a solid dispersed particle phase into its 

fine and coarse fraction. It mainly consists of a 

vertical channel through which a certain amount of 

air is blown. From a side opening the good to be 

separated is fed into the channel and, depending on 

the parameters set, the coarse fraction falls 

downwards while the fine fraction is lifted with the 

airstream to the adjacent cyclone. The characteristic 

settling velocity determined by parameters such as 

size, density and shape of each particle thereby acts 

as separation property. The term “zigzag” refers to 

the geometrical pattern used to cascade the single 

duct elements in this apparatus, where a change of 

direction of the main flow under a certain angle and 

Christoph Roloff, Hannes Mann, Jürgen Tomas, Dominique Thévenin, "Flow investigation of a zigzag air classifier" 431

mailto:christoph.roloff@ovgu.de


a repeated cross flow separation in these elbow 

elements is achieved. The multistage approach 

affects the quality of the separation in a beneficial 

manner: Each particle is exposed to a separation 

stage several times during its flight through the 

apparatus. Thus, the overall separation sharpness can 

be considered high whereas the amount of particles 

assigned to the incorrect fraction is small. 

Air classifiers are typically used to separate 

particles in the range of 200 µm to a few millimetres 

and can realize high volume and mass throughputs. 

Applications can be found in the recycling, building 

and food industries, for example to separate scrap 

cables, shredded plastic bottles or tea stalks and 

leaves. 

Although, the principle of the apparatus is well 

known for several decades, up to now, predictive and 

physically motivated models to describe the 

performance of the separator a priori hardly exist. 

Modelling approaches have been attempted for 

instance by Senden [1], Rosenbrand [2], Schubert [3] 

and Tomas and Gröger [4].  

In order to converge to the final aim of deriving 

a more reasonable modelling approach, better 

understanding of the process dynamics, involved 

process parameters and underlying fluid dynamical 

relations is highly desirable. Therefore, 

computational fluid dynamics (CFD) and state-of-

the-art measurement techniques have been applied to 

a pilot scale apparatus of a zigzag air classifier.  

The CFD environment offers the opportunity to 

account for the most relevant phenomena involved in 

the desired resolution, i.e. in particular the turbulence 

inside the channel and the dispersed phase flow 

during separation. Moreover, it allows to easily 

modify boundary conditions, such as mass flow rates 

of fluid and solids but also the geometrical 

constraints of the zigzag channel. This enables to 

cover a quite reasonable amount of process 

parameters which could be subject to process 

optimisation and simplified apparatus model 

derivation. 

The fluid dynamical measurements are however 

indispensable, as the numerical solutions may 

depend on different constraints of the modelling 

approach such as spatial discretisation 

(computational grid), turbulence model and discrete 

phase treatment. Hence, validation data from 

experiments under realistic conditions are required in 

order to help judging which modelling approach is 

the most reasonable to carry out reliable CFD 

simulations. Moreover, the CFD relies on 

appropriate boundary conditions which have to be 

derived from measurements as well. 

In the following, the pilot scale zigzag classifier 

will be introduced and details on estimating the 

inflow boundary conditions (volume flow rate) for 

numerical studies using particularly the laser 

Doppler velocimetry (LDV) technique will be 

discussed. Furthermore, the particle image 

velocimetry (PIV) setup covering a part of a 

separation stage and the derived flow field results 

will be presented. 

2. EXPERIMENTAL SETUP 

The following chapter describes the pilot scale 

zigzag apparatus and the involved measurement 

techniques, i.e. LDV and PIV setups. 

2.1. Pilot Scale Zigzag Classifier 

The pilot scale air classifier consists of the 

zigzag channel featuring seven single separation 

stages aligned vertically as can be understood from 

Figure 1 (3). Air is blown by controllable fan (7) in a 

closed circuit through the apparatus, i.e. it goes 

through zigzag channel, through an aero-cyclone (5), 

a filter (8) and re-enters the blower. Particles are fed 

to the facility through a small duct at mid height of 

the zigzag channel by means of a screw feeder (2) 

connected to a silo (1). The separated material is 

collected in two containers, one for the coarse 

fraction falling down into (4) and one for the fine 

fraction lifted with and separated from the airstream 

into (6).  

 

Figure 1. Principle sketch of the investigated 

pilot scale zigzag air classifier with (1) silo, (2) 

screw feeder, (3) zigzag channel, (4) container 

for coarse fraction, (5) aero-cyclone, (6) 

container for fine fraction, (7) fan, (8) filter, (9) 

inflow pipe 

Each zigzag segment of the channel is approx. 

400 mm long and features a cross section of 

200 x 170 mm². The inclination angle between 

neighbouring ducts is 120°. The front side of the 
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zigzag channel consists of 8 mm thick glass plates 

enabling optical access. The overall height of the 

facility of about 4 m reveals its huge dimension and 

the associated difficulties for measurement 

equipment to be positioned appropriately. 

The apparatus is equipped with basic sensor 

technique for capturing temperature, humidity and 

absolute pressure data inside the horizontal inflow 

pipe (depicted as (9) in Figure 1). This pipe 

furthermore contains a Prandtl tube for providing 

velocity data in mid-axial position. Finally, the 

pressure loss through the zigzag channel is 

monitored by a differential pressure sensor which is 

connected to two pressures drillings: the first one 

placed at the backside of the entrance plane of the 

zigzag channel, the second one placed shortly after 

the 90° twisted duct above the zigzag channel. 

Monitoring of the pressure loss is mainly intended to 

act as simple validation source for future CFD 

simulations. 

All sensor data were sampled with 1 Hz and 

processed using LabView 13.0. 

2.2. Laser Doppler Velocimetry 

For reliable CFD simulations boundary 

conditions are required that should meet the real 

conditions of the pilot scale apparatus as close as 

possible. Of particular importance for the zigzag 

classifier is the inflow rate. It determines the flow 

conditions inside the channel and thus is directly 

coupled to the separation process and its quality. As 

estimating the flow rate merely from the Prandtl tube 

velocity data in the inflow pipe seemed to be too 

vague, a laser Doppler velocimetry setup was 

constructed to cover two different cross sectional 

planes at different heights close to the entrance of the 

zigzag channel. Figure 2 depicts the LDV setup. A 

three-axis traverse was positioned in front of the 

apparatus. The LDV probe (1D backscatter probe, 

532 nm laser wavelength, 150 mW laser power) was 

mounted to the traverse such that it could be 

positioned automatically at different in-plane 

positions at fixed height and measure the z- or the x-

component of the flow velocity. 

Seeding for LDV as well as for PIV was 

provided by a high volume liquid atomiser connected 

to the coarse fraction container beneath the zigzag 

channel entrance. It generates droplets of DEHS with 

a sauter mean diameter (SMD) between 2 – 5 µm 

according to the manufacturer. LDV data was 

processed using the ILA flowPOINT software. 

2.3. Particle Image Velocimetry 

To obtain quantitative insight into the flow field 

inside the zigzag channel, the particle image 

velocimetry technique was applied. Therefore, the 

channel had to be modified slightly in order to 

generate a further optical access perpendicular to the 

front glass. Hence, a glass window frame was 

constructed and fit into the left side wall of the third 

separation stage (see Figure 3). It was designed to be 

detachable for cleaning purposes and for the option 

to position a calibration target in the appropriate 

measuring plane. 

 

Figure 2. Setup of the LDV system with (1) LDV 

probe, (2) LDV measurement planes, (3) 

traverse, (4) zigzag channel, (5) inflow pipe, (6) 

container for coarse fraction (seeding injection) 

and LDV coordinate system (white arrows) 

The PIV system itself consisted of a highspeed 

camera (1100 fps with 2016 x 2016 pixel resolution) 

equipped with a 50 mm macro lens. The camera was 

arranged such that its viewing direction was 

perpendicular to the x-z-plane of the channel. 

Additional tilting of 60° allowed for correct 

alignment with the channel stage. The local 

coordinate system was defined to have its origin in 

the deflection edge of the channel (not within the 

field of view of the camera), the x-axis along the 

lower channel wall of the segment and the new y-

axis normal to that wall. 
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A double cavity high speed laser (527 nm 

wavelength, 2 x 30 mJ per pulse at 1000 Hz) was 

used as illumination. Its beam was mirrored four 

times to reach the investigated measurement stage 

and formed to a light sheet just before the glass 

window (see again Figure 3). For triggering, 

recording and processing of the PIV images Davis 

8.2 was used. 

 

Figure 3. Setup of the PIV system with (1) PIV 

laser, (2) PIV light sheet, (3) PIV camera, (4) 

zigzag channel, (5) inflow pipe, (6) container for 

coarse fraction (seeding injection), (7) light sheet 

optics and PIV coordinate system (red arrows) 

3. APPARATUS PERFORMANCE 

The performance of the air classifier in single 

phase operation (without a solid phase to be 

separated but in case of LDV/PIV with droplet 

seeding) was evaluated using the obtained 

measurement data. 

3.1. Repeatability 

First it was checked how repeatable the 

adjustments of the fan speed controlled the velocity 

in the channel. As the closed circuit design of the 

classifier also leads to significant heat generation 

during operation over time, different channel 

temperatures were tested with respect to changes in 

flow rate. 25,000 LDV samples of the z-velocity 

component were recorded at mid position of the 

lower cross sectional plane and time averaged to 

obtain Figure 4. The frequency converter setting to 

control the fan speed was kept constant for all 

measurements.  

 

Figure 4. Dependency of z-velocity 

component 𝑼𝒛
̅̅̅̅  (blue filled circles) and pressure 

loss through the channel 𝜟𝒑̅̅ ̅̅  (red crosses during 

LDV measurement, green circles without seeding) 

with temperature 𝑻 ̅. 

No significant change of velocity (blue filled 

circles) can be observed indicating a constant flow 

rate without temperature dependency. Evaluation of 

the pressure loss recordings (red crosses) however 

reveals a clear influence of the channel temperature. 

With increasing temperature the pressure loss 

decreases. Pressure loss readings without active 

LDV seeding generation (green circles) indicate that 

the impact of seeding injection can be considered 

negligible.  

3.2. Flow Rate 

To provide a reasonable estimate of the flow rate 

inside the zigzag channel, the Prandtl tube and the 

LDV data was evaluated.  

The differential pressure readings from the 

Prandtl tube were used to compute the velocity in 

mid-axial position of the inflow pipe by applying 

Bernoulli’s law. The required value for the air 

density was estimated using the measured 

temperature and humidity values and by assuming 

the humid air to be a mixture of ideal gases, namely 

dry air and water vapour. The flow rate was then 

estimated by integrating the radial velocity 

distribution for a turbulent pipe flow [5]: 
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𝑈 = 𝑈𝑚𝑎𝑥 ∙ (1 −
𝑟

𝑅
)

𝑛

 (1) 

 

with 

𝑛 = √(100 ∙ 𝑅𝑒)−
1
4 

 

(2) 

over the cross sectional area, which is valid for 

Re < 105 and hence applicable for the considered fan 

speeds. It has to be noted, however, that the inflow 

pipe length is too short to allow the flow to be fully 

developed.  

The LDV measurements were conducted in two 

different cross sectional planes: the first very close to 

the entrance of the zigzag channel (height: 47 mm) 

with a resolution of 12 x 7 measurement points; the 

second at 260 mm height at the first deflection of the 

channel with 13 x 11 points. Figure 5 exemplarily 

displays the time averaged z-velocity component at 

each sampling point in the two planes for the fan 

speed of 0.25 rpm/rpmmax.  

 

Figure 5. LDV measurement planes with vector 

arrows indicating the magnitude of the z-velocity 

component at the sampling points 

At the lower plane, z-velocities decrease with the 

x-coordinate, finding maxima at the left side of the 

channel of about 4.6 m/s. In the upper plane, the z-

velocity distribution is reversed. Increasing 

velocities with the x-coordinate can be found with 

maxima close to the deflection edge of the channel 

of about 8.5 m/s. Due to the smaller cross sectional 

area of the upper plane, a higher overall level of z-

velocity magnitude can be observed. Only minor 

changes of velocity with the y-coordinate are 

apparent. 

Integrating the velocity distribution over the 

cross sectional area delivers the flow rate through the 

planes. A linear scheme was chosen to interpolate the 

velocity in between the sampling points of the LDV. 

Close to the walls two different approaches were 

followed: the first is a linear interpolation to zero 

velocity directly at the wall (no slip); the second is a 

linear extrapolation of the two measurements points 

closest to the wall (extrapolation). This leads to a 

lower and an upper bound estimate for the flow rate, 

respectively. Figure 6 depicts the computed flow 

rates from the Prandtl tube readings and the LDV 

measurements. 

While the differences between the estimates 

from the two different planes are very small, the 

different wall treatment approaches deliver more 

diverging results. The flow rate from the Prandtl tube 

is somewhat in between but features a nonlinear 

slope with increasing fan speed. This can be 

attributed to changing entrance lengths with fan 

speed, i.e. Reynolds number, leading to differently 

developed radial velocity profiles. 

 

Figure 6. Dependency of the computed flow rate 

with fan speed. 

A more detailed inspection of the different flow 

rates can be realized with Figure 7. It shows 

deviations of all computations relative to a fit of both 

upper plane approaches.  

 

Figure 7. Deviations of the different flow rate 

estimates from a linear fit of both upper plane 

approaches with fan speed. 

It confirms that differences occurring between 

the different planes are in the order of 1 – 3% while 

the wall interpolation approaches lead to deviations 

of up to 12%. Obviously, the ratio between Prandtl 

tube flow rate and fit flow rate tends to deliver higher 

values with increasing fan speed, which confirms the 
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assumption of not fully developed turbulent flow 

with varying entrance length in the inflow pipe.  

4. PIV RESULTS 

PIV recordings were taken at different fan 

speeds (between 0.05 to 0.4 rpm/rpmmax) in the third 

separation stage of the zigzag channel (see again 

Figure 3). The field of view ranged from about 46 to 

208 mm in x-direction and the entire channel width 

of 173 mm in y-direction (note that due to the tilted 

camera the x-axis is aligned with the channel stage 

with its origin at the deflection edge, see PIV 

coordinate system in Figure 3). 1000 double-frame 

images separated by different inter-frame delays 

according to the found velocities were recorded at 5 

Hz to ensure independent snapshots of the flow. 

These images were evaluated in an adaptive multi-

pass cross correlation scheme with a final 

interrogation window size of 32 x 32 pixels. Figure 

8 displays exemplarily the vector fields obtained 

from a single double-frame image and the time 

average of the entire recorded sequence for a fan 

speed of 0.15 rpm/rpmmax.  

 

Figure 8. Instantaneous PIV snapshot (upper 

illustration) and time averaged velocity field 

including streamlines (lower illustration) for fan 

speed 0.15 rpm/rpmmax. 

It becomes clear that a huge separation zone is 

created by the deflection edge leading to strong 

vortex formation at the lower channel region. The 

velocity field features local minima particularly in 

the separation zone while in the main stream in the 

upper channel region velocities up to 9 m/s can be 

found. The time averaged data show a narrower 

velocity range with a maximum of about 7 m/s. The 

overlaid streamlines once again indicate the 

separation zone with reversed flow in the lower 

channel region and the main stream region above. 

Comparison of both graphics confirms the strong 

transient character of the flow inside the stage 

featuring intense turbulent velocity fluctuations. 

The flow field at a higher fan speed of 

0.35 rpm/rpmmax, as depicted exemplarily in Figure 

9, shows a quite similar behaviour but with 

somewhat finer scales in the vortical structures. Of 

course, higher velocities can be identified ranging up 

to 22 m/s. The time averaged data almost features 

identical streamlines with maximum velocities 

inside the main stream of 16 m/s. 

 

Figure 9. Instantaneous PIV snapshot (upper 

illustration) and time averaged velocity field 

including streamlines (lower illustration) for fan 

speed 0.35 rpm/rpmmax. 
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To inspect the velocity distribution inside the 

channel more detailed, profiles of the x-velocity 

component at different x-positions were extracted 

from the time-averaged PIV data. Figure 10 displays 

the profiles of four different fan speeds of the 

apparatus, 60 mm after the deflection edge of the PIV 

segment. The profiles clearly indicate the separation 

zone at lower channel width where reversed flow and 

strong velocity gradients towards the main stream 

flow can be recognised. With increasing channel 

width velocities feature a maximum and decrease 

until the upper channel wall. Figure 11, which shows 

the same velocity profiles normalised by their 

respective maximum values, reveals that the shape of 

the profiles is rather independent of the fan speed. 

Especially, the points of the maximum velocities can 

be found all over at 0.38 channel width. The slopes 

through the separation zone match remarkably well, 

except for the region very close to the lower wall. 

 

Figure 10. Profiles of the x-velocity component 

with channel width y/h at x = 60 mm (after the 

deflection edge) for different fan speeds 

 

Figure 11. Profiles of the x-velocity component 

normalized by its maximum value with channel 

width y/h at x = 60 mm (after the deflection 

edge) for different fan speeds 

From Figure 11, the same profiles at an x-

position farther downstream (180 mm after the 

deflection edge) can be observed. The profiles do not 

feature such a distinct point of maximum velocities 

such as the previous ones. The upper part shows 

quite constant velocities which then decrease inside 

the separation zone. Again, the normalised profiles 

appear very similar. The point of maximum 

velocities can be found at increased width of 0.6 

indicating the more dominant separation zone. 

 

Figure 12. Profiles of the x-velocity component 

with channel width y/h at x = 180 mm (after the 

deflection edge) for different fan speeds 

 

Figure 13. Profiles of the x-velocity component 

normalized with its maximum value with 

channel width y/h at x = 180 mm (after the 

deflection edge) for different fan speeds 

5. SUMMARY 

The present work introduces comprising 

measurement results undertaken at a pilot scale 

zigzag air classifier to characterize the single phase 

flow inside its separation channel. Classical sensor 

readings as well as laser Doppler velocimetry data 

have been used to estimate a volumetric flow rate for 

different fan speeds of the apparatus. These data are 

particularly valuable to be used as inflow boundary 

condition for future numerical simulations. 

Furthermore, particle image velocimetry 

measurements have been carried out in a segment of 
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the zigzag channel. Derived velocity fields and 

profiles are presented revealing the strong transient 

character of the flow and the huge separation zone 

after the deflection stage including quantitative 

measures for the velocity magnitude. As a 

consequence, it can be assumed that numerical 

simulations necessarily have to be carried out in a 

transient manner in order to reliable capture the 

relevant flow features inside the zigzag channel. The 

experimental database can then be used as validation 

source for identifying appropriate models and their 

parameters. 
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ABSTRACT 
There was tested a wire dielectric barrier 

discharge (DBD) actuator recently and it was shown 
that it can produce sufficient ionic wind to influence 
the boundary layer by generation vortical structures. 
This article will describe the image of complex flow 
behind the actuator. The boundary layer developed 
inside a channel react with the plasma ionic wind 
which can be generated in steady or in unsteady 
regime. The flow field will be investigated in 
experimental way by Particle Image Velocimetry 
(PIV). The main investigated plane is perpendicular 
to the bottom of the channel and in longitudinal 
direction. More, stereoscopic PIV will be used to 
study the cross-section plane. To depict the flow 
properties, the statistical approach will be utilized 
as well as dynamical analysis, e.g. Oscillating 
Pattern Decomposition. 

Keywords: boundary layer, DBD, PIV, plasma 
actuation, POD 

NOMENCLATURE  
F+ [-] reduced frequency 
Shθ [-] Strouhal number 
Uθ [m·s-1] velocity 
U∞ [m·s-1] free velocity 
Xte [m] separation length 
f [Hz] frequency 
θ [m] momentum thickness 

1. INTRODUCTION 
The active methods of flow control still remain 

in the center of interest for many research groups in 
academic or in industrial research as it can allow to 
modify properties of the flow only if there is a need 
unlike the passive flow control methods. Each 
machine should work in working regime with 
maximal efficiency. However, there are broad 
groups of machines which have to work in non-
proposal conditions (including start of the process). 

The active methods as synthetic jets or promising 
non-thermal plasma are very suitable to use them 
during those conditions while they are not 
disturbing elements in working regime. Plasma 
actuation has many advantages in comparison with 
synthetic jets (SJ). Mainly, they have no mechanical 
moving parts and convert electrical energy into 
fluidic motion directly. Thus they are very reliable, 
their weight is law and they are easy to fix on the 
surface, they are not source of vibration and noise. 
Concerning electrical properties, their response time 
is very short and they allow to use any modulation 
of the power signal. Plasma is then very useful for 
flow control in any parameters. [1] 

This research is devoted to investigation of a 
plasma actuator influence to naturally developed 
boundary layer with goal to develop suitable 
actuator and control method for using in Glaubert-
Goldschmiedt body (so-called Hump). There are 
some non-dimensional numbers using to determine 
the most effective control frequency in the theory of 
control (e.g. [2]) by SJ. Strouhal number defined as 

 

��� �
� ∙ �

��
 (1) 

 
where θ is momentum thickness in the point of 
separation and Uθ is the velocity magnitude. This 
parameter corresponds to the convective instability 
(Kelvin-Helmholtz instability) which is related to 
the shear layer defects (the origin and grow of 
crosswise vortical structures). It is possible the 
effectively modify the flow by changing the 
character of these vertical structures. The use of 
reduced frequency (non-dimensional) is more 
practical approach [3]. 
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This equation is derived from (1) and is more 

relevant, hence it uses the separation length 
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(bubble) Xte and the velocity outside of the 
boundary layer. The reduced frequency is given in 
the literature between 0,8 and 1,6 in dependency on 
used aerodynamic model [2,3]. Using equation (2) 
should help to tune plasma actuator on optimal 
modulation frequency and enhance their effectivity. 

Above mentioned has led to investigation of 
unsteady regime of plasma actuator. During this 
regime, plasma-induced ionic wind is not generated 
continuously (as in steady regime) but series of 
vortices are created which properties are a function 
of modulation parameters (mainly the modulation 
frequency; f in equation (2)). Previously, the 
influence of spanwise oriented actuator on 
boundary layer was investigated. This article will 
deal with actuator oriented in streamwise 
configuration and flow field behind the actuator in 
statistical as well as in dynamical aspects.  

2. EXPERIMENTAL SETUP 

2.1. Plasma actuator 
Wire type of plasma Dielectric Barrier 

Discharge (DBD) actuator [4] is adjusted version of 
simple DBD actuator. It consists of just two 
electrodes which are separated by a dielectric layer. 
The upper and powered electrode is actually thin 
wire (40 µm) used for HA anemometry and it is 
preloaded by spiral torsion spring. The lower 
electrode is thin layer of gold glaze and is grounded 
and encapsulated. The horizontal distance of these 
electrodes is 2 mm. The material of dielectric is 
silica glass (it has good dielectric strength and 
thermal extension) and its thickness is only 1 mm. 
The platform of actuator has dimension 150 x 100 
mm (figure 1). This kind of actuator is able to 
produced ionic wind very close to the surface in 
horizontal meaning with velocities approximately 2 
m·s-1 (the magnitude of velocity is strongly 
dependent on many electrical and geometrical 
parameters, mainly on voltage magnitude).  

 

Figure 1. Scheme of plasma DBD actuator – wire 
type 

The actuator was totally rebuilt to be able to 
produce the ionic wind perpendicular to main flow 
inside a channel. Now, both electrodes extend along 
the actuator and are parallel to channel walls (fig. 

2). The position of wire electrode was at one third 
of platform width while the position of wire 
electrode was just in the middle of platform length 
in the previous spanwise type. The holders of the 
wire and the spring were replaced to the lower side 
of the actuator to not affect the flow at all. Previous 
type had the holder of wire at the upper side and 
they were located at the corners of rectangular 
channel. A comparison of boundary layer velocity 
profiles between spanwise and streamwise oriented 
actuator was conducted and no changes were 
shown.  

2.2. Power source 
Power source was introduced in study [5]. 

Briefly, it was designed and fabricated in the 
Institute of Thermomechanics. This source was 
developed to produce high-voltage high-frequency 
waveform for alternating supply. It has so-called 
shut-down function which allows to incorporate 
amplitude (rectangular) modulation. The maximal 
voltage is approx. 12 kV and frequency is adjustable 
but for this experiment was set to 16 kHz. During 
these conditions, a wall-jet-like flow is produced 
via plasma discharge. The application of 
modulation results in occurrence of vortical 
structures inside the jet. The vortex diameter, 
distance of each other and other parameter are 
strongly dependent on modulation frequency (which 
is in order of units of Hertz or tens of Hertz) and 
duty cycle. Duty cycle inversely expresses what rate 
of one period the plasma discharge is on. Duty 
cycle of 30% means that 70% of one period the 
plasma is on and ionic wind is blowing.  

2.3. Experimental layout 
The investigated boundary layer was developed 

inside rectangular Perspex channel with length of 
3000 mm (fig. 2). The cross-section dimensions 
were 250 x 100 mm and the actuator was a part of 
bottom wall of the channel so there was no edge or 
step which could influence free flow. The middle of 
that actuator was 2275 mm downstream from the 
inlet to the channel which was connected to the 
blow-down wind tunnel.  

The wall of the channel and of the tunnel 
contraction was without any turbulizators so the 
parameter of zero-pressure gradient boundary layer 
was changed just by varying velocities in the outlet 
of the tunnel. The velocities were 5, 10 and 20 m·s-1 
which corresponds to conventional boundary layer 
thickness (at the place of the plasma discharge) of 
54, 51 and 41 mm, respectively. Then Reynolds 
number was defined according to the conventional 
thickness of boundary layer or according to the 
length to channel inlet (see table 1). The main 
investigated plane is perpendicular to the bottom of 
the channel and in longitudinal direction. The CCD 
camera was placed so that the plasma-induce flow 
was oriented toward the objective. There were three 
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different positions of camera traversing downstream 
the actuator to record longer view than one image 
setting offers. These position were related with 
three distinct positions of velocity profiles that were 
investigated in distance L = 60, 150 and 250 mm.  

 

Figure 2. Experimental layout, actuator placed 
in streamwise position 

The base case, where the plasma actuator was 
off all the time, was used as a reference case. The 
steady regime where the continuous wall-jet-like 
flow was produced was second case and the most 
investigating case was unsteady regime, where the 
modulation frequencies were varying from 10 to 50 
Hz and duty cycle was set to 30%.  

2.4. Measurement technique 
The time-resolved Particle Image Velocimetry 

(PIV) was used as a main anemometry method. 
There was utilized laser New Wave Pegasus 
Nd:YLF with double head and with cylindrical 
optics. The wavelength is just 527 nm. Maximal 
laser frequency is 10 kHz and shot energy of one 
pulse is 10 mJ (for 1 kHz frequency). The used 
CCD camera is Phantom V711 and has maximal 
spatial resolution 1280 x 800 pixels which can be 
reduced resulting in higher possible frequency. 
However, standard acquisition frequency is 6 kHz 
and total memory of camera is 8 GB of double 
images.  

This research has statistical point of view as 
well as dynamical one. Both require different 
approach concerning acquisition frequency and 
length. To fulfill the Nyquist criterion, the 
acquisition frequency was set to 2 kHz to not miss 
all fast dynamical processes in the moving fluid. On 
the other hand, to obtain good statistical quantities, 
it is desirable to perform longer measurement, at 
least 10 second was captured. Then the frequency 
was set to 100 Hz as sufficient value.  

The total accuracy of PIV method is up to 1-2% 
if several assumptions are fulfilled, e.g.: proper 
particle image size, using windows matching, image 
density, etc. [6] 

3. RESULTS 

3.1. Statistical approach 
The main flow field was computed from 

instantaneous images taken during time of at least 
ten seconds. The effect of plasma actuation on 
boundary layer can be seen very well from velocity 
profiles. The profiles are normalized with respect to 
the external flow to be able to compare different 
cases. Every figure of velocity profile contains blue 
solid line (steady regime - actuation on), red dashed 
line (base case – actuation off) and green dotted one 
(unsteady case with modulation). Most figures will 
be plotted in second position of camera, where the 
velocity profile is investigated 150 mm downstream 
from the center of the actuator platform.  

 

Figure 3. Velocity profile improvement in second 
position by 5 m·s-1 

 

Figure 4. Comparison of base cases – spanwise 
and streamwise orientation 

There is velocity profile improvement for the 
case of spanwise actuation (plasma-induced ionic 
with dispose the same direction as the main flow 
inside the channel) in the figure 3.  The maximum 
velocity gain was 8 % for boundary layer developer 
under 5 m·s-1, however it became much weaker for 
20 m·s-1. All other results will be devoted to 
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perpendicular ionic wind where longitudinal vortex 
structures should be present in the wake. 

The figure 4 shows the comparison of freely 
developed boundary layer over streamwise and 
spanwise oriented actuator. Profiles demonstrate 
perfect agreement which proves that the actuators 
do not affect by themselves the flow in any case. 
The cross section of plasma streaks is visible in the 
figure 5 which shows visualization of the flow in 
the vicinity of powered wire. There are at least 
eleven streaks along the wire (the entire length of 
wire is not captured) and it seems that each plasma 
streak generates one small jet (black areas) 
perpendicular to the channel longitudinal axes. 
These jets with effect of main flow create 
longitudinal vortices.   

 

Figure 5. Visualization of plasma streaks and 
perpendicular ionic wind 

 

Figure 6a. Velocity profiles for second position 
and 5 m·s-1 

The figure 6a shows the comparison of velocity 
profiles gained in the second position for velocity of 
5 m·s-1 and for all three regimes.  The effect of 
plasma steady actuation seems to be very helpful if 
the acceleration of fluid near to the wall is desirable 
(e.g. to modify skin friction). On the other hand, 
there is a strong decrease of velocities about 10 % 
in logarithmic region of boundary layer. The added 
momentum generated by plasma deflects the main 
flow a little bit but at the same time it enhances 
strongly the velocities close to the surface, since the 
plasma ionic wind occurs up to 1 mm above the 
surface. Consequently rotating vortex influences by 

its upper half the boundary layer by strongly 
deceleration. The effect of unsteady actuation does 
not demonstrate this behavior at all. The reason 
might be shorter time of plasma discharge (duty 
cycle of 30 %). To answer these questions, there is 
a need to perform stereoscopic PIV measurement of 
cross-section planes. The figures 6b and 6c are 
plotted for main velocities of 10 and 20 m·s-1.  

 

Figure 6b. Velocity profiles for second position 
and 10 m·s-1

 

Figure 6c. Velocity profiles for second position 
and 20 m·s-1 

 

Figure 7. Comparison of all three velocities in 
third position 
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There is a comparison of different velocities in 
the third position in the figure 7. This figure shows 
that velocity of 20 m·s-1 is almost resistant to 
plasma actuation. The same conclusion was made 
for spanwise oriented actuator. Very interesting 
result was gained when various modulation 
frequencies were investigated. Unlike spanwise 
oriented actuator, now there is almost no effect of 
changing frequency. This phenomenon appears for 
all velocities and it seems that duty cycle could 
have a crucial role. However all measurement was 
performed for one value of DC.  

 

Figure 8. Comparison of three modulation 
frequencies 

 

Figure 9a. Standard deviation in second position 
for 5 m·s-1 

Standard deviation of velocity profiles (velocity 
variance) was computed from mean flow filed. The 
figure 9a shows that the flow is more stable in the 
vicinity of the wall (where the velocities were 
accelerated by plasma) and there is more oscillating 
flow above this region which corresponds very well 
with figures 6.  

 

Figure 9b. Standard deviation in second position 
for 10 m·s-1 

 

Figure 9c. Standard deviation in second position 
for 20 m·s-1 

3.2. Dynamical approach 

To describe systematically dynamical 
phenomena behind the actuator, there is a need to 
capture three-component measurement in cross 
plane, for all that Proper Orthogonal Decomposition 
(POD) was applied to velocity field in first position 
measured under unsteady case – modulation 
frequency was 10 Hz. Table 1 shows kinetic energy 
distribution of first ten modes.  

Table 1. Kinetic energy of modes 

 
 

The third mode is plotted in the figure 10. This 
mode was chosen as the most important mode with 
cyclical vertical structures Mode is polled using 
streamlines to make visible all structures. Notice, 
that the direction of streamlines is not important 
because the analysis is coming out from fluctuation 
velocity components. From these very preliminary 
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results, it seems that this mode could be related to 
added momentum coming from plasma actuation.  

 

Figure 10. Unsteady case by 10 Hz, third mode, 
plotted using streamlines 

4. CONCLUSION 
Since the investigation of spanwise oriented 

plasma DBD actuator was performed previously, 
this article has dealt with the effect of streamwise 
oriented plasma actuator on freely developed 
boundary layer inside rectangular channel. The 
main part of this work was dedicated to description 
of boundary layer under actuation of plasma both 
during steady condition and during unsteady 
actuation. From velocity profiles gained from mean 
flow field, it was found out that the added 
momentum impact the viscous sublayer by strong 
acceleration. On the other hand, rotating vortex 
structure causes that the velocity gradient (shear 
velocity) is negative further the surface.  

Most surprising was the fact that the effect of 
modulation frequency on resulting flow field was 
almost negligible. To confirm this attribute, a 
complex stereoscopic measurement in cross-section 
planes will have to be done. The dynamical analysis 
using POD is not as suitable as Oscillation Pattern 
Decomposition (OPD) method as it can reveal not 
only certain mode with related kinetic energy, but 
also a frequency connected with each mode. Also 
the future work will include the OPD analysis of 
both longitudinal and cross planes to be able to fully 
express the complexity of the flow.  
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APPENDICES 

Table 1. Reynold numbers based on horizontal 
distance or on conventional BL thickness 

 Rex Reδ 

5 m·s-1 750·103 18·103 

10 m·s-1 
1500·10

3 
34·103 

20 m·s-1 
3000·10

3 
55·103 
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ABSTRACT
Distillation is one of the most important indus-

trial separation techniques. It requires high quantity
of energy, corresponding to around 40% of the total
energy consumption of chemical industries. Com-
putational fluid dynamics (CFD) techniques allow a
microscopic description of the physical characterist-
ics of the fluid motion. The main purpose of this
study was to develop a computational fluid dynamics
model for vapor-liquid flows that was able to predict
the mass transfer on a sieve tray from a non-ideal per-
spective. A two-phase, three-dimensional and transi-
ent model, in an Eulerian-Eulerian approach was pro-
posed for ethanol/water system at 1 atm. The con-
tinuity, momentum and chemical species equations
were used to describe the vapor and liquid phases.
The sieve tray geometry that was simulated was
based on experimental work[1]. The variables which
were predicted in this work were volume fractions,
mass fraction profiles and separation efficiency. The
mass transfer model predictions were compared with
experimental and numerical data and presented good
agreement. This study shows that CFD can be used
as a powerful tool for sieve tray design and optimiz-
ation.

Keywords: CFD, distillation, efficiency, mul-
tiphase flow, sieve tray

NOMENCLATURE
AB [m2] active bubbling area
ACL [m2] liquid inlet area
AH,i [m2] hole area
NH [−] total holes number
QL [m3/s] liquid volumetric flow rate
T [K] temperature
U [m/s] x-component of velocity
US [m/s] vapor superficial velocity
V [m/s] y-component of velocity

XA [−] mass fraction of A in liquid
phase

YA [−] mass fraction of A in vapor
phase

µ [Pa s] dynamic viscosity

Subscripts and Superscripts
inlet at the inlet region

1. INTRODUCTION
Separation processes are techniques which con-

sume a great quantity of energy. Among these pro-
cesses, distillation columns are one of the most im-
portant and utilized techniques. Distillation is a
physical process of separation based on the differ-
ence of volatility of the components in a mixture,
and that kind of technique involves heat, mass and
momentum transfer. A better understanding of the
mechanisms that occur in industrial scale processes
is important in order to improve equipment design
and process development[2, 3, 4].

Continuous improvements in computer techno-
logy and numerical methods have allowed the pos-
sibility to deal with phenomena from its fundamental
equations and on a microscopic scale, through tech-
niques of Computational Fluid Dynamics (CFD). In
this way, an appreciable amount of computational
studies have been done in the last years with sieve
trays. Some of these studies were focused on the
comprehension of hydrodynamics phenomena that
occurs on sieve trays, making possible the analysis
of important factors, such as: velocity distribution,
liquid and vapor volume fractions profiles along the
tray, regions of intense turbulence and regions of li-
quid accumulation[5, 6, 7, 8, 9, 10, 11, 12].

In recent studies[13, 14], the mass and energy
transfer along the stage has been analyzed simultan-
eously. Both authors proposed a three-dimensional
and multiphase flow, in an Eulerian-Eulerian frame-
work. Rahimi et al.[13] carried out their model in a
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stationary approach, and Noriler et al.[14] in a tran-
sient approach. Thus, the continuity, momentum, en-
ergy and chemical species equations were applied for
both fluids, for predictions of efficiency and temper-
ature and concentration fields.

In this way, this study aimed to deepen the ana-
lysis of mass transfer that occurs on sieve trays. An
ethanol/water system at 1 atm was used.

2. MATHEMATICAL MODELING
The model was based on a three-dimensional,

transient and multiphase flow. An Eulerian-Eulerian
approach was used to model the liquid and vapor
phases. Thus, each phase was treated as an inter-
penetrating continuum phase having separate trans-
port equations. Therefore, the Reynolds averaged
Navier-Stokes equations (RANS) for continuity, mo-
mentum and chemical species transfer were numer-
ically solved for each phase. Since the pressure and
temperature gradients are very little over a same dis-
tillation stage, the system was considered isothermal
and at 1 atm, where both phases have their own tem-
peratures over the stage.

2.1. Model Assumptions

The following assumptions were imposed on the
model proposed: a two-phase system was considered
in the simulation; the gas phase is the dispersed phase
and the liquid phase is the continuous phase; the bin-
ary system ethanol-water was used in this simulation;
the net rate of the mass transfer between the phases is
considered to be so small that it can be neglected; and
no turbulence models was used for dispersed phase.

2.2. Closure Equations

In order to numerically solve the proposed
model, additional equations are required. In this way,
some terms were modeled, such as turbulence, in-
terphase momentum transfer and interphase chem-
ical species transfer.

2.2.1. Turbulence

The Shear Stress Transport (SST) turbulence
model was used to describe the turbulence on the
sieve tray. This turbulence model combines the ad-
vantages of the k-ε model and k-ωmodel, with a pos-
sibility to describe accurately regions that are near of
the wall. Remembering that only the liquid phase
was considered in the turbulence model, while the
gas phase was considered as laminar. The SST model
is well discussed in the literature[15, 16].

2.2.2. Drag Coefficient

The interphase momentum transfer term was
considered, in this work, only due to the drag force.
The drag coeficient was estimated using the correl-
ation of Krishna et al.[17], which was proposed for
the rising of a swarm of large bubbles in the churn
turbulent regime.

2.2.3. Higbie Theory

For interphase mass transfer, the Higbie penetra-
tion theory[18] was used to calculate the liquid and
gas mass transfer coefficients. The proposed theory
has been widely used to calculate the gas and liquid
mass transfer coefficient in distillation stages. As
mentioned by Rahimi et al.[13] and Rahimi et al.[19],
this model assumes that the composition of the film
does not stay stagnant as considered in the film model
and the exposure time is determined by the hydro-
dynamic properties of the system.

3. NUMERICAL METHODOLOGY

3.1. Geometry and Numerical Grid

A three-dimensional and full geometry, based on
the experimental work[1], was used in the simula-
tion and was built using the software ANSYS Design
Modeler. The geometry details of the sieve tray and
the boundary conditions are presented in Table 1 and
Figure 1.

Table 1. Operational conditions based on work[1]

Tray diameter 1.213 m
Tray spacing 0.61 m
Weir lenght 0.925 m
Weir height 0.05 m

Downcomer lenght 0.572 m
Hole diameter and pitch 1.27×5 cm

% Bubbling area (over total area) 76 %
% Hole area (over bubbling area) 5 %

The numerical grid used in the simulation was
developed using the software ANSYS Meshing, and
consists in a hybrid grid with tetrahedral meshing
elements in the hole region (height of 0.01 m) and
hexahedral meshing elements in the other regions
(height of 0.60 m). Figure 2 shows the details of the
numerical mesh.

The total cell number used was 1856032 cells
and 1564249 nodes. As can be seen in Fig. 2, there
are a more density of meshing elements in the regions
near to the hole region in relation to the top region,
and it is important to attain accurate representation of
vapor-liquid interaction occurring in the regions near
to the base of the tray.

3.2. Boundary and Initial Conditions

The initial and boundary conditions are essential
for closing the model and allow the resolution of nu-
merical equations involved in the simulation. Figure
1 illustrates the boundary regions of the sieve tray.

3.2.1. Liquid Inlet

At the liquid inlet in the Figure 1, only liquid
was considered entering through this region and was
adopted a velocity condition by assuming a uniform
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Figure 1. Flow geometry and boundary condi-
tions

Figure 2. Details of the mesh used

velocity profile according to Equation 1:

UL,inlet =
QL

ACL
(1)

It was considered that only liquid phase enters
this region, because the amount of dragged vapor by
the liquid is negligible. Additionally, an ethanol mass
fraction of 0.785 was specified.

3.2.2. Vapor Inlet

It was considered that the vapor mass flow rate
entering through the holes of the tray is the same
in each hole. Thus, the vapor velocity that flows
through the holes was calculated according to Equa-
tion 2:

VL,inlet =
US AB

NH AH,i
(2)

It was considered that only gas phase enters this re-
gion, because the amount of dragged liquid by the
vapor is negligible. Additionally, an ethanol mass
fraction of 0.812 was specified.

3.2.3. Liquid and Vapor Outlets

At the liquid outlet region, a pressure condition
was adopted and it was used in order to simulate a
resistance in the liquid outlet, which actually exists
due to the lower tray. This resistance involves the
emergence of a liquid buildup in the outlet down-
comer. In this study it was considered a column of
accumulated liquid of 50% of the downcomer length.

At the vapor outlet region it was also used a pres-
sure condition by specifying a relative pressure of
zero, that is, an absolute pressure of 1 atm.

3.2.4. Walls

A non-slip wall boundary condition was spe-
cified for both phases. The sieve tray was simulated
in its entirety.

3.2.5. Domain Initialization

The initial condition applied in the simulation
consisted of the domain filled only with gas. Thus,
it was possible to observe the tray filling by the li-
quid phase.

3.3. Simulation Settings
The simulation was carried out using the soft-

ware CFX-Pre 14.5. The operation conditions used
for the liquid and gas in the simulation were a liquid
volumetric flow rate equal to QL = 6.94×10−3 m3/s,
and a factor FS = 1.015 m/s (kg/m3)0.5, respectively.
The FS factor is defined as a function of vapor super-
ficial velocity and vapor density, i.e.,

FS = US
√
ρV (3)

Physical properties of liquid and vapor phases
used in the simulation are presented in the Table 2.

For continuity, momentum and chemical species
transfer equations, the Upwind interpolation scheme
was used for the advective terms and the first order
backward euler scheme was employed for the transi-
ent terms. For the equations related to turbulence, the
high resolution scheme was used. The coupled solu-
tion method was used to solve the model, with all the
equations solved simultaneously as a single system.
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Table 2. Physical properties of liquid and vapor
phases

Ethanol Water Mixture
Liquid Vapor Units

Tinlet 354.8 356.9 K
XA,inlet 0.785 - -
YA,inlet - 0.812 -
ρ 820 1.255 kg/m3

µ 0.403 × 10−3 1.010 × 10−5 Pa s
DA 6.201 × 10−9 1.689 × 10−5 m2/s

The simulation was conducted using thirty pro-
cessors AMD Opteron 2.40 GHz (30x2.40) running
in parallel to simulate 40 seconds of multiphase and
multicomponent flow on a sieve tray. The simulation
was carried out for 40 s in the chemical species trans-
fer analysis, where fixed time steps that varied from
5.0×10−4 to 2.5×10−3 s were used.

4. RESULTS AND DISCUSSION
4.1. Grid Sensitivity Tests

Figures 3 and 4 show the grid sensitivity tests,
which were used to confirm the independence of the
results in relation to the grid size, where the numer-
ical results should not change significantly as the
grid size is further decreased. The grids 1, 2, 3,
and 4, we have, respectively, a number of nodes of
951620, 1102116, 1564249, and 1940384. The max-
imum values of aspect ratio are, respectively, 14.986,
13.386, 12.555, and 11.875. The average values of
aspect ratio are, respectively, 2.503, 2.854, 2.205,
and 1.873. The average values of skewness are, re-
spectively, 0.209, 0.169, 0.151, and 0.147. The aver-
age values of element quality are, respectively, 0.667,
0.598, 0.724, and 0.805.

Figure 3. Clear liquid height as a function of the
number of nodes for each grid.

To evaluate the stability of the numerical grid,
the clear liquid height as global variable and the w
component of the liquid velocity as local variable
were chosen. Aiming to verify the w component
of the liquid velocity, 7 lines were used along the

tray (at elevation of 0.038 m above the tray floor), in
which a great quantity of monitor points were used
along the lines. In Figure 4, the measuring lines
are presented in terms of a dimensionless coordin-
ate (x/R) which was obtained by the ratio of the x
coordinate belonging to each line of analysis and the
radius of the tray (R = 0.6065 m).

Figure 4. Liquid velocity profile as a function of
dimensionless coordinate (x/R) in the upstream
region, evaluated in a ZX plane (y = 0.038 m) for
each grid

As shown in 3, it can be noted that the value
of clear liquid height tends to assume an approxim-
ately constant value after a certain level of refine-
ment. Similarly, Figure 4 shows a low influence
of each grid refinement on measured velocities. In
this work Grid 3 was used, with 1856032 cells and
1564249 nodes.

4.2. Mass Fraction Profiles
Figure 5 shows the ethanol mass fraction in the

liquid phase over the tray in an YZ plane located at
the center of the tray (x = 0 m) and in a ZX plane
located at a height of 0.038 m above the base of the
tray (y = 0.038 m) for the instant of 40 s.

From Figure 5a, it can be observed that the liquid
enters the tray with a greater fraction of ethanol and
as it flows towards the weir, a decrease in the concen-
tration of ethanol can be observed, which in this case
is the most volatile, while having an increase in the
water mass fraction, which in this case is less volat-
ile component, and it is due to the chemical species
transfer between with vapor phase. Figure 5b, which
presents the ethanol mass fractions field in the liquid
phase over the tray in a ZX plane located at a height
of 0.038 m above the base of the tray (y = 0.038 m)
for the instant of 40 s. As can be seen, the liquid mix-
ture has mass fractions variations over its inventory.

Figure 6a presents the ethanol mass fraction field
in the vapor phase over the tray in the YZ plane loc-
ated at the center of the tray (x = 0 m) for the instant
of 40 s. The mass fraction of ethanol in the vapor
increases with the vapor flowing over the tray in an
upward direction, that is, the vapor becomes more
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a)

Liquid Ethanol Mass Fraction

Time = 40.0 s

b)

Liquid Ethanol Mass Fraction

Figure 5. Ethanol mass fraction profile for the li-
quid phase for: (a) YZ plane x = 0 m; and (b) ZX
plane at 0.038 m above the base of the tray

concentrated in the more volatile component, while
the mass fraction of water decreases. Figure 6b also
shows the ethanol mass fraction in the vapor at the
vapor outlet region, that is, at the top of the tray, for
the final time of 40 s. It can be seen that the profile is
non-uniform. Furthermore, Figure 5b shows the non-
uniformity of the mass fraction profile over the liquid
mixture inventory. Thus, these non-uniformities im-
ply different efficiencies over the same stage, making
it important to analyze point efficiencies. Point ef-
ficiency allows showing in which regions the mass
transfer is more pronounced.

a)

Vapor Ethanol Mass Fraction

Time = 40.0 s

b)

Vapor Ethanol Mass Fraction

Figure 6. Ethanol mass fraction profile for the va-
por phase for: (a) an YZ plane at the tray center;
and (b) ZX plane at the vapor outlet region

The average (based on the outlet area) of ethanol
mass fractions in the vapor and liquid outlet regions
as a function of time are shown in Figures 7 and 8,
respectively, in a range between 25 to 40 seconds.
The dotted lines represent the average (based on
time) mass fraction of ethanol and were calculated
in a time interval in which the flow had reached the
"quasi-stationary" state, in this case between 25 to 40
seconds.

It is observed that the ethanol compositions in
the vapor and liquid phases have a random behavior,
which shows once again the complexity of the flow
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Average = 0.8473

Figure 7. Ethanol mass fraction evaluated at the
vapor outlet for a range of 25 to 40 s

Average = 0.78005

Figure 8. Ethanol mass fraction evaluated at the
liquid outlet for a range of 25 to 40 s

on sieve trays. Note that the oscillation is random,
and not periodic.

4.3. Murphree Efficiency
The global tray efficiency can be calculated

based on the Murphree[20] efficiency. In the
Murphree efficiency, the mass fraction of ethanol in
the vapor inlet and outlet are related to the mass frac-
tion of ethanol in vapor that would leave the tray if
the vapor were in equilibrium with the liquid leaving
the tray. The Murphree efficiency values are shown
in Figure 9.

Figure 10 shows the variation of the Murphree
tray efficiencies for a range of 25 to 40 s for the va-
por phase, and the dotted lines represent the average
(based on time) of the Murphree efficiency, calcu-
lated between the interval of 25 to 40 s.

As mentioned by Wankat[21], the distillation
column design calculations are generally based on
the equilibrium stage concept, which states that
streams leaving a stage are in equilibrium. However,
aiming the optimization of sieve trays, the first step is
to know how non-ideal the flow on these devices is.
As shown in the results previously, both phases have
changes in ethanol mass fraction over its inventory
and, consequently, the mixture cannot be considered

Figure 9. Murphree Efficiency as a function of
time

Average = 62.63%

Figure 10. Murphree Efficiency as a function of
time for a range of 25 to 40 s

as an ideal mixture and the chemical potential equi-
librium is not achieved.

4.4. Point Efficiency
As suggested by West[22], by dividing the tray

in different regions, the Murphree efficiency concept
can be applied for each region and the point effi-
ciency is calculated. Figure 11 presents the profile of
ethanol mass fractions in the vapor and liquid phases
as a function of the position on the tray, and also
show the ethanol mass fraction in the vapor phase
that would be in equilibrium with the liquid phase
leaving the tray, for the instant of 40s. In Figure 11, z
= 0 m represents the liquid inlet region and z = 0.785
m represents the weir region. An important result by
analyzing Figure 11 is that the ethanol mass fraction
in the vapor phase which would be in equilibrium
with the liquid phase leaving the tray, always has a
higher ethanol fraction than in vapor which leave the
tray in a real flow. That is an indication that the real
mass transfer occurring over the tray is far from the
mass transfer which would occur in an ideal stage.

In this way, from the evaluation of the ethanol
mass fractions in the phases as a function of the po-
sition occupied, it is possible to estimate the point
efficiency values over the tray. The calculated val-
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Figure 11. Ethanol mass fraction profile in the
liquid and vapor phases, and in the vapor that
would be in equilibrium with the liquid phase
leaving the tray, as a function of the tray position
(point)

ues are shown in Figure 12, showing the variation
in point efficiencies along the tray. The dotted line
represents the average value of the tray Murphree ef-
ficiencies. In Figure 12, subdomain 1 comprises the
liquid inlet region and the subdomain 11 comprises
the downcomer region.

Average Tray Murphree
Efficiency = 62.63%

Figure 12. Point efficiencies evaluated over the
subdomains and the average tray efficiency

From Figure 12, it is noted that the efficiency
increases towards the weir. An explanation for this
gradual increase when the liquid approximates the
weir is based on residence time concept. Thus, the
liquid near its inlet has a smaller residence time than
the liquid phase near the weir. Since the mass trans-
fer is strongly influenced by the liquid-vapor contact
time, it can be concluded that the liquid near the weir
has performed a greater mass transfer. Another factor
to be considered is the tendency that the liquid has
to return towards the center of the tray due to con-
tact with the weir. The same trend of point efficiency
variation was found by Noriler et al.[14] and Rahimi
et al.[19].

4.5. Models Comparation
After the results obtained by numerical simula-

tion, it is important to compare and discuss some
factors related to the model used. Figure 13 com-
pares the tray efficiencies of the model used in
this study, as well as the tray efficiencies obtained
by two CFD studies, and an efficiency value ob-
tained by MacFarland et al.[23] correlation, all for
ethanol/water system. The CFD study carried out
by Noriler et al.[14] was from a sieve tray with a
diameter of 0.3 m and 180 rectangular holes, and
the Zuiderweg correlation was used for the mass
transfer coeficient. The CFD study conducted by
Oliveira[24] was based on a sieve tray with the same
geometry of this study.
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Figure 13. Murphree efficiencies comparison

As shown in Figure 13, the average tray effi-
ciency obtained in this study are situated in the same
range of values (60-70%) that the efficiencies ob-
tained by Noriler et al.[14], Oliveira[24] and the pre-
dicted plate efficiency by correlation MacFarland et
al.[23]. The studies carried out by Noriler et al.[14]
and Oliveira[24] are very similar to the study in this
paper, which are the application of CFD techniques
to the liquid-vapor flow on sieve trays. As seen in
Figure 13, the efficiency obtained by Oliveira[24]
was greater when compared with the simulation of
this study for the same computational domain. This
difference is due to the physical property values used
by Oliveira[24] who were withdrawn from the study
Noriler et al.[14]. In this study the physical proper-
ties were calculated using an average temperature of
355.85 K.

5. CONCLUSIONS
The methodology proposed in this study was

found to be adequate to describe the separation effi-
ciency of a gas-liquid flow on a sieve tray of a distil-
lation column. It was possible to calculate the stage
efficiency based on models that consider the spatial
and temporal variations over the computational do-
main. This is important in terms of design and op-
timization of distillation sieve trays. Finally, CFD
techniques can be used to optimize trays designs and
their operating conditions for distillation processes.
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ABSTRACT  

Cavitation can occur in flow when local 

pressure drops below the saturation pressure. It 

includes both vaporization and condensation of 

vapour bubbles. As this is a multiphase flow and 

quite complicated phenomenon, there are a few 

mathematical models describing it. Aim of this 

paper is to verify their utility in case of different 

type of cavitation. The investigated case included 

flow over a hydrofoil. The grid independence study 

was performed assuming one phase fluid model and 

setting boundary condition that excluded developed 

cavitation. The investigated hydrofoil was Clark-Y. 

For different cavitation numbers the vapour areas 

appearance and their changes in time were 

observed. Also the pressure and vapour volume 

fraction distribution was described. The cavitation 

numbers were chosen in a way that enabled to 

observe different types of cavitation: incipient and 

sheet cavitation. The isothermal two-phase fluid 

model was assumed. The calculations were 

performed using OpenFOAM. The obtained results 

were compared to the available measurements data.   

Keywords: cavitating flow, cavitation models, 

CFD, flow over hydrofoil, multiphase flow. 

NOMENCLATURE  

 

C [-]  empirical coefficient 

F [-]  coefficient 

R [kg/m
3
s]  source term 

S [N/m]  surface tension 

c [m]  chord length 

n [-]  number per volume of liquid 

p [Pa]  pressure 

r [m]  radius 

t [s]  time 

u [m/s]  velocity 

α [-]  vapour volume fraction 

ρ [kg/m
3
]  density 

σ [-]  cavitation number 

 

Subscripts  

 

B bubble 

c condensation 

e evaporation 

l liquid 

m mixture 

v vapour 

s saturation 

∞ free stream 

1. INTRODUCTION  

Cavitation phenomenon is one of the most 

important issue when designing and exploiting 

pumps’ systems. As the working under cavitating 

condition can lead to serious damage of the blades 

and walls of the rotor, it is useful to provide 

simulations which can assess the risk of cavitation 

appearance at defined flow condition. The crucial 

concern is to use the cavitation model which can 

provide the results as close to the experimental data 

as possible.  

This paper includes comparison of two popular 

cavitation models – Schnerr & Sauer and Kunz 

model. The case is the flow over a Clarky-Y 

hydrofoil. 

2. DESCRIPTION OF MODELS 

Cavitation modelling can be gathered into two 

main groups: one-fluid and two-fluid models. In 

one-fluid models the flow is threated as the mixture 

of two phases and the conservation equations (mass 

and momentum) for the mixture are solved. In this 

simulation no slip between the phases was assumed. 

To calculate fraction of gaseous phase mass 

conservation equation of vapour is solved [1].  

 

  cev

v RRu
t








 (1) 

Dorota Homa, Włodzimierz Wróblewski, "Investigation of cavitating flow over a hydrofoil using different mathematical 453



 

The difference between used models is 

definition of source terms Re and Rc. In Kunz model 

they are defined empirically. Kunz used free stream 

velocity and time (derived from free stream velocity 

and characteristic length) The formulas are as 

follows [2-4]:  
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The coefficient Ce and Cc are assumed 

according to the case. In Schnerr & Sauer model the 

source terms are derived from Rayleigh-Plesset 

(RP) equation, which describes the dynamics of 

vapour bubbles. The RP equation is simplified, no 

surface tension is assumed, as in formula below [5]: 
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The final formulas for source terms [6]: 
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The radius of bubble rB is derived from vapour 

volume fraction and number of bubbles per volume 

of liquid, as shown in equation 7 [6]: 
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3. SIMULATION SET-UP 

The simulation concerns flow over a ClarkY 

hydrofoil. The overview of the geometry is shown 

in Figure 1. 

 

Figure 1. Overview of geometry 

The foil is placed in distance of 4c from the 

inlet and 6c from the outlet. The height of the 

channel is set to 2.7c. Chord of the foil is equal to 

70 mm. The simulation is performed at constant 

inlet velocity. The pressure at the outlet is 

consequently lowered. The calculations were 

performed in OpenFOAM open source code with 

the solver interPhaseChangeFoam, which captures 

the dynamics of the cavitating flow [7]. The 

simulation set up is based on other investigations 

[8,9], the turbulence model was chosen after 

analysing others articles dedicated to hydrofoil 

cavitation modelling [10-13]. The simulation set up 

is shown in table 1.  

Table 1. Simulation set up (bc – boundary 

conditions) 

Chord length 70 mm 

Angle of attack 8° 

Heat transfer model isothermal 

Flow temperature 20°C 

Turbulence model k-ω SST 

Side walls bc symmetry 

Upper/lower wall bc wall 

Outlet bc static pressure 

case dependent 

Inlet velocity 10 m/s 

 

Turbulence intensity at 

inlet 

5% 

Reynolds number 700 000 

Table 2. Models parameters 

Kunz Schnerr & Sauer 

Ce 20000 [4] nB 1.6x10
13

 

Cc 1000 [4] rB 10
-6

 

 

4. GRID INDEPENDENCE STUDY 

To ensure that the results of the simulation do 

not depend on the grid size the grid independence 

study was performed. Four different hexahedra 

grids were examined. They were all 2D surface 

meshes extruded in perpendicular direction by 10 

layers of 1 mm thickness. Around the foil the C-

grid was used. The number of cells varied from 281 

to 427 thousands. The grids with symbols S2 and 

S3 have similar number of cells, but they had 

different cells distribution on upper and lower side 

of the foil. For observing the cavitating structures 

the distribution of nodes on edges of the foil is very 

important. The cells number in each grid and C-grid 

layers number are described in table 3. The 

distribution of cells along the edges is placed in 

table 4. The blocking used in meshes with location 

of three parts of foil edge is shown in Figure 2. 
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Table 3. Grid cells and C-grid layers numbers 

Grid symbol Number of 

cells 

C-grid layers 

S1 281820 50 

S2 313260 50 

S3 387420 75 

S4 472272 90 

Table 4. Cell distribution on foil edges 

Grid 

symbol 

US LS LEA 

S1 100 70 25 

S2 120 85 30 

S3 100 70 25 

S2 100 70 25 

US – upper side 

LS –lower side 

LEA – leading edge area  

 

 

Figure 2. Mesh blocking 

All the grids were used during calculation with 

outlet pressure equal to 100 kPa. This setting 

disabled developed cavitation structures to occur. 

After calculations pressure distribution for different 

grids were compared. In Figure 3. pressure 

distribution over the foil is shown. 

 

Figure 3. Pressure distribution for different 

grids 

For grid S1, with the lowest number of cells, on 

the upper side of the foil near the leading edge the 

increase of pressure is observed. There is no such 

rise of pressure in case of meshes S3 and S4. The 

mesh with symbol S2 has similar number of cells as 

the mesh S3, but has different cells distribution. For 

this grid, the different pressure distribution occurs 

comparing to grids S3 and S4. To perform further 

simulation, the grid S3 was chosen. In the figure 4. 

the overview of grid is shown and in the figure 5. 

zoom of the o-grid is presented.  

 

Figure 4. Overview of the grid 

 

Figure 5. Zoom of the C-grid 

5. RESULTS INCIPIENT CAVITATION 

The characteristic value that describes the 

cavitating flow is called cavitation number. It is 

defined as [14]: 
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Cavitation flow regimes depend on cavitation 

number calculated from velocity and pressure of 

free stream flow. In case of flow over a hydrofoil, 

four different flow regimes can be distinguished: 

incipient, sheet, cloud and super cavitation [8,14]. 

Incipient cavitation is a first stage of cavitation over 

a foil. Cavitation number is about 1.6, which refers 

to the outlet pressure 82180 Pa. According to [8] 

the growth cavitation structure of hairpin (or 

horseshoe) shape is observed. Growing and 

collapsing of bubbles occur with frequency of about 

265 Hz (3.78 ms per period). 

In Figures 6. and 7. comparisons of time-

averaged pressure and time-averaged vapour 

volume fraction in monitor point located on the foil 

are presented. As it can be observed, the 

distributions on the lower side of the foil are almost 

the same (the difference does not exceed 3%). For 
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upper side of the foil, within the chord normalized 

from 0 to 0.2 the pressure distributions obtained by 

both models are almost the same. Form chord 0.2 to 

0.4 the pressure distribution obtained by Kunz 

model surpasses the one obtained from 

Schnerr & Sauer model. Within chord 0.4 to 1 the 

pressure distributions coincide, except from chord 

between 0.6 and 0.8.  

 

Figure 6. Time-averaged pressure distribution 

for different models. Incipient cavitation 

The distributions of vapour volume fraction 

around the hydrofoil differ for both models (Fig.7.). 

 

Figure 7. Time-averaged vapour volume fraction 

distribution for different models. Incipient 

cavitation 

For Schnerr & Sauer model after the growth to 

about 0.79 at chord 0.15, the inclination to the value 

of 0.72 at chord 0.2 is observed. It can be explained 

by analysing the picture of the period in Figure 8., 

where one cycle of incipient cavitation obtained by 

Schnerr & Sauer model is shown. The cavitation 

bubble is attached very close to the leading edge but 

the area of higher pressure before the main 

cavitation structure is observed (Fig.8. g-j). After 

the drop, the vapour volume fraction rises to the 

value of 0.78 at chord 0.4. From chord 0.4 to 1.0 the 

vapour volume fraction consequently lowers. For 

Kunz model the values of vapour volume fraction 

are generally higher than for Schnerr & Sauer 

model, expect from chord length 0.1and 0.4. At this 

chords the values obtained by Kunz model are 

slightly lower. When using Kunz model there is no 

pit like in Schnerr & Sauer model, the distribution 

is also more smooth. At chord from 0.1 to 0.25 and 

from 0.55 to 0.8 the biggest difference between 

both of the models is noticed. 

5.1. Schnerr & Sauer model incipient 
cavitation period 

The bubbles start to form near the leading edge 

(Fig.8. a and b). Then they grow until 11 ms (Fig.8 

d-e), the cavitation occupies all the upper side of the 

foil. Next the structures break in parts from rear 

region to leading edge. (Fig.8. e–h). Highly 

unsteady flow near the trailing edge is observed. 

When water breaks up to the foil and clings to it, 

the bubbles are pushed off the wall and they 

disappear (Fig.8. i-l). The new cavitation structure 

is formed. The period is equal to about 30 ms. That 

is longer than it was observed during the 

experiment [8]. 

5.2. Kunz model incipient cavitation 
period 

As in case of calculation with Schnerr & Sauer 

model the bubbles of vapour start to form from 

leading edge of the foil. Then they grow but in 

different way than in previous case. The unsteady 

region on the upper side of the foil can be observed 

(Fig.9. b-c). The oval shape structure is attached to 

the upper wall of the foil (Fig.9. d). The structure 

changes the shape to sharp, then it detach from the 

foil (Fig.9. g). The vapour bubbles eventually 

collapse outside the foil (Fig.9. h-j). The new 

cavitation form is growing (Fig.9. l). The period is 

about 28 ms. 

6. RESULTS SHEET CAVITATION 

After lowering pressure to 72000 Pa the 

cavitation number drops to 1.4. The different flow 

regime is distinguished, which is called sheet 

cavitation. More cavitating vortex pairs appear and 

number of bubbles in vortex increase [8]. The  
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Figure 8. One period of incipient cavitation, 

Schnerr & Sauer model  

Figure 9. One period of incipient cavitation, 

Kunz model

frequency of changes is about 200 Hz (period 

5 ms). In Figures 10. and 11. the time – averaged 

pressure distributions and time – averaged vapour 

volume fraction distributions are compared for both 

models. 

As in case of incipient cavitation the pressure 

on the lower side of the foil is the same for Kunz 

model and for Schnerr & Sauer model. For all of the 

upper side of the foil pressure obtained from 

Schnerr & Sauer model exceeds the one obtained 

from Kunz model. For Kunz model the pressure 

distribution can be divided into two stages: the one 

from beginning of the foil to chord equal to 0.4 and 

the other from chord 0.4 to the end of the foil. For 

the first one the pressure is very low and does not 

change a lot. For second one, the pressure rises 

roughly. It can be explained on basis of Figure 13., 

where one period of sheet cavitation obtained from 

Kunz model is shown. In fig.13i the remarkable 

split into two cavitation structure can be noticed. 
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The location of the split correspond with the change 

of pressure distribution trend.  

 

Figure 10. Time-averaged pressure distribution 

for different models. Sheet cavitation 

The distribution of vapour volume fraction for 

Schnerr & Sauer model for upper side of the flow 

grows from chord 0 to chord about 0.15, where it 

reaches the maximum equal to 0.8.  

 

Figure 11. Time-averaged vapour volume 

fraction distribution for different models. Sheet 

cavitation 

Then the vapour structures shrinks and the vapour 

volume fraction lowers consequently until the end 

of the foil. The distribution of vapour volume 

fraction for Kunz is higher than for Schnerr & Sauer 

model. The maximum value of vapour volume 

fraction is noticed at chord 0.2 and it is equal to 

0.88. That is remarkably higher than in case of 

incipient cavitation. From this chord until the end of 

the foil the value of vapour volume fraction lowers. 

Both distributions have shape of a hill. At the end of 

the foil the pressure obtained from two models 

coincide. 

6.1. Schnerr & Sauer model sheet 
cavitation period 

The period of sheet cavitation calculated with 

Schnerr & Sauer model is placed in Figure 12. The 

cavitation forms as in incipient cavitation, near the 

leading edge of the foil (Fig.12 c). Then it grows 

consequently to about ¾ of chord length (Fig.12. e). 

Simultaneously, the cavitation bubble near the 

trailing edge forms and eventually collapse (Fig.12. 

b–e). The cavitation bubble attached to the upper 

side of the foil shrinks (Fig.12. f-h) to about half of 

the chord. Then it enlarges again and occupied 

whole of the upper side of the foil (Fig.12. j). The 

unsteady rear region is noticed, the break of cavity 

structure occurs there (Fig.12. l-o). The water starts 

to move upwards the foil, and occupies most of the 

upper side of the foil (Fig.12 p). Finally the 

cavitation bubbles collapse and disappear, the cycle 

starts all over again (Fig.12. r). The period of 

changes is equal to about 40 ms, which is much 

more than during the experiment [8]. 

6.2. Kunz model sheet cavitation period 

In case of Kunz model the process of creating 

and growing the cavitation bubble occurs in much 

more unsteady way. The period of changes is shown 

in Fig.13. The end of previous cycle is captured in 

Fig.13. a. The cavitation bubbles form near the 

leading edge (Fig.13. b) and they grow until 11 ms 

(Fig.13. e), reaching the ¾ of the chord length. 

Then structure starts to decompose, first the number 

of bubbles reduces from about half of the chord 

(Fig.13. f), then unsteady region near the trailing 

edge is noticed. Eventually the cavitation structure 

splits into two (Fig.13. i) smaller cavitation clouds. 

The one closer to leading edge shrinks remarkably 

within 5.5 ms (Fig.13. j-l), the other one attached to 

the rear region of the foil gets smaller more slowly 

and within next 11 ms disappear (Fig.13. m). At the 

same time the new structure is forming near the 

leading edge. The period of changes in this case is 

about 33 ms, which is less than in case of 

Schnerr & Sauer model, but still remarkably more 

than during the experiment [8]. 
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Figure 12. One period of sheet cavitation, 

Schnerr & Sauer model  

Figure 13. One period of sheet cavitation, Kunz 

model

7. SUMMARY 

In article the two popular models of cavitation 

were investigated: namely Kunz and 

Schnerr & Sauer. For both models calculations were 

performed using interPhaseChangeFoam solver of 

OpenFOAM code. At first the grid independence 

study was performed. The grids varied from each 

other by number of grid cells as well as cells 

distribution on the upper side of the foil, where 

major changes of cavitation structures take place. 

The grid independence study was done at boundary 

condition which refers to cavitation number equal to 

2. This enabled developing cavitation clouds. After 

choosing the grid, the calculations started. The 

investigated flow regimes were incipient and sheet 

cavitation, which are characterized by cavitation 

number 1.6 and 1.4. For both models the cyclic 

changes of cavitation structures were observed. 
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They are different for both models. In case of 

incipient cavitation the time – averaged pressure 

distributions on the lower side of the foil are similar 

for both models, but the time – averaged vapour 

volume fraction distributions show that in case of 

Kunz model the values of this parameters are higher 

than in case of Schnerr & Sauer model. When 

lowering pressure to corresponding cavitation 

number equal to 1.4, the sheet cavitation flow 

regime was observed. For this case, the time –

 averaged pressure distributions show differences 

comparing two models. For Kunz model the 

pressure is lower and has different tendency. It can 

be noticed that for this model the division of the 

cavitation structure occurs. The time – averaged 

vapour volume fraction distributions for 

Schnerr & Sauer model and for Kunz model have 

shape of a hill – they grow, reach the maximum and 

then evenly slides. Comparing the changes of 

cavitation structures, in case of Shnerr & Sauer 

model, the growth of vapour bubbles and break of 

cavitation structure near the trailing edge are well 

noticeable. In case of Kunz model the dynamics is 

slightly different. The cavitation structure split into 

two parts, and both cavitation bubbles collapse 

separately.  

After the calculation it can be state that 

interPhaseChangeFoam solver captures the 

dynamics of cavitating flow sufficiently. The 

investigation shows that there are discernible 

differences between the results obtained when using 

different models of cavitation. For both models the 

period of changes was over predicted in case of 

incipient, as well as in case of sheet cavitation. For 

Kunz model the period was generally shorter than 

for the Schnerr & Sauer model. The cause of this 

will be further investigated in the future. The 

investigation indicates that there still are some 

improvements of the model that are needed to 

implement, so that the mathematical model 

corresponds to the experiment data as good as 

possible. The further research, including next 

cavitation flow regimes and comparison of such 

parameters as drag and lift force are planned. 
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ABSTRACT

Intracranial aneurysms are dilatations of the ar-
terial vessel wall, which are prone to rupture and can
lead to sudden death or strong disabilities. Unfortu-
nately, reliable criteria explaining growth and rupture
have not been identified yet.
To improve our knowledge regarding these mechan-
isms, the blood flow in a patient-specific ruptured in-
tracranial aneurysm is analysed based on three im-
age sequences that were acquired within 41 months.
The 3D-reconstructions allow a longitudinal quanti-
fication of the volumetric growth and the assessment
of areas with highest morphological change. After-
wards, computational fluid dynamics were used to
characterise flow parameters, which are known to in-
duce pathophysiological processes in cerebral vessel
walls.
The numerical computations identified areas of ab-
normally low wall shear stress in regions of highest
volume increase. Additionally, elevated oscillatory
shear was found at the suspected rupture site, con-
firming findings of previous studies. However, the
analysis of the pressure distribution revealed no sig-
nificant impact on growth or rupture of the aneurysm.
This longitudinal investigation demonstrates how
the hemodynamics within an intracranial aneurysm
change after more than three years of morpholo-
gical adjustment. Therefore, this deeper understand-
ing helps to improve the computational approach and
strengthens the methodology towards a better reliab-
ility of the numerical results in the future.

Keywords: Cerebral aneurysm, rupture, blood
flow, long-term follow-up

NOMENCLATURE

AWS S [Pa] averaged wall shear stress
OS I [−] oscillatory shear index
p [mmHg] pressure
WS S [Pa] wall shear stress

Subscripts and Superscripts

CFD computational fluid dynamics
DSA digital subtraction angiography
ICA internal carotid artery
PICA posterior inferior cerebellar artery
PC-MRI phase-contrast magnetic resonance

imaging

1. INTRODUCTION
Intracranial aneurysms are dilatations of the ar-

terial vessel wall and are estimated to occur in 2-6%
of the western population [1]. Approximately 0.1%
of these people experience the catastrophic event of
a rupture leading to a subarachnoid hemorrhage. Up
to 50% of the patients die within 30 days after rup-
ture of an aneurysm, and approximately 1/3 of those
who survive exhibit severe, irreversible disabilities.
Therefore, a patient-specific treatment is required,
but unfortunately, the process of vessel wall remod-
elling is yet little understood. In particular, reliable
rupture criteria are essential but have not been iden-
tified until now.

In order to investigate the haemodynamics in the
human vasculature, well established numerical meth-
ods were applied. Especially computational fluid dy-
namics (CFD) was used to describe the blood flow
in intracranial aneurysms and the number of related
publications increased enormously during the last
two decades.

The most extensive studies were carried out by
Xiang et al. [2] and Cebral et al. [3], whereby partly
contradicting conclusions have been drawn. The first
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study analysing 119 aneurysms significantly correl-
ated the event of a rupture with low wall shear stress
(WSS) as well as high oscillatory shear (OSI). In
contrast, the evaluation of the other database (210
aneurysms) revealed that high WSS in combination
with a concentrated inflow jet might have caused rup-
ture. Only the presence of a complex flow struc-
ture in ruptured aneurysms was found in both studies.
Other computational studies containing much smal-
ler numbers of aneurysms either confirmed the previ-
ous findings or identified other flow-based paramet-
ers, which are supposed to be responsible for vessel
wall remodelling [4].

Since in all computational studies numerous as-
sumptions are still needed to describe the flow with
a reasonable temporal and computational effort and
since the parameters causing rupture are still con-
troversial, the acceptance of CFD is still rather lim-
ited among physicians [5]. Hence, more reliable ana-
lyses are required containing additional information
regarding the progression of the disease.

In contrast to these cross-sectional studies, lon-
gitudinal investigations are extremely rare since an-
eurysms usually remain undetected or are getting
treated soon after detection. Acevedo-Bolton et
al. [6] observed the growth of an intracranial an-
eurysm over four years. Using CFD they concluded
that aneurysm growth likely occurs in regions of ab-
normally low wall shear stress. However, the im-
age data were acquired using phase-contrast mag-
netic resonance imaging (PC-MRI), which may in-
troduce optical artifacts or blurred images due to the
limited resolution. Another study that compared an-
eurysm growth of seven patient-specific aneurysms
based on MRI sequences confirmed the previous
findings [7]. Low WSS was also correlated with re-
gions of strongest aneurysm growth.

To improve our knowledge regarding aneurysm
development, growth and rupture, the blood flow in
a ruptured patient-specific intracranial aneurysm is
analysed in the present work based on three different
image sequences. The time span of 41 months doc-
uments the growing process and the attending physi-
cian detected the rupture site after the final imaging.

Three-dimensional reconstructions allow the
quantification of the volumetric growth and in par-
ticular the assessment of areas with highest morpho-
logical change. Afterwards, a fine spatial and tem-
poral discretization of the reconstructions enables the
computation of characteristic flow parameters using
CFD. Hence, the effect on pathophysiological pro-
cesses in cerebral vessel walls can be investigated
and possible triggers may be identified that caused
the growth and finally the rupture of this cerebral
malformation.

2. MATERIALS AND METHODS
2.1. Case description

A 61-year-old female underwent routine follow-
up MRIs after subarachnoid haemorrhage and clip-

ping of two middle cerebral artery aneurysms in
1993. In February 2011 two de-novo aneurysms at
the right posterior inferior cerebellar artery (PICA)
and the left internal carotid artery (ICA) were de-
tected. The PICA-aneurysm was treated with coil
embolization. The second aneurysm was not suited
for endovascular coiling, as the posterior communic-
ating artery developed from the aneurysm sac with
a broad base and the circle of Willis was incom-
plete with absence of a P1-segment on the left side.
Surgery was recommended, but not performed. A
control DSA (Digital Subtraction Angiography) 5
months later showed no changes in size or shape of
the untreated aneurysm. The patient was lost to fur-
ther follow-up, until she presented with acute sub-
arachnoid haemorrhage due to rupture of the un-
treated ICA-aneurysm in July 2014. Emergency
DSA demonstrated a significant growth of the an-
eurysm, which was treated with surgical clipping af-
terwards. The patient recovered well with no neuro-
logic sequelae. Figure 1 illustrates two representat-
ive DSA images of the first (2011) and the last (2014)
scan, respectively.

Figure 1. Initial (left) and third (right) digital sub-
traction angiography of the investigated intracra-
nial aneurysm. The time span between both ac-
quisitions is 41 months and the growth of the dila-
tion is clearly visible in the 2D projection

2.2. Vascular reconstruction

The image acquisition was carried out using 3D-
DSA with a Siemens scanning device. The segment-
ation as well as the reconstruction of the investigated
aneurysm models was performed with MeVisLab
2.3 (MeVis Medical Solutions AG, Bremen, Ger-
many). In this context, the three-dimensional surface
models were obtained by applying a seeded region-
growth algorithm. Afterwards, visual artifacts such
as melted arteries or small holes in the geometry were
manually corrected using Blender 2.68a (Stichting
Blender Foundation, Amsterdam, The Netherlands).
Finally, Taubin-smoothing was applied on the dis-
crete surface meshes to ensure a more realistic rep-
resentation [8, 9]. To guarantee plausible results of
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the reconstructed aneurysm models, the virtual geo-
metries were reviewed by a local neuroradiologist.
Figure 2 illustrates the investigated cases, which rep-
resent the stage at initial presentation of the patient
in the hospital (1), a 5 months follow-up scan (2) as
well as the image acquisition after rupture (3).

Figure 2. Three-dimensional reconstructions of
the patient-specific aneurysm model for three dif-
ferent stages: 1) initial presentation in the hos-
pital, 2) 5 months follow-up, 3) rupture of the an-
eurysm after 41 months (the white circle indicates
the presumed rupture site)

2.3. Spatial discretization
The reconstructed aneurysm surfaces were spa-

tially discretized using ANSYS ICEM-CFD 14.5
(Ansys Inc., Canonsburg, PA, USA). Tetrahedral as
well as prismatic elements were generated and local
refinement was applied in regions of high curvature,
e.g., the aneurysm neck. In order to resolve the
velocity gradients close to the arterial wall, four
prism layers were inserted in each case with an ini-
tial height of 0.1 mm and a growth ratio of 1.2 was
defined. The resulting meshes that were finally used
for the hemodynamic simulations consisted of ap-
proximately 2.1 million elements for case 1, 2.2 mil-
lion for case 2 and 1.9 million elements for case
3, respectively. Previous studies showed that mesh-
independent solutions are achieved at this level of re-
finement [10, 11].

2.4. Haemodynamic simulation
For the haemodynamic simulations the integral

formulation of the governing equations for continu-
ity and momentum conservation were solved with the
commercial software package ANSYS Fluent 14.5
(Ansys Inc., Canonsburg, PA, USA). Blood was con-

sidered to be an isothermal, incompressible (ρ =

1055kg/m3) and Newtonian (η = 4 ·10−3 Pa · s) fluid.
Although blood is a representative of non-Newtonian
fluids and the viscosity can show a strong shear-
dependency, a comparison with the typically used
Carreau-Yasuda model showed no significant differ-
ence in the velocity profiles for the present range of
vessel diameters.

Due to the lack of case-specific boundary con-
ditions, time-dependent flow rates extracted from
a PC-MRI measurement at the left internal carotid
artery were implemented. The corresponding Reyn-
olds numbers varied between 304 and 548 with an
average of Re = 432. The time-dependent values of
the PC-MRI measurement were extracted from the
raw image data using EnSight 9.2 (CEI Inc., Apex,
NC, USA) and a post-processing tool developed by
Stalder et al. [12]. Figure 3 contains the corres-
ponding flow curve that was used for the haemody-
namic simulations of the three cases. To ensure a
fully-developed velocity profile within the investig-
ated fluid domains, each inlet has been extruded by
five times of the corresponding mean diameter in ad-
vance [13].
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Figure 3. Measured PC-MRI flow rate curve that
was applied to the inlet section of each reconstruc-
tion of the internal carotid artery

Although intracranial vessel walls consist of
flexible soft tissue, the vessel walls were assumed to
be rigid for every case and no-slip boundary condi-
tions were defined. This assumption is caused by the
lack of appropriate vessel wall properties. If fluid-
structure interactions (FSI) are considered in future
studies, accurate wall properties must become meas-
urable [14].

For all outlets an area-dependent mass flow
weighting was defined throughout the cardiac cycle.
This approach was chosen due to the lack of know-
ledge regarding the pressure variation in the different
vessel branches.

In order to calculate the existing velocity fields
within the domains, a pressure-implicit algorithm
(PISO) was used for all transient simulations. A con-
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stant time step size was chosen as 1 · 10−4 s lead-
ing to approximately 10 000 time steps per cardiac
cycle (period time T = 1.01 s). Three cardiac cycles
were simulated for each case. Only the last was fi-
nally analysed discarding the first two. The accuracy
of the spatial as well as the temporal discretization
was defined to be second order. Convergence was
obtained when the scaled residuals decreased below
a value of 10−5 within each time step. Due to the
high number of elements and the small time steps the
computational domains have been decomposed in ad-
vance in order to simulate in parallel. All simulations
were carried out on 8 CPUs.

2.5. Analysis
The analysis of the investigated cases is di-

vided into morphological as well as haemodynamical
changes.

2.5.1. Morphological change

To characterize the growth of the vascular dilata-
tion the aneurysm was dissected from the parent ves-
sel in each stage. Afterwards, the corresponding sur-
faces as well as the volumes were calculated and
compared with each other.

2.5.2. Haemodynamic parameters

For the analyses of blood flow effects, common
haemodynamic parameters that are known to influ-
ence the inner surface of the cerebral vessels are
computed. As introduced in ‘Eq. (1)’ WSS is tem-
porally averaged over one cardiac cycle (AWSS).

AWS S =
1
T

T∫
0

|WS S | · dt (1)

Additionally, the temporal changes of the wall
shear stress directions are considered using the os-
cillator shear index (OSI). ‘Eq. (2)’ introduces the
corresponding computation [15].

OS I =
1
2

1 −
|

T∫
0

WS S · dt|

T∫
0
|WS S | · dt

 (2)

Finally, the relative pressure distribution aver-
aged over one heartbeat is analysed to identify pos-
sible regions of increased load on the vessel wall.
Here, the reference pressure was set to zero at one
outlet the calculate the relative values on the whole
vessel surface.

3. RESULTS
3.1. Morphological change

Figure 4 contains the direct comparison of the
three-dimensional reconstructions. To improve the
visibility opaque as well as transparent representa-
tions were chosen. Additionally, the morphological

change between two stages and between all three
stages is considered, respectively.

The first two sequences reveal that almost no
spatial differences are present. The scan after five
months (blue) shows only a marginal change in the
width of the aneurysm compared to the initial ima-
ging (green). Simultaneously, the distance between
the ostium (interface between the aneurysm sack and
the healthy parent artery) and its opposite area de-
creases leading to a smaller height of the dilation.
However, the calculation of the morphologically rel-
evant parameters such as aneurysm surface area and
volume (see Table 1) reveals no clear difference.
Both parameters are approximately identical indic-
ating no growth of the intracranial aneurysm.

The comparison between stages 2 and 3 that rep-
resents a time span of three years shows a different
behaviour. Clear morphological changes are visible
and a considerable growth of the malformation can
be noticed. The surface area almost doubles and the
volume of the corresponding reconstruction scales by
a factor of more than two. Interestingly, the height
of the aneurysm remains nearly the same compared
to both previous sequences and the aneurysm sack
is growing mostly in width. Additionally, a small
blister-like region develops at the highest distance to
ostium. Such a bleb formation was often observed at
intracranial aneurysms and is known to be prone to
rupture due to their extra thin wall thickness [16].

Table 1. Morphological parameters of the an-
eurysm at three stages

Case Area [mm2] Volume [mm3]
1 128 120
2 130 121
3 247 243

3.2. Haemodynamic parameters
Due to the morphological change between the

investigated stages the haemodynamical flow experi-
ences deviations as well. This leads to different flow
situations and in consequence to different loads on
the corresponding inner wall of the aneurysm.

Figure 5 shows the time-averaged wall shear
stress AWSS for the three cases as representatives of
the analysed cardiac cycle. As commonly known,
normal as well as high shear values are mostly
present at the parent vessel proximal and distal to the
aneurysm. Additionally, elevations can be noticed at
the dome area of the aneurysm opposite to the os-
tium. Here, the entering blood flow impinges on the
inner vessel wall and gets directed along the spher-
ical shape. In contrast to these observations, the low-
est AWSS values are present proximal to the siphon
of the internal carotid artery and, most interestingly,
along the sides of the aneurysm. These areas were
previously identified as zones of strongest growth.

The computation of the oscillatory shear index is
illustrated in Figure 6. Only a few areas exhibit high
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Figure 4. Morphological change of the aneurysm
surface between the stages 1 (green), 2 (blue) and
3 (red): opaque (left), transparent (right)

Figure 5. Cycle-averaged wall shear stress
(AWSS) of the three stages from two different per-
spectives

values indicating elevated changes of the wall shear
stress directions.

The initial stage of the aneurysm shows in-
creased values along the parent internal carotid artery
and some minor spots distributed distal to aneurysm.

Furthermore, a slightly higher OSI can be noticed at
the tip of the aneurysm.

In contrast, nearly no signs of an increased OSI
are present for stage 2 and due to the spherical shape
the aneurysm shows nearly no oscillatory shear.

However, the third stage exhibits high OSI val-
ues along the part of the aneurysm that grew within
the intermediate three years. These high values are
caused by the irregular shape of the dilatation and
are located at the possible rupture site.

Figure 6. Oscillatory shear index (OSI) for the
three stages from two different perspectives

In addition to the velocity-based haemodynamic
parameters, the pressure distribution on the con-
sidered vessel region was analysed (see Figure 7).
The illustrated relative pressure was averaged for one
cardiac cycle and represents the temporal mean load
on the inner vessel surface.

As previously described, the blood flow enters
the aneurysm with a concentrating inflow jet that im-
pinges on the opposite side of the ostium. In this
region, increased pressure is visible and the area of
elevated load even increases from case to case. In
contrast, smaller pressure values are present in re-
gions where the biggest volume increase was iden-
tified. However, the considered range of the relat-
ive pressure difference is very small indicating that
only minor pressure differences exist throughout the
whole aneurysm surfaces.

4. DISCUSSION
The number of computational studies that invest-

igate the haemodynamics in intracranial aneurysms
increased drastically within the last two decades. Un-
fortunately, the enthusiasm in the beginning turned
into a slight depression since the essential mechan-
isms such as initiation, growth and rupture of this
vascular disease are still poorly understood. Reas-
ons for that trend are numerous assumptions, which
are required for the simulations, and the absence of
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Figure 7. Cycle-averaged relative pressure of the
three stages from two different perspectives

precise in vivo measurements of the patient-specific
morphological and haemodynamical situation.

Additionally, global conclusions and responsible
parameters are drawn from only single aneurysm
studies and partly the numerical methods are iron-
ically described as ’Colour For Doctors’ or ’Con-
founding Factor Dissemination’ [5]. In order to over-
come these doubts and to strengthen the capability
of numerical methods related to vascular diseases,
this study contributes a valuable analysis to the com-
munity. Due to its longitudinal character, including
three different stages of an aneurysm development,
more reliable conclusion can be derived compared
to single stage investigations. The analysis of the
volume increase revealed that the growth mostly oc-
curred along the sides of the aneurysm and not, as
one could expect, at the impingement zone of the en-
tering inflow jet. This observation confirms the sus-
picion that a vessel wall experiencing a certain load
strengthens in order to resist against this force. In
contrast, regions of the dilatation beside the impinge-
ment area remodelled, which leads to the assumption
that a certain load on the inner vessel surface is re-
quired in order to maintain stability. Consequently,
computational methods might be used in the future
to evaluate the growing risk of a certain aneurysm
based on the level of wall shear stress. However, fur-
ther quantifications are required to identify concrete
absolute or relative values. Furthermore, other lon-
gitudinal studies need to be carried out including a
higher number of cases and the consideration of local
wall properties.

The same improvements of the computational
models are required for the rupture risk assessment.
Although increased oscillatory shear was detected
at the suspected rupture site, one cannot argue that
this haemodynamic parameter is capable of predict-
ing rupture. However, beside this evaluation, an ex-

tensive study by Xiang et al. [15] as well as the Inter-
national Rupture-Challenge 2013 [17] identified in-
dications that correlate the event of a rupture with
OSI.

The pressure analysis also shows clear differ-
ences on the aneurysm surface, but since the absolute
deviations are very small compared to those along
the parent artery, conclusions regarding the effect of
pressure should not be drawn. Nevertheless, this
study contributes to the improvement of knowledge
regarding the question, why intracranial aneurysms
grow and in which direction this growth is oriented.
With increasing accuracy of the numerical models,
a standardisation of the computations as well as an
easier applicability, using automated methods, CFD
can become a valuable tool with clinical relevance.
Especially, due to the risk-free analyses, physicians
can evaluate the status of a detected aneurysm and
hence be supported during the patient-specific ther-
apy planning.

Although the haemodynamic simulations con-
sider patient-specific reconstructions of the intracra-
nial aneurysm, several assumptions are required in
order to handle the computational and temporal effort
and receive numerical results in a reasonable time.

Firstly, the three-dimensional reconstructions are
carried out with a threshold-based segmentation
method. Hence, minor deviations to the real geo-
metry are possible, which may also be caused by op-
tical artefacts of the different imaging data. However,
the same experienced person carried out all three re-
constructions, which decreases the subjective error.

Secondly, the walls are assumed to be rigid and
no flexibility is taken into account. Although the
local wall thickness is expected to have a significant
impact on the rupture probability, numerical model-
ling of the corresponding regions without the pres-
ence of reliable and precise measurements is expec-
ted to be needless. Different studies already con-
sidered fluid-structure-interactions in intracranial an-
eurysms but mostly constant wall thicknesses and an
isotropic material behaviour were assumed [18, 19,
20].

Thirdly, patient-specific inflow boundary con-
ditions that represent the flow situation during the
image acquisition were not available. Therefore,
highly resolved time-dependent flow rates, which
were measured using a 7 Tesla PC-MRI, were ap-
plied to the corresponding inflow cross-section at the
internal carotid artery [21].

5. CONCLUSIONS
This study analysed the morphological as well as

the haemodynamical change of a ruptured intracra-
nial aneurysm and its blood flow, respectively. Based
on three image datasets that were acquired within a
time frame of 41 months, possible causes of the wall
remodelling and the rupture could be identified.

Especially in regions that experience abnormally
low wall shear stress a volumetric increase was ob-
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served. This confirms previous findings and demon-
strates that CFD methods can be used to predict en-
dangered areas on the aneurysm surface. Further-
more, oscillatory shear was present at the suspec-
ted rupture site showing the possible relevance con-
cluded by other groups.

Further analyses that characterize the internal
haemodynamical flow behaviour will be carried out
in the future. Therefore, unstable flow structures
might be identified that were previously correlated
with the event of a rupture.
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ABSTRACT
This paper focuses on the estimation of the fluid

force acting on the disc of a direct spring operated
pressure relief valve (DSOPRV) under static and
dynamic conditions. One possibility of modelling is
to assume that the total fluid force can be computed
by multiplying the static pressure difference between
the upstream and downstream side of the valve with
the so-called effective area function, which depends
only on the valve opening. The advantage of this
method is its simplicity and that the effective area
function can be easily measured, however, it does
not take into account transient effects. Another
approach is to use an unsteady CFD model with
rigid body dynamics included (this also assumes
the use of deforming mesh/automatic remeshing
technology), which resolves transient effects but
is computationally expensive. The goal of this
paper is to compare these two approaches. Results
from the quasy-static computations show a good
correspondence with the CFD runs, indicating that
the simplifications behind the effective area concept
are reasonable.

Keywords: CFD, fluid-structure interaction,
linear stability, nonlinear vibrations, pressure
relief valve

NOMENCLATURE
Aeff [m2] effective area
Apipe [m2] cross-sectional area of the

pipe
Aref [m2] reference area
CD [−] discharge coefficient
Dpipe [m] diameter of the pipe
F [N] force
Re [−] Reynolds number
ē [−] relative opening
ṁ [kg/s] mass flow rate
e [J/kg] specific energy
k [Ns/m] damping coefficient

m [kg] reduced mass
p [Pa] static pressure
pset [Pa] set pressure
s [N/m] spring stiffness
t [s] time
v [m/s] velocity
x [m] valve displacement
x0 [m] pre-compression of the spring
ω0 [Hz] natural frequency
κ [−] ratio of specific heats
ξ [−] damping ratio
ζ [m] deviation from the

equilibrium opening
λ [−] Darcy friction factor
ρ [kg/m3] density

Subscripts and Superscripts
CFD CFD related variable
0 ambient
eq at an equilibrium point
e at the pipe end

1. INTRODUCTION
Pressure relief valves (PRVs) are used as the

last line of defence against overpressure in industrial
environments. There are two main parameters
of these valves regarding their operation: the set
pressure (pset), which is the minimum pressure at
which the valve opens, and the capacity, that is (by
definition) the flow rate through the valve at full
lift and at 110% of the set pressure. The latter
describes how fast the overpressure can be reduced
to the desired level and as such maintaining it is
critical from a safety point of view. It is possible that
under certain circumstances instabilities arise which
reduce the capacity, endangering the whole system.
The goal of this paper is to investigate the behaviour
of a direct spring operated PRV in gas service with
a focus on stability. This configuration consists of
a disc pressed against the seat at the pipe end by a
pre-compressed spring. The advantage of this simple
design is that the set pressure can be easily adjusted
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through the pre-compression of the spring and the
probability of mechanical failure can be kept at a
minimal level due to the low number of moving parts.
In order to avoid exceeding the time available for
blowdown, adding any kind of artificial damping is
forbidden by the current industrial standards [1].

Based on this, the valve disc can be modelled
as a 1 DoF oscillator, which — due to the force
acting on it— is described by a non-linear differential
equation. This means that dynamic instabilities
must be taken into account. The RP520 standard
of the American Petroleum Institute distincts three
different kinds of instabilities for the direct spring
operated PRVs. The first one is the so-called cycling,
during which the set pressure slowly builds up again
and again after closing the valve, resulting in small
frequency (< 1 Hz) vibrations. Contrary to this,
both flutter and chatter are large frequency (> 10
Hz) self-excited vibrations — the difference between
them is that during chatter the amplitude is so
large that the disc usually impinges on the seat and
upper stopper, resulting in not only a decrease in
capacity but mechanical damage as well. Cycling
is well-understood and means to avoid it are already
included in the standards. However, the reasons
behind flutter and chatter are not completely clear
according to API, but it is mentioned that these are
due to the acoustic coupling of the valve disc and the
pipe end. Ongoing research activities aim to gain a
better understanding of these phenomena [2, 3].

The goal of this paper is (a) to provide a
steady-state CFD model for the evaluation of the
force acting on the valve disc and the capacity, (b)
to study the transient valve response by a deforming
mesh CFD model and (c) to compare the results
of unsteady CFD runs against simplified ODE
(ordinary differential equation) model including
quasy-steady fluid force characteristics.

2. THEORETICAL BACKGROUND

The system under analysis consists of a
straight pipe section and the valve itself. The
governing equations describing the behaviour of
these components are derived in this section.

2.1. The valve disc dynamics

As stated before, the valve disc can be modelled
as an oscillator:

mẍ + kẋ + s(x + x0) = Ftotal(x, pe), (1)

that can also be written as

ẍ + 2ξω0 ẋ + ω2
0(x + x0) =

Ftotal(x, pe)
m

. (2)

As of now both the damping and the total force are
unknown. Here x0 stands for the pre-compression of
the springs, which is a constant parameter.

2.1.1. Modelling the force

The total force can be traced back to two
physical phenomena — force acts both because of
the pressure distribution on the disc and due to the
change in the momentum of the out-flowing gas:

Ftotal = Fpres + Fmom, (3)

where the force from the pressure distribution is

Fpres = Apipe(pe − p0). (4)

Unfortunately, Fmom cannot be calculated
analytically as neither the velocity nor the direction
of the outflow jet is known. A solution to this is to
introduce the effective area, which supposes that the
total force can be evaluated as a multiplication of the
static pressure difference and an area function [2]:

Ftotal(x, pv) = Aeff(x)(pe − p0), (5)

As there is no flow when the valve is seated (i.e.
x = 0), the effective area for that position equals the
cross-sectional area of the pipe, that is

Aeff(x = 0) = Apipe. (6)

Substituting the effective area into Eq. (2) gives

ẍ + 2ξω0 ẋ + ω2
0(x + x0) =

Aeff(x)
m

(pe − p0). (7)

It can be seen that this equation is indeed a non-linear
ordinary differential equation. One of the goals of the
stationary mesh CFD simulations presented later is to
obtain the Aeff(x) function for the given PRV.

2.1.2. Stability of the linearized system

The first step in the linear stability analysis is
finding the equilibria xeq from Eq. (7), taking into
account that ẋeq ≡ 0 and ẍeq ≡ 0:

xeq =
Aeff(x)
mω2

0

(pe − p0) − x0. (8)

Linearizing the effective area around this point
results in

Aeff(x) ≈ Aeff(xeq) +
dAeff(x)

dx

∣∣∣∣∣
x=xeq

(x − xeq), (9)

which can be substituted back into Eq. (7) to get

ẍ + 2ξω0 ẋ + ω2
0[(x − xeq) + xeq + x0] =

Aeff(xeq) +
dAeff (x)

dx

∣∣∣
x=xeq

(x − xeq)

m
(pe − p0). (10)

Utilizing that xeq is an equilibrium solution and
introducing ζ = x − xeq gives

ζ̈ + 2ξω0ζ̇ + ω2
0ζ =

dAeff

dx

∣∣∣
x=xeq

ζ

m
(pe − p0), (11)

which after reorganization is

ζ̈+2ξω0ζ̇+

ω2
0 −

dAeff

dx

∣∣∣
x=xeq

m
(pe − p0)

 ζ = 0. (12)
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The resultant differential equation is linear, and
this way of writing shows the physical effect of
the effective area: the linearized force decreases
the coefficient of the displacement, i.e. the spring
stiffness. The term in the brackets can be regarded
as an “effective spring stiffness”, therefore loss of
stability is reached when it becomes negative, i.e.

ω2
0 −

dAeff

dx

∣∣∣
x=xeq

m
(pe − p0) < 0, (13)

and after reorganization for the derivative of the
effective area:

dAeff

dx

∣∣∣∣∣
x=xeq

>
ω2

0m
pe − p0

=
s

pe − p0
. (14)

Therefore the stability of an equilibrium solution for
a given pressure difference and spring stiffness can
be determined from the derivative of the effective
area at the equilibrium displacement, meaning that
knowing the Aeff(x) function is crucial from the point
of stability as well.

2.2. Mass flow rate through the valve
As stated before, the mass flow rate through the

valve is one of the most important parameters. There
are two ways to obtain it based on the ratio of the
pressure at the pipe end and the ambient pressure.

2.2.1. Chocked flow

The flow is said to be chocked if this ratio is
above the critical pressure ratio [4], which for air
(κ = 1.4) is(

pe

p0

)
critical

=

(
κ + 1

2

) κ
κ−1

= 1.8929, (15)

the formula for the mass flow rate [4] is

ṁout = CDAref

√
κρe pe

(
2

κ − 1

)κ+1
κ−1

, (16)

where the reference area equals

Aref = Dpipeπx. (17)

The most problematic part of Eq. (16) is the
discharge coefficient: the other main goal of the
stationary mesh CFD simulations is to investigate its
values at various valve lifts and pipe end pressures.

2.2.2. Non-chocked flow

The equation for the mass flow rate for
compressible non-chocked flows [5] is

ṁout = CDAref

√√√
2ρe pe

(
κ

κ − 1

) ( p0

pe

) 2
κ

−

(
p0

pe

)κ+1
κ

.
(18)

2.3. Interaction between the valve and the
pipe end

There is also the possibility of the valve disc
hitting the end of the pipe, which phenomenon is not

covered by the above derived equations. This event
can have two outcomes: either the disc bounces back
with a set loss of kinetic energy or it sticks to the pipe
end. As these are not covered by the deforming mesh
simulations, their modelling can be omitted if the
sole goal of the 1D model is to produce a comparable
output to the CFD results.

2.4. The pipe
The flow in the pipe can be regarded as a

one-dimensional, unsteady, subsonic, compressible
gas flow with wall friction, which is described by the
following system of partial differential equations [6].
The continuity is

∂ρ

∂t
+
∂ρv
∂x

= 0, (19)

the 1D equation of motion with pipe friction looks
like

∂ρv
∂t

+
∂
(
ρv2 + p

)
∂x

=
λ(v)ρ
2Dpipe

v|v|, (20)

and the adiabatic energy equation is

∂ρe
∂t

+
∂ (ρve + pv)

∂x
= 0. (21)

The Darcy friction factor was defined as a function
of the velocity, using Blasius’ approximation for
turbulent flows [7]:

λ(v) = 1.264 (Re(v))−0.25 = 1.264
(

vDpipe

ν

)−0.25

(22)

2.5. Numerical solution of the system
All of the above equations were implemented

into the 1D model. Eq. (7) was solved using a 4th/5th
order Runge-Kutte solver, while the Lax-Wendroff

method [8] was applied to Eqs. (19) to (21). A
constant total pressure reservoir boundary condition
was defined for one end of the pipe, while the
other was coupled with the valve. The compressible
method of characteristics was used for both [6].

3. STEADY-STATE CFD SIMULATIONS
The goal of the stationary mesh CFD simulations

is to investigate the flow properties at various fixed
openings and reservoir pressures. With these
information it will also be possible to obtain
the Aeff(x) and CD values required for the 1D
model. However, it must be noted that this method
of approach assumes that even though these
parameters refer to dynamic processes, they can be
approximated from steady-state solutions. All the
CFD simulations were done using ANSYS-CFX.

Both [9] and [10] investigate the general flow
parameters of valves, while [11] uses an approach
similar to this work, as it also approximates the
dynamic properties from results of fixed opening
solutions.
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An advanced version of this method can be seen
in [12]: the authors generated individual meshes for
a large number of openings and their solver chooses
from them based on the calculated displacement
values. Its advantage is that the process more
or less retains its dynamic nature, however, the
valve openings can only be discrete values and
its resolution depends on the number of prepared
meshes.

During the modelling the axisymmetry of
both the geometry and the boundary conditions
were taken into account, therefore only a wedge
shaped domain was generated with a central angle
of 5◦. This also means that all of the results had
to be rescaled for the full 360◦ geometry with a
multiplication.

The dimensions of the modelled valve
correspond to the measuring equipment located in
the laboratory of the Department of Hydrodynamic
Systems in order to ease the comparison of the
calculated and the measured results in the future.
This includes a pipe with an inner diameter of 40.2
mm (corresponding to 1 1/2′′ nominal) and a valve
disc diameter of 55.7 mm. The length of the pipe
was set to be 10Dpipe.

3.1. Simulation settings

Due to the axisymmetry, a wedge shaped domain
with one cell in the radial direction was sufficient for
the modelling of the problem. The block structured
mesh was created using ICEM and consists of 90787
nodes. The domain, the boundary conditions and
the element numbers are illustrated in Fig. 1. The
thinner lines denote the edges of the blocks. A
mesh dependency study was also carried out, which
is presented at the end of this section.

The opening pressure was set to be 1 bar
(absolute), while the temperatures at both the inlet
and the opening were 293 K. The inlet total pressure
was varied between 1–6 bar and the valve opening
range of 0.05–0.35Dpipe was resolved with a step size
of 0.05Dpipe. To ease the notation, relative values for
the opening will be used from now on:

x̄ = x/Dpipe. (23)

As the steady-state solver only produced
converging residuals at very low pressure ratios,
a transient one was used in most cases. In
these the simulations were stopped after both the
force acting on the valve and the inlet mass
flow rate had converged. The medium was set
to be air with the ideal gas assumption. High
Resolution and Second Order Backward Euler
schemes were used for the advection and the time
stepping, respectably. The k-ε model was chosen
for turbulence, because its scalable wall function
supposedly provides reasonable accuracy for the
boundary layer even without its full numerical
resolution [13]. A turbulence model dependency
study was also concluded, which is presented at the
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Figure 1. The domain, the boundary conditions
and the element numbers (not a proportional
illustration).

end of this section. The time step is variable and is
automatically adjusted by the solver to maintain a set
number (between 5 and 9) of inner loop iterations.

3.2. Results for the discharge coefficient

The discharge coefficient can be calculated from
Eq. (16) by substituting the mass flow rate obtained
from the CFD simulations (ṁout = ṁout,CFD), which
is

CD =
ṁout,CFD

Aref

√
κρv pv,CFD

(
2

κ−1

)κ+1
κ−1

. (24)

The pipe end pressures were also taken from the CFD
simulations, while the densities were calculated from
the inlet temperature as experience showed that the
variations in it along the pipe are negligible.

The discharge coefficients can be seen in Fig.
2. Note that the above formula for the mass flow
rate is only valid for chocked flows, i.e. when the
pressure ratio at the valve is below critical, therefore
in this case CD is not expected to be constant in the
non-chocked range. After averaging the results in the
chocked range, a value of CD = 0.8778 was obtained
for the discharge coefficient.
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Figure 2. The discharge coefficients at various
openings (5: x̄ = 0.05, 4: x̄ = 0.10, ^: x̄ = 0.15, ◦:
x̄ = 0.20, �: x̄ = 0.25, ∗: x̄ = 0.30, ×: x̄ = 0.35).

3.3. Results for the effective area
The effective area was calculated from Eq. (5)

by substituting the force acting on the valve and
the static pressure from the results of the CFD
simulations:

Aeff =
Ftotal,CFD

pe,CFD − p0
. (25)

The ambient pressure (p0) is known from the
boundary condition, therefore the effective area can
be obtained. The ratio of the effective area and the
cross-sectional area of the pipe is shown in Fig. 3.
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Figure 3. The ratio of the effective area and
the cross-sectional area of the pipe at various
openings (5: x̄ = 0.05, 4: x̄ = 0.10, ^: x̄ = 0.15, ◦:
x̄ = 0.20, �: x̄ = 0.25, ∗: x̄ = 0.30, ×: x̄ = 0.35).

Results show that it is reasonable to assume that
the effective area depends only on the opening, as it
does not significantly vary with the pressure. The
Aeff(x) function can be calculated by averaging the
values corresponding to the same openings. The
result can be seen in Fig. 4, which also includes the
piecewise cubic interpolation of the function.
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Figure 4. The mean effective area versus the
opening (×: CFD results, –: piecewise cubic
interpolation) with the maximum and minimum
values (errorbars)

3.4. Equilibrium and stability
First, the equilibrium points must be calculated

from Eq. (7):

s(xeq + x0) = Aeff(xeq)(pe,eq − p0). (26)

The pre-compression can be expressed from the set
pressure by substituting xeq = 0 and utilizing that
Aeff(0) = Apipe:

x0 =
Apipe(pset − p0)

s
(27)

The characteristic curves, i.e. the pe,eq(xeq) functions
corresponding to various set pressures can be
formulated using Eqs. (26) and (27). The stability
of the points on the pe − x plane was obtained from
Eq. (14). The equilibrium curves for different set
pressures and the boundary of stability (b.o.s.) are
shown in Fig. 5. The equilibria to the left of the
b.o.s. are unstable. All of these calculations were
made with a spring stiffness of s = 12500 N/m.
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Figure 5. The equilibrium curves (5: pset = 2 bar,
4: pset = 3 bar, ^: pset = 4 bar, ◦: pset = 5 bar, �:
pset = 6 bar) and the b.o.s. (–).
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3.5. Mesh and turbulence model
dependency study

To reduce computational time, both the mesh
and the turbulence model dependency studies were
only concluded at around the corner points of the
investigated inlet total pressure and valve opening
domain, i.e. at pt,min = 1.5 bar and pt,max = 6.0 bar,
and at xmin = 0.05Dpipe and xmax = 0.35Dpipe.

For the mesh dependency study a mesh was
generated with two times as many elements on all
edges. The relative differences in both the forces
acting on the valve and the inlet mass flow rates were
under 0.5%, indicating that the domain had been
sufficiently resolved by the original mesh.

The effect of turbulence modelling was
investigated by repeating the simulations in the
aforementioned corner points with both the baseline
k-ω and the k-ω SST and compared their results
to those from the original simulations, where k-ε
had been used. The largest relative differences were
3.67% for the force and 5.40% for the mass flow
rate, both of which are sufficiently small.

4. DEFORMING MESH CFD
SIMULATIONS

During the calculations of the previous section
a method of determining the equilibria and their
stability for a direct spring operated pressure
relief valve was shown, but it involved the major
assumption that the effective area function can be
obtained from steady-state fixed valve positions. To
investigate the effect of the unsteadiness of a real
process another model was assembled in which the
valve disc is free to move in the direction of the pipe
axis.

4.1. Modelling of the spring

The effect of the spring is taken into account
through the Rigid Body option of CFX with its
built-in spring feature. The spring stiffness and
the mass of the moving body had to be defined.
As the simulated domain has a centre angle of 5◦

(instead of the full 360◦), both of them had to be
rescaled appropriately, i.e. multiplied by 5◦/360◦.
The unloaded position of the spring must also be set.
It can be calculated from the pre-compression (x0)
and the initial position (x(0)):

xCFD,unloaded = −(x(0) + x0). (28)

4.2. Mesh deformation and dynamic
remeshing

The movement of the valve disc results in a
change in the fluid domain, which is handled by
allowing the deformation of the mesh. The Mesh
Stiffness was set in a way that the larger the cell
volume, the less it deforms in order to preserve the
mesh quality at the critical regions (at the walls, in
the free jet) as much as possible. The chosen value

for the stiffness is

smesh =
1

Vcell

[
m5

s

]
. (29)

Even though this setting permits a significant
displacement from the initial position of the valve,
during testing it turned out to be less than satisfactory
as the mesh still suffers a significant loss of quality to
the point that sometimes negative cell volumes would
occur. To prevent this, the ICEM CFD replay script
based remeshing feature was used, which is covered
in detail in [14], only its basics will be summarized
here.

First of all, a condition for the remeshing has to
be defined through an Interrupt Condition — when
this expression becomes true, the solver stops. In
these simulations it happens when the area average
of the Total Mesh Displacement at the valve reaches
1 mm. It proved to be a good quantity to monitor as
its value resets to zero after every remeshing.

The remeshing itself is set in a Configuration,
which is triggered by the Interrupt Condition. Its
ICEM CFD Replay option requires the geometry file
(*.tin) of the initial position, a replay script for the
meshing (*.rpl), the mapping of the moving part
between ICEM and CFX, and a monitor for the total
displacement. The area average of the Total Centroid
Displacement at the valve was used for the latter (it is
not reset during the remeshing). The unit conversion
between ICEM and CFX (i.e. from millimetres to
metres) is handled by the ICEM CFD Geometry
Scale, which was set to be 0.001. A remeshing step
goes as follows:

1. The Interrupt Condition is fulfilled.

2. The solvers stops and ICEM is called.

3. The geometry file is loaded into ICEM and
is shifted with the value of the corresponding
monitor.

4. The meshing replay script is run on the modified
geometry.

5. A new simulation — with the new mesh — is
initialized with the results of the stopped one.

This way the required mesh quality can be
maintained even for extremely large deformations,
as long as no change occurs in the topology. An
example for the latter would be the seating of the
valve, which is not covered by this model.

A similar approach, albeit without remeshing,
can be found in [15]. The calculations listed there
are quite similar in nature to these, except that in their
case the reservoir was also implemented in the CFD
model.

5. COMPARISON OF THE 1D AND THE
DEFORMING MESH RESULTS

To check whether the steady-state assumption
of the effective area was correct, 1D simulations
based on the model described in the first section
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Figure 6. Valve responses of the deforming mesh
CFD (cont. line) and the 1D (dash-dot line)
models in the case of a sudden pressure jump

were compared to the results of the deforming mesh
CFD method. The spring stiffness was set to 12500
N/m and its pre-compression was defined such that
the valve was in an equilibrium position at the start.
The discharge coefficient was also set according to
the steady-state simulations (CD = 0.8778), while
the damping ratio was approximated as ξ = 5%.
Two cases were simulated with the same inlet total
pressure jump but with different jump durations.
The valve responses and the pressure profiles are
illustrated in Figs. 6 and 7. The correspondence
is satisfactory as the displacements in the 1D model
closely follows those of the deforming mesh solution,
even though a minor difference can be observed in
the new equilibria.

As the most important modelled parameter is
the effective area, it is beneficial to compare the
piecewise cubic interpolation of its steady-state
result to those from the two deforming mesh
simulations. The various effective areas can be
seen in Fig. 8. The difference between the two
deforming mesh cases are negligible, indicating that
the rate of change in the pressure had no effect on
the effective area in this parameter range. Since the
steady-state curve also runs close to them, it means
that the results for both the displacements versus time
and the effective areas strongly imply that the basic
assumption, i.e. the independence of the effective
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Figure 7. Valve responses of the deforming mesh
CFD (cont. line) and the 1D (dash-dot line)
models in the case of a slow pressure jump

area from the pipe end pressure was correct.

6. CONCLUSIONS
The stationary mesh simulations proved to be

computationally cost-effective in mapping a large
segment of the pt − x̄ plane both in terms of the
effective area and the discharge coefficient. These
also made possible the linear stability analyses of
various equilibrium solutions. The piecewise cubic
interpolation of the effective area and the averaged
value of the discharge coefficient were also useful for
the 1D model.
The deforming mesh CFD results confirmed that
the approximation of the effective area from the
steady-state flow fields is indeed accurate enough
that it can be used for the modelling of pressure jump
scenarios.

The 1D model is an effective and fast tool for
transient calculations, albeit strongly depending on
the aforementioned input parameters. This behaviour
also gives it a lot of flexibility, i.e. it can be
easily modified to simulate the response of other
PRVs if these parameters are known from either CFD
simulations or measurements.

As always, there is a wide horizon for
improvements. One of the authors’ future goals is to
implement the reservoir dynamics in the CFD model,
either by meshing the vessel — as seen in [15] —
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(–: interpolated steady-state, 4: sudden pressure
jump, ∗: slow pressure jump).

or by solving the corresponding ordinary differential
equation on the pipe inlet boundary. The other is the
solution to the seating of the valve, which involves a
topological change in the mesh, but no investigations
has been made in this direction yet.
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ABSTRACT 

This paper is a further development on a 

previous paper [1] on the 1D modelling of the arterial 

blood flow in a stationary human body. Here the 

effect of movement, specifically of cycling motion 

on the arterial blood flow is investigated. It seems 

that if the legs move the volumetric flow rate 

increases in all the arteries leading to the legs, while 

the blood flow remains unchanged in other branches. 

The interaction of medical and mechanical aspects 

are considered in detail. 

Keywords: Artery system, momentum equation, 

blood flow, numerical simulation, method of 

characteristics, body acceleration. 

NOMENCLATURE 

 

𝐷 [m] diameter 

𝐸1 [N/m2] elastic modulus 

𝐸2 [N/m2] elastic modulus 

𝑅 [Pa/m3s] resistance 

𝑄 [m3/s] volumetric flow rate 

𝑎 [m/s] wave propagation speed 

𝑓 [m/s2] body acceleration 

g [m/s2] acceleration of gravity (9.81 m/s2) 

ℎ [m] elevation 

𝑝 [Pa] transmural pressure 

𝑡  [s] time 

𝑣 [m/s] axial velocity 

𝑥 [m] length 

β [-] constant 

𝛿0 [m] wall thickness 

𝜀1 [m] elastic deformation 

𝜀2 [m] viscoelastic deformation 

𝜀 [m] total deformation 

𝜂2 [Ns/m2] damping factor 

𝜈  [m2/s] kinematic viscosity 

𝜌 [kg/m3] density of the blood (1050 kg/m3). 

𝜔 [rad/s] angular velocity 

𝛥 [-] difference between two time steps 

 

Subscripts and Superscripts 

0 initial value 

𝑒 value from the previous time step 

𝑥 parallel component 

 

1. INTRODUCTION 

Simulating blood flow in a mobile arterial 

system is a highly complex task. First of all, the 

specific parameters (e.g. vascular diameter or length) 

can be different for each person. In addition to this, 

these parameters are effected by several factors 

during physical exercises. Moreover, blood flow 

measurement in an in vivo human subject is a 

challenging task. In case of blood pressure, one of 

the requirements of making correct measurements is 

to keep the arm immobile [2] [3]. Numerical 

modelling of human arterial system help us to 

understand the effects of motion on blood flow. 

In the past, several 1 dimensional models have 

been introduced for the simulating of blood flow in 

the static human arterial system. Some used lumped 

parameter methods like impedance method [4] [5], 

while others used distributed models like the method 

of characteristics (MOC) [6] [7] or the two-step Lax-

Wendroff method [8]. However, most models that 

took the effect of externally-imposed periodic body 

accelerations on blood flow into account restricted 

their study on single arteries [9] or stenosed arteries 

[10] [11]. 

We previously published a model for the 

simulation of blood flow in a static human arterial 

network using the MOC where blood was modelled 

as a Newtonian-fluid [1]. In this paper we use the 

same model except that we include the body 

acceleration caused by the inertial force in the 

momentum equation which enables us to extend the 

application of the model to mobile networks too. 

Using this model, we study the effect of cycling 

motion on blood flow. 
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2. MODELS AND METHODS 

The detailed description of the model can be 

found in [1]. In this paper only a summarized 

description is provided. 

The arterial tree consists of 45 branches and is 

adapted from Avolio [4] (see Figure 1). In the model, 

blood is treated as a Newtonian-fluid and the so 

called Stuart model is used for the modelling of 

viscoelastic vascular wall-properties. In this model, 

the total deformation of the vessel (𝜀) is described as 

the sum of the elastic deformation (𝜀1) and the 

viscoelastic deformation (𝜀2) represented by the 

Kelvin-Voigt element (see Figure 2). 

 

Figure 1. Schematic diagram of the arterial 

system (adapted from [1]) 

 

Figure 2. Schematic diagram of the Stuart model 

(retrieved from [1]) 

In the model, the following equations are solved 

simultaneously using the MOC as described in [12] 

and [13]: 

1. Momentum equation: 

 𝜕𝑣

𝜕𝑡
+ 𝑣

𝜕𝑣

𝜕𝑥
+

1

𝜌

𝜕𝑝

𝜕𝑥
+ g

𝑑ℎ

𝑑𝑥
+

32𝜈

𝐷2
𝑣 = 0 

(1) 

2. Modified continuity equation: 

 
2

𝜕𝜀

𝜕𝑡
+ 2𝑣

𝜕𝜀

𝜕𝑥
+ (2𝜀 + 1)

𝜕𝑣

𝜕𝑥
= 0 

(2) 

3. Equations of the Stuart model: 

 𝑝𝐷0

2𝛿0

(2𝜀 + 1) = 𝐸1𝜀1 
(3) 

 𝑝𝐷0

2𝛿0

(2𝜀 + 1) = 𝐸2𝜀2 + 𝜂2𝜀2̇ 
(4) 

 𝜀 = 𝜀1 + 𝜀2 (5) 

where 𝐷0 and 𝐷 are the initial and instantaneous 

diameters, 𝑝 is the transmural pressure, 𝑣 is the axial 

velocity, ℎ is the elevation, 𝛿0 is the wall thickness, 

𝜈 is the kinematic viscosity, g is the acceleration of 

gravity (9,81 m/s2) and 𝜌 is the density of the blood 

(1050 kg/m3). 

The values of 𝐸1, 𝐸2 and 𝜂2 in the Stuart model 

were calculated on an empirical way because of the 

significant computational demands of using generic 

algorithm for the fine tuning of these parameters. 

Wave-propagation speed (𝑎), diameter and 

strain are calculated using the Stuart model: 

𝜀2 = 𝜀2𝑒𝑒
−

𝐸2
𝜂2

Δ𝑡
+

𝑝𝑒𝐷

2𝛿0𝐸2
(2𝜀𝑒 + 1) (1 − 𝑒

−
𝐸2
𝜂2

Δ𝑡
)  (6) 

 
𝜀 = 𝜀2 +

𝑝𝑒𝐷

2𝛿0𝐸1

 (2𝜀𝑒 + 1) 
(7) 

 

𝑎 = √
𝐸1𝛿0

𝜌 𝐷0

(𝜀 + 1)
β
2 

(8) 

 𝐷 = 𝐷0(𝜀 + 1) (9) 

where 𝜀2𝑒 and 𝜀𝑒 are the viscoelastic and total 

deformation from the previous time step, 𝑝𝑒 refers to 

the transmural pressure from the previous time step, 

and Δ𝑡 is the time step. 

In equation (8) the exponent β is chosen to be 

equal to 2 to establish is a linear correlation between 

the wave-speed (𝑎) and the wall deformation (𝜀) 

which is in accordance with the observations of 

Anliker et al [14]. 

The boundary condition in the arterioles and the 

capillaries are given by the following equation: 

 Δ𝑝 = 𝑅 ⋅ 𝑄 (10) 

where 𝑅 and 𝑄 denotes the resistance and volume 

flow rate, respectively. 
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Heart was considered as a cyclic pressure 

generator producing periodic pressure pulses shown 

in Figure 3. 

 

Figure 3. Blood pressure at the heart 

At the beginning of the simulation zero velocity, 

zero deformation and constant pressure was set as an 

initial value for every arteries. After starting the 

calculation the quasi-steady state is achieved within 

a few heart cycles. 

Since the force appearing the momentum 

equation can be any function of position and time and 

the state of motion of the liquid [15], the application 

of the previously described model can be extended 

from static to mobile systems by including the body 

acceleration caused by the inertial force into equation 

(1). After applying these changes, the modified 

version of the momentum equation takes the 

following form: 

 
𝜕𝑣

𝜕𝑡
+ 𝑣

𝜕𝑣

𝜕𝑥
+

1

𝜌

𝜕𝑝

𝜕𝑥
+ 𝑔

𝑑ℎ

𝑑𝑥
+ 𝑓𝑥 +

32𝜈

𝐷2 𝑣 = 0  (11) 

where 𝑓𝑥 is the parallel component of the body 

acceleration caused by the inertial force and depends 

on the time and the actual position of the artery. 

First, the modified model was used to calculate 

the pressure distribution in simple networks (e.g. 

single rotating and accelerating tube). The results of 

the simulation matched well with the analytical 

solutions. 

Next, the model was used to study the effect of 

cycling motion on the arterial system. The exercise 

was performed at different levels of angular velocity 

(𝜔). In each time step the parallel component of the 

gravitational and body acceleration was calculated 

for each branch based on its actual position. Using 

the MOC, pressure and velocity were calculated by 

solving the equations defined previously. 

Finally, average blood flow was calculated in the 

ascending aorta, the arteria axillaris and the tibialis 

posterior (points denoted by A, B, C in Figure 1, 

respectively). 

3. RESULTS 

The results can be seen in Table 1. The blood 

flow rate increased in the ascending aorta and the 

tibialis posterior with the increase of 𝜔. The results 

were similar in all the vessels located between the 

ascending aorta and the tibialis posterior. However, 

the average blood flow did not change significantly 

in the arteria axillaris. 

Table 1. Average blood flow rates [l/min] in the 

ascending aorta (A), the arteria axillaris (B) and 

the tibialis posterior (C) 

𝝎 A B C 

0.0 5.0948 0.3259 0.0735 

0.5 5.1011 0.3259 0.0779 

1.0 5.1369 0.3259 0.0806 

1.5 5.1415 0.3259 0.0845 

2.0 5.1906 0.3260 0.0866 

4. DISCUSSION 

In our model, the length and elastic modulus of 

the blood vessels were constant. The heart pressure 

as well as the peripheral resistances are assumed to 

be the same throughout the simulation, although it is 

well-known that resistance decreases in working 

skeleton muscles. 

In case of most parameters, it is difficult to make 

measurements in a mobile arterial system and thus 

validate our results against in vivo data. On the other 

hand, by assuming parameters to be constant, the 

effect of motion can be separated by that of other 

factors. Therefore, despite of the limitations of the 

model, the results can help us understand the effects 

of motion on a mobile arterial system. 

5. CONCLUSION 

In this paper an attempt was made to study the 

effect of cycling motion on the arterial blood flow. 

Our previously published one-dimensional model [1] 

was modified by including the body acceleration 

caused by the inertial force into the momentum 

equation. 

Results show an increase in the average blood 

flow with the intensity of the exercise which is in 

accordance with previous studies that examined the 

effect of body acceleration on single arteries [16] 

[17]. Because of the limitations of the model, further 

studies need to be carried out to support this result. 
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ABSTRACT 

Different kinds of analyses of free jets and 

impinging jets have been described in world 
literature for years. This is the consequence of very 

high demand for solutions in this class of flows. 

The problem occurs in a situation when the authors 

try to use the results obtained for free unstimulated 

jets to describe other flow of similar classes. This 

kinds flow geometry influence on momentum, mass 

and energy transport inside thermal flow machines. 

In such situations, despite of the frequently apparent 

likeness to free jets, we deal with different class 

flows, the restricted flows. One of the elements of 

this paper is the indication of differences between 
the mentioned flow geometries. 

This paper will presents measurements results 

of static pressure distribution and pressure 

fluctuation on the inner surfaces of the reverse 

chamber. The test results described the distribution 

of pressure on the impinged wall and the reverse 

chamber wall. The results describing pressure 

changes and fluctuations for various inflow 

velocities and various distances between the pipe 

outlet and the impinged surface have been 

presented. Characteristics of turbulent flow in 

chamber were measured by used constant 
temperature anemometer. The purpose of the paper 

is to indicate the differences between different 

flows: the axis-symmetrical free jet outflowing to 

the stationary surroundings, a jet impinging a 

stationary flat surface, and a jet flow impinged flat 

surface in round close chamber which generated 

axis-symmetrical return flow. 

 

Keywords: impinging jet, reverse chamber, 

circulating jet, axis-symmetrical jet, turbulence. 

 

Nomenclature: 

D  [m] diameter of internal pipe  

k  [m2/s2] kinetic energy of flow turbulence 

p  [Pa] static pressure 

p'  [Pa] fluctuation of static pressure 

R  [m] radius of reverse chamber 

Tu  [%] turbulence intensity  

U  [m/s] axial component of velocity 

u'  [m/s] fluctuation of axial component of  

  velocity 

y  [m] radial coordinate 

z  [m] axial coordinate 

 

Subscripts and Superscripts 

max maximal value 

1. INTRODUCTION  

The tests on free and impinging jets have their 

beginnings in the 1960’s when papers describing 

the phenomena occurring in flat jets [4] and 
impinging jets [11] were presented. In both cases, 

the papers were devoted to description of mass, 

momentum and energy transport in the jet and 

between the jet and solid surface. The tools 

necessary for such analysis in those years were 

based on hot wire anemometric techniques [13]. 

However, only the 1970’s saw a significant growth 

of papers on free jets and contributed to the precise 

description of the phenomena occurring in free and 

impinging jets. Such papers as [8, 10, 12, 23] 

provided the understanding of the structure of such 

jets. Further authors began the laborious work of 
testing the processes and their correlations within 

the jets [5, 7, 18, 22]. Late 1980’s brought a 

dynamic growth of papers related to the numerical 

modeling of free jets and the description of 

turbulence within the jets, in particular [16]. Ever 

since then and until present, every year we see more 

and more works on free jets and the descriptions of 

their interaction with solids. The issues the authors 

try to solve, however, are much more complex than 

those occurring in the past. Relevant from the point 

of view of free and restricted jets are the following 
test results: evolution of free jet flowing out of 

ventilation and being transformed into a wall jet [6], 
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the natural convection effect on the heat exchange 

processes near the impinged surface [15], the effect 

of large temperature gradients on the transport 

processes on the impinged surface  [20]. A separate 

group of papers are those describing the transport 

processes between free jets and rotating surfaces 

[19], descriptions of the correlations between the 

stresses on the impinged walls, appearing as a result 

of free jet inflow and helpful with corrosion 
reduction [9], descriptions of free jet deformation 

due to the action of transverse jets in the outlet 

nozzle [21], transverse flame deformation under 

external influence [14], or finally the tests on 

velocity distribution in the fluidal deposit the gas jet 

flows through [17]. The papers referred in the last 

paragraph indicate the wide use of free and 

impinging jets in technology especially in thermal-

flow machines. The authors shows the analysis of 

the flow structure in a jet at variable geometry of 

the reverse chamber in the paper [1] and free and 
impinging jet in the papers [2, 3]. 

2. GEOMETRIC MODEL AND TEST 
METHODS 

The main part of the tests is the axis-

symmetrical reverse chamber shown in figure 1. 

The main flow direction changes twice in the 

reverse chambers. The jets flowing out of the 

internal pipe, at beginning, is of free jet nature, then 

it impinges the flat surface of the chamber bottom, 

where the flow direction first time changes by 90o. 

Within the inflowing jet’s axis, at the so-called 

stagnation point, the maximum pressure occurs. 
Such flow can be given as a simplified definition of 

the impinging jet. Upon change of direction, the 

wall jet get the radial direction. Before it reaches 

the side wall, it separates from the impinged surface 

and thus the second stagnation point is located on 

the side wall near the reverse chamber corner. Next, 

the jet changes its flow direction by the 90o angle 

again. From this point, as the counter-flow jet in 

relation to the basic jet, flowing out of the internal 

pipe, flows towards the reverse chamber outlet. The 

internal channel is built of a steel sharp-edged pipe 

of internal diameter of D = 0.04 m and 1.2 m 
length. The external chamber casing was made of 

plexi of internal diameter of R = 0.39 m and length 

0.7 m. A photo of the test chamber is presented in 

figure 2 with pressure measuring points on the 

impinged wall and on the side wall. The points are 

distributed unevenly. The position of the measuring 

points was based on the results of the numerical 

calculations made earlier with the use of the 

Phoenic’s code. A sliding ring with ten radial 

supports bracing the chamber is visible on the right 

side, enabling its sliding along the internal pipe and 
achievement of coaxiality of the chamber in relation 

to the internal pipe. It enables the change of 

distance between the internal pipe outlet and 

impinged surface. 

The measurement set is built of two 

independent measurement circuits. The first is 

adapted to measure static pressures on the walls of 

the reverse chamber. The principal part is the 

pressure difference converter FCO14 manufactured 

by Farness Control Limited with measuring range 

from 0 to 10 kPa and average readout accuracy 

0.4%. In case of measuring fluctuations of pressure 

in the measuring points, a microphone connected to 
a signal transducer was installed on the chamber 

walls. The set marked ICP Signal Conditioner SC-

3000 manufactured by Energocontrol enables 

recording pressure fluctuations in two variants with 

two upper and lower pass filters (100-50000 Hz and 

1000-100000 Hz). In addition, the microphone 

characteristics were verified based on the measure 

of signal from the CTA anemometer with the use of 

a single wire sensor. Figure 3 presents the 

correlation between both recorded signals. 
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Figure 1. The schema of reverse chamber: 1 – 

impinging wall, 2 – side wall, 3 – outlet of pipe 

 

Figure 2. Photo of reverse chamber 

 

The measurement of velocity and its fluctuation 

was carried out independently of pressure 

measurements based on the TSI-1050 Constant 

Temperature Anemometer (CTA). The standard X 
probe TSI-1241 was used to measure the two 

components of velocity. The position of the jet axis 

was indicated by the laser beam. The CTA signal 

was recorded by a IOtech ADC488/8SA A/D 

converter which was controlled by TurboLab. The 

auto trigger option was selected. Subsequently, the 

recorded signal was processed and analysed by 

means of the same program. 
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Figure 3. The characteristic of phone 

3. BOUNDARY CONDITIONS 

The measurements were made on an axis-

symmetrical jet, not swirled and unstimulated 

flowing out from the sharp-edged round channel 
diameter of 0.04 m to the reverse chamber of 0.39 

m diameter. The geometrical conditions 

corresponded to the pipe outlet position in relation 

to the impinged surface, varying from z/D = 10 to 

z/D = 0.2. The measurements were made for three 

velocities at pipe outlet: 10, 30 and 50 m/s, which 

corresponds to the Reynolds numbers: 26000, 

78000 and 130000, respectively. The air 

temperature was maintained on the level of 20oC. 

The measurements of mean values in time: 

pressure, axial component and their fluctuations 

was carried out. 

4. RESULTS 

In figure 4 standardized radial profiles of static 

pressure for three initial velocities of the jet are 
presented and for the varying distance between the 

internal pipe outlet and the impinged surface. 

Compared to the free impinging jets, differences in 

the profiles are noticed. The overpressure value (fig. 

3) disappears at the distance about 1D from the 

stagnation point. In case of the test results, a shift of 

the crossing point of the abscissa axis from z/D = 

1.8 to z/D = 0.0 was observed in the function of 

varying distance between the jet outlet and the 

impinged surface. The most significant difference 

appears on the impinged wall after zero of velocity 

has been reached. The static pressure continues to 
decrease making an underpressure zone. The 

maximum underpressure values drop along the 

decrease of jet outlet distance from the impinged 

surface, but increasing their size on the impinged 

wall. Such effect is the consequence of change of 

the main flow direction near the outflow wall where 

the static pressure grows until it reaches positive 

values. 

In case of static pressure fluctuation changes, 

the distributions obtained for different velocities as 

shown in figure 5, shows significant diversity. The 
highest values are obtained for the lowest inflow 

velocity, i.e. for the lowest pressure value at the 

stagnation point. This means that the pressure 

fluctuation level is not a function of pressure in the 

stagnation point, but a consequence of energy and 

momentum transport from velocity fluctuation to 

pressure fluctuation during the turbulent motion.  

 

Figure 4. The radial distribution of static 

pressure on the impinging wall: z/D = 10, b) z/D 

= 8, c) z/D = 6, d) z/D = 1 

 

 

 
Figure 5. The radial distribution of fluctuation of 

static pressure on the impinging wall: a) z/D = 

10, b) z/D = 8, c) z/D = 6, d) z/D = 4, e) z/D = 2, f) 

z/D = 1 

 

The pressure fluctuation distribution corresponds to 

the results obtained for free jets impinging with 

local maximum at the distance y/D  0.5, afterwards 
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dropping to zero or ambient level. In case of the 

reverse chamber, another pressure fluctuation 

growth on the impinged wall was recorded, 

corresponding to the location of the second 

stagnation point on the side wall. 

Figure 6 shows static pressure distributions on 

the outflow wall. In the under-pressure zone on the 

side wall the distributions are characterized with 

slight differences for large distances between the jet 
outflow and the impinged surface. The differences 

increase along with the outlet approaching the 

impinged wall, particularly for high outflow 

velocities. The largest differences appear near the 

corner where the second stagnation point is located. 

The rule that the faster the jet flows on the 

impinged surface the higher is the static pressure 

value on the outflow surface and its maximum is 

located nearer the reverse chamber. Figure 6 

presents a slight growth of the static pressure value 

from the corner and then its drop to the under-
pressure value. The pressure reach the value to zero 

at the distance z/D  9 from the pipe outlet and the 
value of the maximum under-pressure at the 

distance z/D  7.5. The differences in the causes of 
the functions obtained for various velocities are 

negligible. Slight differences in the results in the 

under-pressure zone are comparable to the 

measurement precision, which impedes explicit 

interpretation of them. 

 

 

 

Figure 6. The axial distribution of static pressure 

on the side wall: a) z/D = 10, b) z/D = 8, c) z/D = 

6, d) z/D = 4, e) z/D = 2, f) z/D = 1 

 

As the chamber is axis-symmetrical and the 

inflow near the corner of the reverse chamber has a 

radial direction, we should consider that we have a 

stagnation line located on the side wall. The 

pressure fluctuation distribution on the side wall, in 

all the three cases, has a similar shape with local 

maximum at the distance z/D  9.6 from the pipe 
outlet and local minimum at the distance z/D = 8-9. 

From this point to the distance z/D  6 the pressure 
fluctuation grows and next permanently drops to the 

pipe outlet of the reverse chamber. Figure 7 

presents the axial distribution of fluctuation of static 

pressure on the said wall.  At the distance z/D  6 
(fig. 7) the existence of area of jet detachment from 

the side wall should be expected responsible for this 

local fluctuation growth. The accurate indication of 

the detachment point based on pressure fluctuation 

measurements is impossible as their maxi mum 

does not fall on the stagnation point, as shown in 

fig. 12. The values of pressure fluctuation drop 

when reduction of the distance between the outlet of 

pipe and the impinged wall accrue. 

 

 

 

Figure 7. The axial distribution of fluctuation of 

static pressure on the said wall: a) z/D = 10, z/D = 

8, z/D = 6, z/D = 4, z/D = 2, z/D = 1 

5. SUMMARY  

As a result of the measurements a number of 

differences between the free impinging jet and the 

jet flowing in the reverse chamber  can be indicated. 

The most important ones include: 
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 increase to about z/D = 6 of the potential 

core length in the axis of the outflow jet, 

potential core is longer than in free jets, 

 decrease of the jet mixing zone on the side 

of the outflow axis and its asymmetry 

caused by the counter-flow jet effect, 

 diversified distribution of velocities in the 

jet flowing out of the chamber, depending 
on the jet flow velocity from the internal 

pipe, 

 unlike the free jets, with maximum 

velocity fluctuation shifts away from the 

axis, we observe a local shift towards the 

axis caused by the counter-flow effect, 

 the increase of the stagnation area, 

compared to the impinging free jet and its 

decrease along with decrease of the 

distance between the internal pipe outlet 

and the impinged surface of the reverse 

chamber, 

 the occurrence of under-pressure on the 

impinged wall and its expansion along 

with decrease of the distance between the 

emitter’s outlet and the impinged wall, 

 no significant effect of the side velocity on 

distributions of mean static pressure values 

excluding the zone of maximum 

underpressure on the outflow wall and 

overpressure in the second stagnation point 

with the value and location depending on 

the initial jet velocity. 
The impact of the jet outflow velocity and the 

change of distance between the outflow and the 

impinged surface observed on the distributions of 

pressure fluctuation on both walls is really 

significant. 
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ABSTRACT 

Beamforming processes developed specifically 

for rotating sources have provided a nonintrusive 

means by which turbomachinery noise sources can 

be localized. Investigations by Horváth et al. have 

shown that for unducted rotating coherent noise 

sources beamforming will localize the noise sources 

to their Mach radii rather than their true noise source 

positions. As a further step, Horváth et al. have 

shown that beamforming investigations utilizing 

beamforming processes developed specifically for 

the investigation of rotating noise sources in an 

absolute as well as a rotating reference frame need to 

take noise sources appearing on the hub into 

consideration in order to accurately identify all noise 

sources. The investigations showed that for certain 

frequencies this noise source can result from a 

combination of motor noise which is truly located on 

the hub, rotor-stator interaction noise radiating from 

along the rotor blade span, and even rotor-stator 

interaction noise radiating from along the span of the 

stationary guide vanes. The present investigation 

continues this study by investigating certain 

parameters and providing further guidelines for 

separating the beamform peak which is localized to 

the hub into its true noise source components, which 

are located on the axis as well as along the span of 

the rotor and the stator, making it possible to better 

understand turbomachinery beamform maps. 

Keywords: axial flow turbomachinery, 

beamforming, Mach radius, tonal noise sources  

NOMENCLATURE 

B [-] blade count 

LB [dB] beamforming peak level 

Lp [dB] sound pressure level 

Mt [-] blade tip Mach number 

Mx [-] flow Mach number 

n [-] harmonic index 

p [Pa] sound pressure  

pa, pb [Pa] sound pressures of coherent noise  

sources  

pref [Pa] reference sound pressure 

pt [Pa] total sound pressure 

x [-] number of equal strength coherent  

in phase noise sources 

y, z [m] coordinates in the plane of the fan 

z* [-] Mach radius 

α [°] phase angle 

Θ [°] angle of the viewer 

 

Subscripts and Superscripts 

one contribution form one source 

1 acoustic harmonic 

2 loading harmonic 

1. INTRODUCTION 

As legislations and regulations have become 

more stringent along with the expectations of 

customers, the amount of research in the field of 

turbomachinery aeroacoustics has progressively 

increased. As a result of this, turbomachinery design 

requirements are continuously evolving, often 

pushing the limits of design practices. The drive to 

further increase efficiency and reduce noise levels is 

also pushing technology to develop at a fast pace. 

Design, simulation, and measurement technologies 

are therefore being refined and even radically 

reformed in the process. With regard to acoustic 

measurement technology, microphone technology 

has been improved, measurement techniques have 

been developed, and a combination of the two has 

helped us gain more information from the recorded 

acoustic data than ever before possible.  

Traditionally, microphones have been set up and 

recorded individually, with the spectrum of the 

individual microphone signals providing a vast 

amount of information regarding the radiated noise 

field of the investigated phenomena. The 
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development of phased array microphone 

beamforming technology has made it possible to 

extend these capabilities, simultaneously recording 

multiple microphone signals and then processing the 

results in order to learn more about the noise sources 

which are being investigated. Beamforming 

processes developed specifically for rotating sources 

have provided a nonintrusive means by which the 

noise sources of turbomachinery can be localized [1-

3]. Utilizing phased array microphones and these 

advanced beamforming algorithms we are able to 

collect data for identifying turbomachinery noise 

sources, which is becoming a common practice [1-

5]. On the other hand, the results are not so easily 

understood. Most beamforming algorithms assume 

that the noise is generated by compact incoherent 

noise sources, in most cases resulting in beamform 

maps which localize the noise sources to their true 

locations. If the investigated noise sources are 

coherent, the beamforming algorithms often have a 

hard time distinguishing one source from the other, 

resulting in the noise sources being incorrectly 

located on the beamform maps. This publication is 

one in a series that aims at understanding the 

beamform maps of various unducted turbomachinery 

applications. The goal is to first understand these 

beamform maps and then use the newly gained 

knowledge for developing methods of evaluating 

them, while in the long run taking this a step further 

and developing new beamforming methodologies 

specifically for the investigation of rotating noise 

sources. Questions which are addressed in this 

investigation are: If a noise source which is localized 

to the axis by beamforming is looked at in an 

absolute or rotating reference frame, will the source 

strength be the same? When we have multiple 

coherent noise sources which are localized to the 

same Mach radius position, how can we determine 

the individual contributions? With regard to the 

second question, only a few specific cases are looked 

at here, since there are many possibilities which need 

to be investigated. 

The publications of Horváth et al. regarding 

unducted rotating coherent noise sources have shown 

that the noise sources are pinpointed to their 

respective Mach radii rather than their true locations 

by beamforming methodologies [6]. The name 

“Mach radius” or “sonic radius” refers to the mode 

phase speed, the speed at which the lobes of a given 

mode rotate around the axis, having a Mach number 

of 1 at the Mach radius (z*, a normalized radius, 

where z* = 1 refers to the blade tip) when examined 

from the viewpoint of the observer [7]. See Eq. (1). 

Based on these findings, Horváth et al. have 

explained the beamform maps of rotating coherent 

noise sources with regard to counter-rotating open 

rotors that are investigated from the sideline [8] as 

well as explaining why certain noise sources are 

localized to the axis in the case of a generic unducted 

axial flow fan test case which is investigated from 

the axial direction [9].  

The investigation of a generic unducted axial 

flow fan test case by Horváth et al. focused on the 

noise sources appearing on the axis of the fan [9]. In 

many similar investigations, noise sources located on 

the axis have been associated with motor noise with 

no further investigations being considered [1, 5]. 

Taking into account what is known from [6] 

regarding unducted rotating coherent noise sources 

appearing at their respective Mach radii, it was 

shown that the noise sources appearing on the hub 

can for certain frequencies be resulting from noise 

sources located along the span of the rotor or the 

guide vane. This occurs when the wave fronts of 

coherent noise sources experience constructive and 

destructive interference, interacting with the phased 

array in the same manner as the wave front of a single 

monopole noise source located at the Mach radius of 

the given instance would. In the test case described 

in [9] the Mach radius is zero and therefore the noise 

source is localized to the axis. The Mach radius is 

calculated using Eq. (1), with n being the harmonic 

index, B being the blade count or guide vane count, 

Mt being the blade tip Mach number, Mx being the 

flow Mach number, and Θ being the angle of the 

viewer with regard to the axis (upstream direction 

referring to 0°), with subscripts 1 and 2 referring to 

the rotor or guide vane of the acoustic harmonic and 

loading harmonic, respectively. The equation is 

formulated for a turbomachinery system consisting 

of two rotors or one rotor and one guide vane which 

are moving relative to one another. Acoustic 

harmonic refers to the rotor or guide vane which is 

radiating noise while being loaded by the potential 

field and/or the viscous wake of the other, which is 

referred to as the loading harmonic. Both rows of 

rotors or guide vanes need to be considered as 

acoustic as well as loading harmonics in order to 

receive a complete and accurate sound field, since 

each blade row loads the other blade row and also 

radiates sound simultaneously [7]. 

 

𝑧∗ =
(𝑛1𝐵1 − 𝑛2𝐵2)

(𝑛1𝐵1𝑀t,1 + 𝑛2𝐵2𝑀t,2)

(1 − 𝑀𝑥 cos𝛩)

sin𝛩
 (1) 

 

The results presented in [9] therefore provide an 

explanation as to why the investigated noise sources 

appear on the axis. Three tonal components of 

unducted axial flow turbomachinery noise were 

investigated: motor noise, interaction noise radiating 

from the guide vanes as they interact with the rotors, 

and interaction noise radiating from the rotors as they 

interact with the guide vanes. The present report 

makes a further contribution to these results, 

providing information regarding how to distinguish 

between the contribution of the motor, each rotor, 

and each stator to the level of the apparent noise 

source appearing on the axis. This is done by 

individually investigating the effect of each of these 
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noise sources on the beamform peak which is 

localized to the axis. In this way further guidelines 

are provided which will help in separating the noise 

source appearing on the axis into its components. 

This investigation is motivated by a desire to 

better understand the beamform maps of unducted 

axial flow turbomachinery, which is necessary in 

order to accurately process the results of rotating 

coherent as well as incoherent noise sources which 

are processed using currently available beamforming 

methods, and which will provide the basis of a new 

beamforming investigation method designed 

specifically for the investigation of unducted rotating 

coherent noise sources. 

2. TURBOMACHINERY NOISE 
SOURCES 

In categorizing turbomachinery noise sources, 

they can be split into two main groups, tonal and 

broadband noise sources. Tonal noise sources are 

characterized by a discrete frequency, and are 

associated with the regular cyclic motion of the rotor 

blades with respect to a stationary observer and with 

the interaction of the rotors with adjacent structures 

[10]. These are referred to as Blade Passing 

Frequency (BPF) tones and interaction tones, 

respectively. With respect to the present 

investigation, the coherence of the noise sources also 

needs to be taken into consideration. Coherent noise 

sources are characterized by a time invariant phase 

relationship. While in most cases broadband noise 

sources are not coherent, many tonal turbomachinery 

noise sources often are. Broadband noise sources are 

characterized by a wide frequency range, and are 

associated with the turbulent flow in the inlet stream, 

boundary layer, and wake [10]. 

3. AXIAL FLOW FAN TEST CASE 

In this investigation a synthetic axial flow fan 

test case is presented. The synthetic fan is used 

instead of a real fan in order to provide a means by 

which multiple noise sources can individually be 

investigated while easily manipulating certain 

variables. Figure 1 provides a schematic of the fan 

test case which is synthesized herein. An axial flow 

fan having a variable number of rotor blades (5 are 

pictured in the figure) and downstream guide vanes 

(1 is pictured in the figure) is investigated by a 

microphone phased array located 0.3 m in the 

upstream axial direction. The fan has a diameter of 

0.4 m. The diameter of the phased array is 1m. The 

microphones of the array are arranged along a 

logarithmic spiral, based on the design used in the 

OptiNav Inc. Array 24: Microphone Phased Array 

System. 

The following three components of 

turbomachinery noise are investigated: motor noise, 

guide vane noise radiating from the guide vanes as 

they interact with the rotors, and rotor noise radiating 

from the rotors as they interact with the guide vanes. 

The motor is represented by 1 stationary monopole 

noise source located on the axis. The guide vanes are 

represented by stationary coherent monopole noise 

sources located at the blade tips, and the rotors are 

represented by coherent rotating monopole noise 

sources located at the blade tips. Figure 2 shows a 

schematic of the monopole noise sources which 

replace the true noise sources. They are represented 

by small spheres in the figure.  

 

Figure 1. Schematic of the fan test case which is 

synthesized in the investigation. 

 

 

Figure 2. Synthetic fan test case, with monopole 

noise sources replacing the rotors, guide vanes 

and motor. 

Only simulations of the synthetic test cases are 

presented in this investigation, but it should be 

mentioned that [9] showed that the simulations 

correctly localize the noise sources to their Mach 

radii and therefore these simulations can be used in 

further investigating other parameters. In order to 

account for the limited resolution of the finite 

aperture array, the investigated frequency is chosen 

as 3000 Hz for all test cases, and therefore the results 

provide beamform maps which clearly depict the 

investigated noise sources. Being a synthetic case, 

the sound pressure amplitude is defined at each noise 
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source position instead of the sound power and 

whenever possible defined as having a sound 

pressure value which would be equivalent to a sound 

pressure level of 60 dB if measured at the source 

position. This investigation does not investigate the 

effect of phase difference at the source location, and 

therefore the phase of each noise source was set 

equal. The stationary monopole noise source located 

on the axis and representing the motor radiates at the 

investigated frequency, and should be considered as 

a harmonic of the motor noise. The stationary 

monopole noise sources representing the guide vanes 

also radiate at the same investigated frequency, as a 

result of the potential field and/or the viscous wake 

of the rotor blades rotating at a given RPM and 

interacting with the guide vanes or a harmonic of this 

tone. The coherent rotating monopole noise sources 

located at the blade tips and representing the rotors 

radiate at the same investigated frequency, which is 

resulting from the potential field and/or viscous wake 

of the guide vanes interacting with the rotor blades 

or one of its harmonics. 

4. BEAMFORMING 

For the simulations presented herein, in-house 

virtual noise source generation and propagation 

software is used for creating virtual microphone 

signals at the microphone positions. The in-house 

code is able to produce noise sources which are 

moving at subsonic speeds, while taking into account 

sound intensity attenuation with distance and the 

Doppler Effect. The simulation data is processed by 

versatile in-house beamforming software. Two types 

of algorithms are used: the classical frequency-

domain based Delay & Sum (DS) method [11], 

which can localize incoherent stationary sources in 

an absolute reference frame, and the Rotating Source 

Identifier (ROSI) method [1], which can localize the 

incoherent sources which are stationary in a rotating 

reference frame. The results provide beamform 

maps, which display the magnitudes and the 

positions of the strongest sources located in the 

investigated plane for a given frequency range. The 

magnitudes of the beamform map sources are 

presented as levels which are calculated from sound 

pressure squared values which have been corrected 

for sound intensity attenuation with regard to 

distance. The values are therefore given with regard 

to the source position. The reference value used in 

the calculation of the levels is 2*10-5 Pa. Using these 

two algorithms, the sound sources originating from 

both the stationary and rotating elements of the fan 

can be localized.  

Beamforming utilizes the phase differences 

measured between the microphone signals to 

determine the direction of arrival of the wave fronts. 

By adjusting the phase shifts (time delays) of the 

microphone signals relative to each other, a 

maximum correlation can be obtained between them. 

The corresponding phase shifts give information as 

to the direction of arrival of the wave fronts and 

hence the locations of the noise sources. This forms 

the basis of the DS beamforming method [11]. The 

method can be considered as forming a sensitivity 

curve, called mainlobe that is directed toward 

possible compact monopole noise source positions 

by phase adjustments. These possible source 

positions are defined by the user, providing focus 

points for the beamforming methodology, and the 

beamform maps display the strengths of the 

investigated sources.  

The ROSI beamforming method is an extension 

of the DS method for rotating source models [1]. The 

main difference between the two methods is that the 

ROSI method applies a so called deDopplerization 

step in order to place the rotating noise sources into 

a rotating reference frame and hence make them 

stationary. The positions and velocities of the 

possible noise sources are accounted for by 

correcting the time difference and amplitude data 

with regard to each receiver position. The corrected 

source signals are then processed with a 

beamforming method that corresponds with the DS 

method. For a more detailed description of the ROSI 

method, see reference [1]. A more detailed 

description of the phased array microphone system 

and of the beamforming algorithms applied in the in-

house code is available in [5]. 

In processing the test data the following 

parameters are applied. A sampling rate of 44100 Hz 

is used and 2 seconds worth of data are processed. A 

Hanning window is applied with a windowing size 

of 2048, which is applied with a 50% overlap. The 

narrowband beamform peak data is presented in the 

beamform maps and diagrams. It should be 

mentioned that the rotor noise sources were modelled 

in a rotating reference frame and when needed 

transferred into an absolute reference frame (making 

them rotating sources) by processing the data with 

the ROSI method. Vice versa, the stator noise 

sources were modelled in an absolute reference 

frame and when needed transferred into a rotating 

reference frame (rotating the stationary sources) by 

processing the data with the ROSI method. 

5. RESULTS 

As stated in the introduction, this paper further 

investigates turbomachinery noise sources which are 

localized to the axis by beamforming. The goal is to 

understand the effect of rotor blade number, stator 

blade number, and noise source amplitude on the 

resulting apparent noise source located on the axis, 

in order to help determine the contribution of each 

individual noise source. 

The first test investigates the effect of motor 

noise source level on the level of the noise source 

located on the beamform map. The test examines 

changing the level of a single tonal noise source 

which is physically located on the axis and 

beamforming the results in both an absolute as well 
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as rotating reference frame using the DS and ROSI 

beamforming methods. Figure 3 presents a diagram 

which compares the sound pressure level of the 

defined amplitude at the source location to the 

calculated beamform peak value, which is also 

calculated with regard to the source location. It can 

be seen that the values coincide well for the absolute 

and rotating reference frame results, having a 

constant difference of approximately 0.1 dB. This 

shows that the magnitude of the noise source which 

is physically located on the axis is independent from 

the coordinate system in which the noise source is 

investigated. Looking at Fig. 3, it can also be seen 

that with regard to the magnitude of the noise source 

there is a linear relationship between the source 

magnitude and the beamforming peak value. This 

suggests, as is customary in the beamforming 

literature, that for tonal sources physically located on 

the axis, the array can be calibrated with the help of 

a known source, after which the integral of the 

beamform map can be used in order to quantify 

results [11].  

 

Figure 3. Relationship between the beamform 

peak level and the sound pressure level of the 

motor noise calculated with respect to the 

source.  

The second test case investigates the effect of 

blade number on the level of the apparent noise 

source located on the axis. Multiple coherent in 

phase noise sources were evenly distributed around 

the axis. The noise sources were investigated in an 

absolute as well as rotating reference frame in order 

to investigate the effects of stationary sources 

(stators) in an absolute as well as rotating reference 

frame. (This is the same as investigating rotating 

sources (rotors) in a rotating and stationary reference 

frame, respectively, and therefore only one set of 

data is presented.) The number of sources was varied 

while keeping the frequency the same and therefore 

the rpm of the rotor was varied accordingly for each 

case. Source numbers ranging from 15-20 were 

investigated. Since this investigation does not look at 

the effect of phase difference between the sources, 

the number of rotors and stators is always kept equal 

and therefore the noise sources are always in phase.  

Regarding coherent noise sources, it is known 

from classical acoustics that Eq. (2) can be used to 

determine the sound pressure level, Lp, of a single 

microphone measurement, where pref is the reference 

sound pressure and pt is the total sound pressure, 

which can be determined according to Eq. (3) [12]. 

Here pa and pb refer to the sound pressures of two 

coherent noise source signals and α refers to the 

phase angle between them. The equation can be 

extended to take into account multiple sources. With 

regard to beamforming maps and superimposed 

apparent noise sources the authors have no 

information which can help in determining the 

contribution of each individual coherent noise 

source. This test is designed to give us a better 

understanding of these contributions. 

 

𝐿𝑝 = 10 log10 (
𝑝t

2

𝑝ref
2
) (2) 

 

𝑝t
2 = 𝑝a

2 + 𝑝b
2 + 2𝑝a𝑝b cos 𝛼 (3) 

 

Typical beamform maps from this multiple noise 

source test can be seen in Figures 4 and 5. The fan is 

viewed from the upstream direction, as depicted in 

Fig. 1, with the axis passing through the 0,0 position. 

Fig. 4 shows the beamform map of 15 equal strength 

rotating coherent in phase noise sources (stationary 

noise sources which have been processed using 

ROSI). Fig. 5 depicts the beamform map of 15 equal 

strength stationary coherent in phase noise sources 

(stationary noise sources processed using DS). As 

expected from the earlier investigations of Horváth 

et al. [9], the noise sources are always localized to 

the axis by beamforming. A summary of the coherent 

in phase noise source results can be seen in Figure 6, 

which depicts the beamform peak level of the 

apparent noise source which is localized to the axis 

for both the rotating as well as stationary coherent in 

phase noise sources as a function of source number.  
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Figure 4. Beamform map of 15 stationary, 

coherent, in phase noise sources investigated in 

the rotating reference frame. 

 

Figure 5. Beamform map of 15 stationary, 

coherent, in phase noise sources investigated in 

the absolute reference frame. 

 

Figure 6. Beamform peak level of the equal 

strength coherent in phase apparent noise source 

as a function of source number. 

In this investigation it is assumed that all of the 

coherent noise sources are of equal strength, which 

is known to be true in this case and generally true for 

axisymmetric turbomachinery noise sources. It is 

also known that the wave fronts of coherent noise 

sources experience constructive and destructive 

interference as they propagate, resulting in modes. In 

this test case a planar wave mode is traveling along 

the axis of the fan, the Mach radius of which is zero. 

Since the microphones used in the investigation are 

all relatively close to the axis and far enough away 

from the noise source for the planar wave mode to 

have already developed, it is expected that the 

contributions from each of the noise sources should 

be in the same phase at the in plane microphone 

positions as at the source positions. If this hypothesis 

is true, and the noise sources have the same phase 

difference at the microphones as they do at their 

source locations, then an equation which is 

analogous to Eq. (2) will describe the increase of 

beamform peak level at the Mach radius as a function 

of number of coherent in phase noise sources. 

According to the hypothesis, in this test case cos(α) 

is equal to 1 since the phase of each noise source is 

the same, and Eq. (2) can be rewritten for the 

beamform peak level, LB, of x coherent in phase 

noise sources of equal strength, as seen in Eq. (4). 

Here pone refers to what would be the pressure 

amplitude of the beamform peak which could be 

calculated back from the beamforming results for 

one of the equal strength coherent in phase noise 

sources at the apparent source location. The equation 

can be rewritten for levels, as seen in Eq. (5). LB,one 

refers to the beamform peak level contribution from 

one of the equal strength coherent in phase noise 

sources at the apparent source location (Mach 

radius). Rearranging Eq. (5), one can solve for LB,one, 

which should be equal for each instance investigated 

here, if the hypothesis is correct.  

 

𝐿B = 10 log10 (
𝑝one

2

𝑝ref
2 ) + 10 log10 (

𝑥2

𝑝ref
2) (4) 

 

𝐿B = 𝐿B,one + 20 log10(𝑥) 
(5) 

 

The values for LB,one are also plotted in Fig. 6 as 

a function of number of sources, where it can be seen 

that they are equal. It can therefore be concluded that 

though the noise sources are not physically located at 

the Mach radius position, the levels can be added 

using equations which are customarily used for the 

addition of coherent sound pressure levels. Taking 

advantage of this, one can determine the beamform 

peak amplitude contribution of one of the equal 

strength coherent in phase noise sources to the 

apparent noise source located at the Mach radius 

position.  

The investigation is conducted in both the 

absolute as well as rotating reference frame with the 

help of the DS and ROSI methods, as can be seen in 

Fig. 6. Similar to the results for the noise source 

which is physically located on the axis, the difference 
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between LB,one for DS and ROSI is approximately 0.1 

dB. This shows that the results are independent of 

reference frame in which they are investigated, as 

was also the case for the noise source physically 

located on the axis. 

Since the amplitudes of the noise sources used in 

the second test are defined as having a sound 

pressure level of 60 dB at the source position, they 

can be compared to the one case in the first test which 

also has a magnitude of 60 dB. The values of the 

beamform map peaks do not agree as can be seen in 

comparing Figs 3 and 6. Though beyond the scope of 

this investigation, further tests will investigate the 

relationship between the beamform peak level of one 

noise source which is physically located on the axis 

to the contribution from one of the noise sources 

which contributes to the apparent noise source which 

is located at the Mach radius. 

6. CONCLUSIONS 

This investigation is one in a series which looks 

at the beamforming results of coherent rotating noise 

sources through a turbomachinery fan test case. The 

goal is to better understand the beamforming results 

of currently available beamforming methods and to 

provide preliminary information which is needed in 

the development of a new beamforming method 

designed specifically for rotating coherent noise 

sources.  

While earlier investigations provided 

information as to the localization of the rotating 

coherent noise sources to the Mach radius, which is 

the axis in this particular case, this investigation 

takes this a step further. The first test case 

investigates whether the level of a noise source 

which is physically located on the axis is affected by 

the choice of reference frame. The results show that 

the results are the same for the DS and ROSI 

investigations. The results also suggest that the 

results can be quantified by integrating the beamform 

maps, as is customary in beamforming 

investigations, though this is beyond the scope of the 

present investigation. 

A second test investigates the contribution from 

equal strength coherent in phase noise sources to the 

magnitude of the apparent noise source located at the 

Mach radius. The noise sources are investigated in a 

rotating as well as absolute reference frame. The 

results show that the equations used in acoustics for 

adding levels can be applied in determining the 

contributions from equal strength coherent in phase 

noise sources to the apparent noise source located at 

the Mach radius. The results show that the same 

levels can be calculated for one test case independent 

of reference frame in which it is investigated. On the 

other hand, the beamforming peak level is dependent 

on whether the noise source is physically located at 

the given position or just an apparent noise source.  

Though beyond the scope of this present report, 

further tests will investigate the relationship between 

the beamform peak level of one noise source which 

is physically located on the axis to that of the 

contribution from one of the noise sources which 

contributes to the apparent noise source which is 

located on the axis. 
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ABSTRACT 
The paper presents the semi-empirical 

investigation on the effect of the inlet axial velocity 
profile on the total efficiency and the upstream-
radiated noise of an industrial axial flow fan rotor, 
installed in a free-inlet, free-exhaust setup. As a 
preliminary empirical diagnostics step, the emitted 
noise of the fan was measured by means of a 
Phased Array Microphone system, and the inlet 
axial velocity profile was taken with use of a vane 
anemometer. Supported by the measurements, the 
spanwise distribution of the emitted noise was 
estimated on the basis of the momentum thickness 
of the blade suction side boundary layer, being 
considered also as a loss indicator of the fan 
blading. The spanwise distribution of the 
momentum thickness was calculated with use of 2D 
empirical cascade correlations. The appropriateness 
of the applied rotor through-flow model was 
assessed by means of CFD simulation. Based on the 
semi-empirical model, the paper presents the  
method for surveying the dependence of the total 
efficiency and average sound pressure level for 
various inlet axial velocity profiles. Such method 
forms a basis for simultaneously reducing the loss 
and the emitted noise, while retaining the global 
aerodynamic performance of the fan. 

Keywords: axial flow fan, efficiency, inlet 
velocity profile, noise, phased array microphone 

NOMENCLATURE 
A [dB] parameter in Eq. 4 
dt [mm] tip diameter 
k [-] exponent in Eq. 5 
LP [dB] area-averaged SPL 
LPΘ*  [dB] Θ* -based approximation of SPL  
LΘ*  [dB] momentum thickness level 

n [RPM] rotor speed 
P [Pa] sound pressure 
R [-] dimensionless radius 
α [°] flow angle (from axial direction) 
Φ [-] global flow coefficient 
φ [-] local axial flow coefficient 
ηt [-] total efficiency 
ν [-] hub to tip ratio 
ψis [-] local isentropic total pressure rise 
  coefficient 
ψ´sw [-] local swirl loss coefficient 
Θ* [-] momentum thickness parameter 
ω [-] local friction loss coefficient 
 
Subscripts 
1 rotor inlet 
2 rotor outlet 
 
Abbreviations 
CFD Computational Fluid Dynamics 
PAM Phased Array Microphone 
ROSI Rotating Source Identifier 
SPL sound pressure level 
SST Shear Stress Transport 
2D two-dimensional 

1. INTRODUCTION 
The inlet condition of an axial flow fan 

installed in an industrial environment often differs 
from the condition assumed in fan design or 
realized during the laboratory measurements 
forming the basis of fan catalogue data. The 
alteration in the inlet velocity profile influences the 
flow incidence to the blades, and has a major effect 
on the development of the boundary layer on the 
suction side of the fan blades. As noted in [1], the 
suction side boundary layer plays a key role in the 
generation of the aerodynamic loss over the blade 
surface. The boundary layer thickness can be used 
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as an indicator of total pressure loss [2]. The suction 
side boundary layer is also one of the major aero-
acoustic noise sources of the fan [3]. As reported in 
[4], the emitted noise relates to the boundary layer 
thickness. These findings can be summarized as 
follows. a) The inlet axial velocity profile 
substantially influences the condition of the blade 
boundary layer, via the angle of flow incidence to 
the blade sections. b) As such, it has a significant 
effect on the aerodynamic performance and noise of 
the fan. c) While retaining the global aerodynamic 
performance of the fan (flow rate, total pressure 
rise), the inlet axial velocity profile may be suitably 
tuned for simultaneously reducing the emitted noise 
and the total pressure loss (i.e. improving the total 
efficiency). Tuning the inlet axial velocity can be 
carried out by means of aerodynamically profiled 
rotor entry sections. For example, the ISO standard 
[5] prescribes the use of a bellmouth entry upstream 
of the fan in certain measurement installations –
regardless of what type of inlet condition was 
assumed in the design of the rotor under 
consideration. The bellmouth entry aims at ensuring 
that the flow is uniform over the entire rotor intake 
section. Therefore, it is a means for realizing the 
“uniform axial inlet condition”, often used in axial 
fan design as an idealized condition.       

In the papers [6-8], Benedek and Vad presented 
a diagnostics method for discovering case-specific 
semi-empirical correlations between the spatial 
distribution of the aerodynamic properties and the 
noise sources of the fan blading. The diagnostic 
method, adaptable to on-site studies of industrial 
fans, is based on the following experimentation: a) 
measurement of the rotor inlet axial velocity profile, 
b) Phased Array Microphone (PAM) experiments. 
For the case study in [7-8], it was reported that the 
emitted sound pressure is proportional to the 
momentum thickness of the blade wake in the third-
octave frequency bands that are the most important 
from the viewpoint of human audition. 

In the present paper, the evaluation method 
related to the case study detailed in [7-8] is further 
developed, enabling the case-specific semi-
empirical investigation on the effect of the inlet 
axial velocity profile on the aerodynamic loss and 
the emitted noise. 

This paper is considered as a Technical note for 
the Workshop “Beamforming for Turbomachinery 
Applications” organized at CMFF’15. The paper 
aims at provoking a discussion on the topics 
outlined in the Summary. 

2. THE FAN OF CASE STUDY, 
MEASUREMENT SETUP 

The fan of case study is a ventilating fan with 
tip diameter dt = 300 mm, hub-to-tip ratio ν = 0.3, 
tip clearance 6.6% relative to the span, and n = 
1430 RPM rotor speed. The fan has 5 forward 
skewed blades and has no guide vanes. The fan was 

built in a short duct, in a free-inlet, free-exhaust 
setup (zero static pressure rise). The fan is equipped 
with a short, rounded inlet rim (photograph in [6]). 

The inlet axial velocity profile was measured 
with use of a vane anemometer along two diameters 
being perpendicular to each other. The PAM 
measurement was performed from the upstream 
direction with use of an OptiNav Inc. Array24 
microphone array. The distance between the PAM 
and the fan was 1.83 dt, the PAM plate was set 
perpendicular to the axis of rotation, and the centre 
of the array coincided with the rotor axis. A more 
detailed description of the fan, the measurements 
and their evaluation can be found in [7-8]. 

3. SEMI-EMPIRICAL CALCULATION OF 
THE RADIAL DISTRIBUTION OF THE 
AERODYNAMIC PROPERTIES 

3.1 The “simplified” through-flow model 
In the papers [6-8], the aerodynamic properties 

were calculated along the span from the measured 
inlet axial velocity profile and from the geometrical 
data of the blading, using a two-dimensional (2D) 
cascade approach. In the aforementioned papers, the 
authors used the straightforward through-flow 
model inspired by reference [3] that the radial 
velocity component is fully neglected inside the 
rotor, i.e. the circumferentially averaged inlet and 
outlet axial velocity profiles are identical. This 
through-flow model is labelled herein as 
“simplified” model. 

The “simplified” model enables the easiest 
treatment of through-flow in rotor analysis, and is 
directly consistent with the 2D cascade approach. 
Furthermore, it enables that the realistic angles of 
flow incidence to the blade sections are considered 
in the rotor analysis, determined directly from the 
measurement of the inlet axial velocity profile. Its 
obvious limitation is the inability to represent any 
rearrangement of the axial velocity profile through 
the rotor. 

In the present paper, the “simplified” model is 
competed with a more sophisticated through-flow 
model, labelled herein as “radial equilibrium” 
model, and outlined in what follows.  

3.2 The “radial equilibrium” model 
In the case of axial flow rotors, the well-known 

radial equilibrium equation makes a connection 
between the outlet axial velocity profile and the 
radial distribution of total pressure rise of the 
blading. For further details, e.g. [3] is referred to.  
The dimensionless form of the radial equilibrium 
equation is the following: 
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The equation was implemented in the former 
calculation method [6] via an iteration algorithm. In 
the first step, the radial distributions of the 
aerodynamic properties were computed with use of 
the inlet axial velocity profile. Then, the outlet axial 
velocity profile was recalculated from the resulting 
isentropic pressure rise distribution using the 
continuity equation, and the radial equilibrium 
equation (1). In the following steps, the 
aerodynamic properties were calculated with the 
average of the inlet and the new outlet axial 
velocity profiles, to be consistent with the 2D 
cascade approach. The computation was continued 
until the relative difference between the outlet axial 
velocities  derived from the last two iteration steps 
stayed below 1%. 

The benefit of the “radial equilibrium” model is 
some (restricted) capability to represent the 
rearrangement of the axial velocity profile through 
the rotor, being of significance in certain axial fans. 
Its main limitations are as follows. a) By principle, 
the radial equilibrium equation is strictly valid only 
farther away from the blade row. Therefore, its 
applicability is theoretically doubtful for a short-
ducted fan, such as the one in the present case 
study. b) The model allows for the presence of 
minor radial flow velocities, associated with the 
rearrangement of the axial velocity profile through 
the rotor. However, the radial velocity is neglected 
in Eq. (1). c) The annulus wall boundary layers are 
neglected further on, such as in the “Simplified” 
model. d) To be consistent with the 2D cascade 
analysis, an obligate modelling step is the averaging 
of the inlet and outlet axial velocity profiles. This 
tends to introduce unrealistic angles of flow 
incidence to the blade sections, being unfavourable 
in predicting the aerodynamic as well as acoustic 
behaviour of the rotor, especially near the leading 
edge. For example, flow separation may be 
presumed near the leading-edge – due to an 
erroneously predicted, extreme incidence angle –, 
that does not occur in reality. 

A judgement is to be made whether the 
“simplified” or the “radial equilibrium” through-
flow model is more realistic in the case study under 
discussion. As a reference case, approximating the 
realistic aerodynamic behaviour of the rotor, a 
Computational Fluid Dynamics (CFD) simulation 
was carried out. 

3.3 CFD technique 
A steady state CFD simulation was carried out 

for the fan with use of the Ansys FLUENT 15 
software. In the model, the supporting struts were 
neglected, as a reasonable modelling simplification 
(in preliminary studies, the aerodynamic effect of 
the narrow downstream struts was found 
negligible). With this simplification, the geometry 
became rotationally periodic. Therefore, only one 
blade passage was modelled. The computational 

domain was distributed to three parts: the inlet and 
the outlet zones were steady, and the middle zone 
(the short duct including the rotor) was considered 
as a rotating zone. During the calculations, the 
frozen rotor method was used. The size of the inlet 
and the outlet zones was 5 times the rotor radius 
both in the axial and radial direction. On the inlet 
and outlet boundaries, identical and constant 
pressure was prescribed, according to the 
measurement setup. The turbulent phenomena were 
modelled with use of Menter’s Shear Stress 
Transport (SST) model [9], which is widely used in 
the CFD simulations of turbomachinery [10-13]. 
The numerical mesh was a fully structured 
hexamesh, containing ~2.5 million elements in such 
a way that two-thirds of the cells were in the 
rotating zone. The appropriateness of the spatial 
resolution of the numerical mesh was checked with 
a grid sensitivity study. 

Corresponding to the limitations in the 
aerodynamic measurement data available for the 
industrial fan setup, the validation of the CFD 
technique was confined to comparing the 
computational results with the following 
measurement-based data. a) The flow coefficient, 
Φ, representing globally the aerodynamic operation 
of the elemental rotor blade cascades. b) The inlet 
axial velocity profile, playing a key role in tailoring 
the aerodynamic as well as acoustic behaviour of 
the individual blade cascades along the radius 
[8][14-15].  

The Φ data derived a) from preliminary fan 
performance curve measurements, b) from the vane 
anemometer measurements on the inlet axial 
velocity profile, and c) from CFD modelling as an 
output, are presented in Table 1. The CFD-based 
global flow coefficient is in good agreement with 
the experimental data. The discrepancy between the 
CFD- and measurement-based data is within the 
estimated range of experimental uncertainty of ± 4 
% [6]. Therefore, it is concluded that the simulation 
accurately represents the aerodynamic co-operation 
of the individual rotor blade sections. 

Table 1. The global flow coefficient for 0 Pa 
static pressure rise 

 Φ 
Performance curve meas. 0.313 
Inlet axial velocity profile meas. 0.316 
CFD 0.307 

 
The inlet axial velocity profiles, measured by 

means of the vane anemometer, as well as those 
derived from the CFD computation, are presented in 
Figure 1. The measurement uncertainty is indicated 
using error bars. As demonstrated in the figure, the 
computation fairly well resolves the spanwise 
gradient of the inlet axial velocity (inlet axial 
velocity increasing along the radius), being of 
significance in developing the non-free vortex 
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behaviour of the rotor [6]. The agreement between 
the computed and measured inlet axial velocity data 
is fair farther away from the annulus walls, i.e. in 
the spanwise region of R = 0.45÷0.85. Therefore, it 
is concluded that the simulation represents well the 
inlet condition of the individual blade sections in 
this region. 

Based on the above, the CFD technique 
outlined herein is considered as a validated tool for 
representing the realistic behaviour of the rotor 
blade sections, with special regard to the spanwise 
region of R = 0.45÷0.85. 

As Fig. 1 shows at R > 0.85, the simulation 
overpredicts the velocity deficit dedicated to flow 
separation anticipated at the periphery of the fan 
inlet section. As qualitative (wool tuft) experiments 
confirmed, the separation zone is considerably 
smaller than that predicted by the simulation. 

 

 

Figure 1. Inlet axial velocity profiles 

3.4 Comparison between the through-
flow models  

In the classical 2D cascade analysis 
incorporated in the diagnostics method in [6-8], the 
inlet and outlet flow angles play a key role. In [7-8], 
the authors presented the correlation between the 
momentum thickness and the circumferentially 
averaged sound pressure. The wake momentum 
thickness is calculated in a 2D cascade approach, 
with use of the Lieblein diffusion factor [1], being 
the function of the inlet and outlet flow angles. 

Therefore, the inlet and outlet flow angles are 
considered herein as the key indicators in 
investigating the appropriateness of the “simplified” 
and the “radial equilibrium” through-flow models. 

Figures 2 to 3 present the spanwise distribution 
of the inlet and outlet flow angles, respectively, 
obtained with use of the “simplified” as well as the 
“radial equilibirum” model, in comparison with the 
CFD-based data. The semi-empirically modelled 
distributions obtained with use of the various 
through-flow models are equipped with error bars. 
These error bars represent the propagation of the 
measurement error of the axial inlet velocity – 
indicated in Fig. 1 –, as well as propagation of the 
measurement error of data on the blade geometry, in 
the semi-empirically modelled results. 

Fig. 2 demonstrates that the “simplified” model 
better approximates the CFD-based inlet flow angle 
distribution. Taking the error bars into account, the 
quantitative agreement is fair in the region of R = 
0.45÷0.85. The “radial equilibrium” model does not 
provide such a quantitative agreement over the 
entire region R = 0.45÷0.85. 

As suggested by Fig. 3, the “radial equilibrium” 
model provides a better agreement with the CFD-
based outlet flow angles away from the endwalls. 
However, investigating the region R = 0.45÷0.85, 
and considering the error bars as well, it is stated 
that the quantitative agreement between the 
“simplified” model and the CFD results is still 
satisfactory. 

Based on the above observations, the following 
conclusion is made. Since a single throughflow-
model is to be chosen that fairly well represents 
both the inlet and the outlet flow angle distributions, 
the “simplified” model is better for the present case 
study. Therefore, the “simplified” model, already 
applied in references [6-8], is utilised further on. 
 

 

Figure 2. Inlet flow angle distributions 

 

Figure 3. Outlet flow angle distributions 

It is noted that a) none of the through-flow 
models are capable for treating the near-endwall 
phenomena, such as near-endwall blockage, b) the 
validity of the CFD tool is limited in the near-
endwall region. Therefore, according to the 
expectations, the discrepancy between the CFD-
based and semi-empirical data is increased near the 
annulus walls, for both the inlet (Fig. 2) and outlet 
(Fig. 3) flow angles. 
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4. CORRELATION BETWEEN THE 
NOISE AND THE AERODYNAMIC LOSS 

The levels on a beamforming map represent the 
sound pressure level distribution in the investigation 
plane. [16] Based on that in the papers [6-8], the 
circumferentially averaged sound pressure level was 
calculated from the beamforming maps, with a 
third-octave band frequency resolution. At first, the 
noise source maps were calculated for each 
investigated frequency band using the Rotating 
Source Identifier (ROSI) [17] algorithm. Then the 
sound pressure values of the noise source maps in 
the rotor area were interpolated to an equidistant 
mesh. The mesh size was 100 cells both in radial 
and in circumferential direction. The sound pressure 
values were area-averaged along the circumference 
on this mesh, and the sound pressure level (SPL) at 
each radial location was calculated from the 
averaged sound pressure values. An example of the 
noise source map and the resultant SPL distribution 
is shown in Figure 4. The dashed-dotted line 
represents the hub radius. The circle in the upper-
left corner of the map represents the estimated 
spatial resolution. 

 

 

Figure 4. The noise source map, and the related 
averaged spanwise SPL distribution, for the 
frequency band of mid-frequency of 3150 Hz 

 
In the papers [7] and [8], the following 

correlation was presented between the emitted noise 
and the momentum thickness of the blade wake: 

 
*θ∝P  (2) 

 
By introducing the momentum thickness level 
 

( )*
10log* θθ =L  (3) 

 
, the sound pressure level can be calculated using 
the following formula: 

 

** 20 θθ LAL
P

⋅+=  (4) 

 
The spanwise distribution of the momentum 

thickness level is calculated. Afterwards, by best-
fitting the trend functions of Eq. (4) to the PAM-
based spanwise SPL distributions, the A values can 
be estimated for every third-octave bands for which 
the suction side boundary layer is the dominant 
noise source. In the present case, the third-octave 
bands of middle frequencies of 2000, 2500 and 

3150 [Hz] were found as such frequency intervals. 
The A values for these frequency bands are 
presented in Table 2. 

Table 2. The estimated A parameters 

fmid [Hz]  A [dB] 
2000 106.3 
2500 105 
3150 98.2 

5. EFFECT OF THE INLET VELOCITY 
PROFILE ON THE LOSS AND THE 
NOISE 

The alteration of the inlet axial velocity profile 
modifies the aerodynamic behaviour of the 
individual blade sections. This is manifested in the 
alteration of the spanwise distribution of the 
momentum thickness. This represents the alteration 
of the global total pressure loss, and, via the trend in 
relationship (2), the alteration of the emitted noise 
as well. 

In the following investigation, the global 
operational point of the fan is kept constant. This 
operating point, valid for the previous studies [6-8] 
as well, is characterised as follows. a) The flow 
rate, representing the user demand, is prescribed at 
Φ = 0.316. b) The static pressure rise is zero (free-
inlet, free-exhaust). c) The useful total pressure rise 
is the dynamic pressure calculated with the mean 
axial velocity corresponding to the constant Φ. 

It is investigated herein how the modification of 
the inlet axial velocity profile influences the global 
loss and noise of the fan. Since the operational point 
is prescribed, only moderate changes are assumed 
in the aerodynamic as well as acoustic behaviour of 
the individual blade sections. In mathematical 
sense, such moderate changes allow for the 
following assumptions. a) For each frequency band, 
the proportionality represented by the relationship 
(2) is valid further on, with unchanged factors of 
proportionality (linearization for moderate 
changes). b) This means that the A values presented 
in Table 2 are to be used further on in predicting the 
sound pressure level for the various bands Via Eq. 
(4), for altered momentum thickness values. 

The inlet axial velocity profile is prescribed 
approximately as a power function of the radius: 

 

( ) ( )
k

R
R 







=
ν

νϕϕ 11
 (5) 

 
The shape of the velocity profile is tuned by 

modifying the value of the k exponent. The axial 
velocity at the hub, represented by φ1(ν) in Eq. (5), 
is set in accordance with the integral condition of 
the prescribed Φ value. 

As already noted, the “simplified” through-flow 
model was applied in the study reported below. The 
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global total efficiency and the average sound 
pressure level were investigated as functions of k 
for the interval k = 0 ÷ 1, as demonstrated in 
Figures 5 to 6. k = 0 and k = 1 represent a uniform 
axial inlet condition, and a spanwise linearly 
increasing inlet axial velocity, respectively. 

The global total efficiency (Fig. 5) is the mass-
average of the local total efficiency over the span. 
The local total efficiency was calculated as 
presented in Eq. (6). It considers the blade friction 
loss (ω), calculated from the momentum thickness 
[1]; and the swirl loss (ψ´sw), being equal to the 
mass-averaged dynamic pressure corresponding to 
the outlet swirl velocity. 

 

is

swis
t ψ

ψωψη
′−−

=  (6) 

 
The average sound pressure level (Fig. 6) was 

calculated as follows. The spanwise-resolved sound 
pressure distributions were estimated using the Eq. 
(4). Then the sound pressure values were area-
averaged over the annulus area for the individual 
frequency bands. The resultant average sound 
pressure has been presented in a logarithmic level 
form in Fig. 6. 

 The measured inlet velocity profile, presented 
in Fig. 1, and corresponding to the studies carried 
out so far [6-8], can be approximated using Eq. (5) 
with a substitution of k = 0.45. The results 
corresponding to this exponent – in what follows, 
referred to as “measured case” – are indicated in 
Figs 5 to 6 using dashed lines. 

As Fig. 5 shows, the total efficiency increases 
with k. The main reason is the moderation of the 
swirl loss, being the dominant loss in Eq. (6), with 
increasing k values. With reference to the measured 
case, an efficiency deterioration of 1 % and an 
efficiency gain of 0.7% are predicted at k = 0 and k 
= 1, respectively. 

In the literature [18], the classic formula by 
Regenscheit is proposed for estimating the emitted 
noise of the fan from the global aerodynamic 
properties. Considering that the global operational 
point is fixed in the present case study, the 
alteration of global efficiency, according to Fig. 5, 
is the only factor that influences the noise emission 
via the formula in [18]. Considering the efficiency 
deterioration of 1 %, the formula in [18] predicts an 
increase of noise of only ≈ 0.4 dB for the k = 0 case, 
relative to the measured case. This prediction is 
optimistic, in comparison with the results in Fig. 6, 
as discussed below.  

The average SPL in Fig. 6 reaches its minimum 
at k = 0.6, being close to the measured case. The 
maximum SPL value can be found at k = 0, for 
which the increase of noise is ≈ 2 dB compared to 
the measured case – more than predicted on the 
basis of [18]. 

The above observations suggest that the fan in 
this case study exhibits favourable aerodynamic and 
acoustic features when the measured non-uniform 
axial inlet velocity profile (k = 0.45) is realized. The 
efficiency is at the middle of the investigated 
efficiency range of 81 ± 1 %, and the emitted noise 
is practically at the minimum. 

Equipping the fan with an aerodynamically 
designed bellmouth entry, as proposed in [5], would 
approximate the uniform axial inlet condition of k = 
0. Contrary to the expectations, the bellmouth entry 
is predicted herein to deteriorate the total efficiency 
by 1 %, and to increase the boundary layer related 
noise by 2 dB. These undesired changes are minor 
from a quantitative point of view, but draw the 
attention to the unwanted tendencies that may be 
more significant in other cases. The “myth” that the 
bellmouth entry contributes to the minimization of 
loss – and, as such, to the minimization of noise 
[18] – is to be replaced by a more systematic, tuned 
design of the rotor + its inlet section, for 
simultaneous reduction of loss and noise.  

 

 

Figure 5. The total efficiency as a function of k 

 

 

Figure 6. The average SPL as a function of k 

CONCLUSION AND FUTURE REMARKS 
In the paper, as continuation of research 

reported in [6-8], the effect of the inlet axial 
velocity profile on the total efficiency and on the 
upstream-radiated noise of an axial flow fan have 
been investigated, by means of a concerted 
aerodynamic-acoustic diagnostics method, 
incorporating PAM  measurements. The results are 

CMFF15-108 500



summarized as follows, and some remarks are made 
for the continuation of the research programme. 

1) The appropriateness of the “simplified” 
and the “radial equilibrium” through-flow models 
was investigated by comparing the modelled inlet 
and outlet flow angle distributions to computational 
results obtained by means of an experimentally 
validated CFD tool. In the present study, the 
“simplified” model, prescribing identical rotor-inlet 
and -outlet axial velocity profiles, was judged as 
being more realistic than the “radial equilibrium” 
model. Therefore, the “simplified” model has been 
used in the present case study. One important, 
generally valid advantage of the “simplified” model 
is that the realistic angles of flow incidence to the 
blade sections are considered in the rotor analysis, 
determined directly from the measurement of the 
inlet axial velocity profile. The proper modelling of 
inlet flow angles is essential in the concerted 
aerodynamic-acoustic analysis. 

2) Based on semi-empirical correlations 
obtained in the previous research steps, a 
methodology was elaborated for a systematic 
investigation of the effect of the altered inlet 
velocity profile on the global total efficiency and 
the upstream-radiated average SPL. The inlet axial 
velocity profile was modelled by means of a power 
function, and the shape of the velocity profile was 
controlled by means of altering the power exponent 
k. Cases extending from the uniform axial inlet 
condition (k = 0) to spanwise linearly increasing 
axial inlet velocity (k = 1) were studied. 

3) It has been found that the measured non-
uniform inlet axial velocity profile provides a 
favourable aerodynamic and acoustic operation for 
the fan: the efficiency is at the middle of the 
investigated efficiency range of 81 ± 1 %, and the 
emitted noise is practically at the minimum. 

4) Equipping the fan with an aerodynamically 
designed bellmouth entry would approximate the 
uniform axial inlet condition of k = 0. The 
bellmouth entry was predicted to deteriorate the 
total efficiency by 1 %, and to increase the emitted 
noise by 2 dB. This underlines the importance of 
systematic, tuned design of the rotor + its inlet 
section, for simultaneous reduction of loss and 
noise. 

5) In the future, the predictions are to be 
confirmed by experiments. For this purpose, a 
bellmouth entry is to be designed and manufactured 
for realization of uniform axial velocity profile. The 
bellmouth entry is to be installed to the inlet of the 
case study fan, instead of the presently available 
short, rounded inlet rim. The aerodynamic and 
acoustic measurements are to be repeated for 
confirmation of the trends outlined in the previous 
point. 
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ABSTRACT 

The paper describes a modified form of the 

Benedict-Webb-Rubin thermal equation of state 

with 32 members received on the basis of its 

thermodynamic functions. The developed method 

of interpolation-analytical approximation of the 

modified Benedict-Webb-Rubin equation of state 

accounts for the real properties of working medium 

in 3D calculations. Constants of the equation of 

state are selected on the basis of available 

thermodynamic property tables. On the one hand, it 

allows for sufficient accuracy, and on the other - 

does not require a significant increase in 

computational cost.  

The proposed method is validated using a 

sample working fluid – MDM (silica oil), which is 

used in ORC cycles of low-power cogeneration 

plants. It is shown that the mBWR32 equation with 

the obtained constants provides a good accuracy in 

the whole range of variation of thermodynamic 

values in the gaseous state and on the saturation 

line. 

Keywords: Benedict-Webb-Rubin equation of 

state, interpolation-analytical approximation, the 

free Helmholtz energy 

NOMENCLATURE 

a [m/s] sonic speed 

Cp [J/(kg*K)] isobaric heat capacity 

Cv [J/(kg*K)] isochoric heat capacity 

f [J/kg] Helmholtz free energy 

G(i) [-] constant of mBWR32 equation 

h [J/kg] enthalpy 

N [W] power 

P [Pa] pressure 

Po [Pa] constant for Tamman equation 

R [J/(kg*K)] gas constant 

S [J/(kg*K)] entropy 

T [K] temperature 

u [J/kg] internal energy 

γ [-] adiabatic index 

η [%] efficiency 

ν [m3/kg] specific volume 

ρ [kg/m3] density 

1. INTRODUCTION 

In modeling of spatial gas dynamic processes 

on the basis of numerical integration of the 

Reynolds-averaged Navier-Stokes equations, it is 

necessary to establish the relation between the 

thermodynamic quantities in the form of a state 

equation. Currently, the most common equations of 

state used in the three-dimensional computations 

are equations of perfect gas, Tammann and Van der 

Waals equations [1]. Unfortunately, in many cases, 

these equations do not provide the required 

accuracy of the results. A remedy could be the 

equation of Benedict-Webb-Rubin, which is one of 

the most universal and reliable equations of state. A 

direct use of this equation in three-dimensional 

calculations is currently not possible, because in 

that case the computing time is increased by 1.5 - 2 

orders of magnitude. 

The paper presents a modified form of the 

Benedict-Webb-Rubin thermal equation of state 

with 32 members (mBWR32). A method for the 

determination of constants of the modified 

Benedict-Webb-Rubin equation is proposed on the 

basis of the available tables of thermodynamic 

quantities. The quadruple precision of calculations 

(32 significant digits in floating point operations) is 

used for the determination of the constants as well 

as for the calculation of thermodynamic parameters. 

The proposed method is validated on a sample 
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working fluid – MDM, which is used in ORC 

cycles of low-power cogeneration plants. 

2. MODIFIED BENEDICT-WEBB-RUBIN 
EQUATION OF STATE. BASIC 
THERMODYNAMIC FUNCTIONS 

The thermally modified Benedict-Webb-Rubin 

equation of state of with 32 members [2] has the 

form: 
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(1) 

For the simulation of spatial viscous flows it is 

necessary to know thermodynamic dependencies for 

the following values: u; h=u+P/ρ; Cv; Cp; S; a. To 

determine these dependencies, differential equations 

of thermodynamics [1], equation (1) and a 

dependence for the Helmholtz free energy f are 

used. The Helmholtz free energy can be introduced 

into equation (1) using the expression: 

T

f
P 
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(2) 

Equation (2) allows us to express the Helmholz 

free energy f in the form of an arbitrary polynomial 

with respect to T. In this paper, the expression for 

the Helmholtz free energy taken in the form: 

 

vi fff   (3) 
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An additional polynomial comprising five 

members is supplemented to equation (3), which 

leads to an increase in the number of constants G 

from 32 to 37. This polynomial yields zero value to 

equation (1). In view of (1) and (3) the required 

thermodynamic functions take the form as below: 
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The internal energy: 
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Isochoric heat capacity: 
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Isobaric heat capacity: 
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3. METHOD OF INTERPOLATION-
ANALYTICAL APPROXIMATION OF THE 
THERMODYNAMIC FUNCTIONS 

For the first time, this method was applied in 

the three-dimensional calculation to account for the 

thermodynamic properties of water and steam based 

on the equation of state IAPWS-95 [3, 4]. Under 

this approach, the required thermodynamic 

functions were determined by the dependencies: 
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where z_t(ρ,p), z_ρ(h,p), z_u(ρ,p), z_p(ρ,u), 

z_Cv(ρ,p), z_Cp(ρ,p) z_S(ρ,p) – the dimensionless 

compressibility coefficients for the corresponding 

thermodynamic functions determined by 

interpolation from a pre-calculated arrays of the 

base points. To reduce the dimension of the array 

without a loss of accuracy, independent variables -  

the pressure and density - are considered in a 

logarithmic scale. 

Values of the dimensionless compressibility 

coefficients are defined in the base points as: 
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(10) 

where corresponding values p, ρ, T, u, h, a, Cp, Cv 

and S are calculated using the thermodynamic 

relations (1, 4-8). 

4. DETERMINATION OF CONSTANTS 
FOR THE EQUATION OF STATE 

Usually, constants for equations of state are 

determined based on the experimental data. In the 

literature, one can find information about values of 

the constants of simple equations of state for 

various types of working media [2]. Open 

information about values of constants for the 
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modified Benedict-Webb-Rubin equation of state 

with 32 members is available only for a few 

working media [1]. However, there are various 

software packages that allow us to calculate the 

array of fields of thermodynamic functions for any 

working medium. Theoretically, these arrays can be 

directly used in the determination of the coefficients 

(10). Using the existing software, it is usually 

possible to obtain arrays of a few hundred points 

only. However, to maintain the high accuracy of 

three-dimensional gas dynamics calculations, the 

dimension of arrays should typically be as high as a 

few million. Therefore, in the described method the 

obtained arrays of thermodynamic function values 

are used to determine the necessary constants of the 

Benedict-Webb-Rubin equation of state, and then 

new arrays of the required dimension are calculated 

with the help of equations (1, 4-8). 

The gas constant R is determined as a ratio of 

the universal gas constant to the molecular weight 

of the considered working medium. The remaining 

constants γ, G are determined using the least 

squares method [5, 6] to assure the smallest square 

deviation of the dimensionless unknown function 

from the array base point values: 

min
1

2








 



n

i i

ii

y
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(11) 

where fi – the required thermodynamic function of 

the modified Benedict-Webb-Rubin equation of 

state at point i of the array; yi – value of the 

thermodynamic function at point i; n – dimension of 

the base points array. The problem (11) can be 

solved in the following way. If γ is assumed as 

known and constant, then the conditon (11) can be 

replaced by the condition (12): 
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where j is the number of constants G. The 

expression (12) is a system of 37 linear equations 

with respect to 37 unknowns G for the 

thermodynamic functions: the pressure, Helmholtz 

free energy, entropy and the partial derivative of 

pressure with respect to density at constant 

temperature. The linear system of equations (12) is 

solved by the Gauss method with dominant 

diagonal terms [5, 6]. The accuracy of calculations 

is set at quadruple precision with 32 characters. 

Such a large mantissa is needed to maintain the 

required high accuracy. The global search for the 

problem (11) is carried out by varying γ in the 

range: 
2

*

2

*
100100     (13) 

where *  is the value of the density at the critical 

point. Constants are found for the simultaneous 

fulfillment of condition (11) for the following 

thermodynamic functions: pressure, the Helmholtz 

free energy, entropy, and the partial derivative of 

pressure with respect to density at constant 

temperature. 

5. APPROBATION OF THE PROPOSED 
METHOD 

To validate the functionality of the method, 

sample detailed numerical investigations were 

carried out for the expansion line of four last stages 

(stages 4-7) of a 100 kW ORC cogeneration turbine 

operating on MDM as a working medium [7, 8]. 

The meridional section of the turbine flow part is 

presented in Figue 1, whereas stator and rotor 

profiles of the investigated stages 4-7 are illustrated 

in Figure 2. The calculations were performed with 

the following boundary conditions: 

- inlet parameters upstream of stage 4: 

 pressure: 2.76 bar; 

 temperature: 530.4 К; 

- outlet parameters: 

 pressure: 0.17 bar; 

- rotational speed: 9000 rev/min. 

3D numerical investigations of flow were made 

with the help of the software complex IPMFlow, 

which is the development of the software systems 

FlowER and FlowER-U. It implements the 

following elements of the mathematical model: the 

unsteady Reynolds-averaged Navier-Stokes 

equations, SST Menter differential two-equation 

turbulence model, implicit quasi-monotone high-

order ENO-scheme [9, 10]. 

A base point array of values of thermodynamic 

functions was obtained with the help of the program 

REFPROP [11] in 735 points within the entire 

range of pressure and temperature available for this 

medium in REFPROP. The following values of 

constants were obtained: 
R= 0.3515168000E+02; 

γ=-0.262270170807420121513573739971D-04 

G(01)= 0.302207868111278740060411592544D+00 

G(02)= -0.495233944170545289062576542307D+01 

G(03)= -0.225501201197491314642998011829D+03 

G(04)= 0.107906234213802120996678810443D+06 

G(05)= -0.372657132543797518687633762851D+08 

G(06)= -0.627320725108084212417049028312D-03 

G(07)= 0.215743936748432144179678929724D+01 

G(08)= -0.192205460461420765746900736543D+04 

G(09)= 0.517361137204233382712063500157D+06 

G(10)= 0.766264823125748039322791551715D-06 

G(11)= -0.434353699956369187362735134447D-02 

G(12)= 0.161657815774704243989178292974D+01 

G(13)= 0.288814234808349750753865171475D-05 

G(14)= 0.227250568997175780038146727298D-04 

G(15)= -0.652886158820518451942746541068D-02 

G(16)= -0.456739733049471206918455720386D-07 

G(17)= 0.231242587293920118661113372857D-10 

G(18)= 0.186380264921967994590840358405D-07 

G(19)= -0.126528342901003631469807144831D-10 

G(20)= 0.347527618252179836075855868907D+06 

G(21)= -0.160950582611693360862236427413D+09 
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G(22)= 0.693289101786031245959518372491D+01 

G(23)= -0.953438468030805490987102326088D+06 

G(24)= 0.297824147414970198157551618564D-03 

G(25)= -0.230534235531245981576803850333D+00 

G(26)= -0.213236230412490644485878013528D-08 

G(27)= 0.167631613366536556924666638381D-02 

G(28)= 0.904911503767510905693979818203D-13 

G(29)= -0.704815505181047779157572048773D-10 

G(30)= -0.501394975086843725544491118562D-18 

G(31)= 0.454671117815342747169810491557D-15 

G(32)= -0.539871248063102930246035212608D-13 

G(33)= 0.117126880134545422586004289266D+09 

G(34)= 0.140470196549871558017639577219D+05 

G(35)= -0.469999084243383589981287193248D+00 

G(36)= -0.193705173670445390344105907111D+04 

G(37)= -0.116961966600901591984328215895D+07. 

(14) 

 

Figure 1. The meridional section of the flow part. 

    
Stator and rotor of stage 4 

    
Stator and rotor of stage 5 

    
Stator and rotor of stage 6 

    
Stator and rotor of stage 7 

Figure 2. Hub-to-tip profile sections for stage 4-7 

With the above constants (14), the mean square 

deviation of values of thermodynamic functions (1, 

4-8) from the array base point values is equal 

to  0.02%, whereas the maximum square deviation 

does not exceed 0.17%. 

The calculations were performed for the h-type 

grid with the total number of cells in one stage more 

than 1 million (about 500 thousand cells in one 

blade), where y+ is less than 5. 1 CPU was used for 

3D calculations of 1 stage. The computational time 

needed for the calculation of one turbine stage using 

the Tammann equation of state is equal to about 12 

hours. Using tables of state (mBWR32 equation of 

state), it takes near 14 hours of computations for a 

one stage. 

Figure 3 shows sample visualisation of flow 

patterns in the investigated turbine stages obtained 

from 3D calculations with the modified Benedict-

Webb-Rubin equation of state. The pictures of 

velocity vectors exhibit regular flow patterns and a 

relatively high flow efficiency. 

 

Figure 3. Velocity vectors in the last stage at 

the average blade-to-blade section (50% of blade 

height) 

The calculations using the methodology of 

interpolation-analytical approximation of the 

modified Benedict-Webb-Rubin equation of state 

with 32 members are compared with those of the 

Tammann equation of state: 

TRpp  0   (15) 

Constants for the Tammann equation were 

evaluated from static inlet parameters and isentropic 

outlet parameters of the working medium: 

γ=1.019; 

cp=1689.8 J/(kg*K); 

R=31.64 J/(kg*K); 

Po=-1613.07 Pa; 

(16) 

Tables 1 and 2 show the comparison of results 

obtained from the two considered state equations. 

The comparison of flow parameters in the axial 

gaps downstream of subsequent stages and enthalpy 
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drops in subsequent stages is given in Table 1, 

whereas integral characteristics of the stages and 

stage group are gathered and compared in Table 2. 

The calculations using the modified Benedict-

Webb-Rubin equation of state exhibit slightly larger 

drops of pressure, temperature and enthalpy in 

subsequent stages and predict higher flow 

efficiency in the calculated turbine stages. In the 

presented case, the differences between the results 

shown in Tables 1-2 are not that significant. This is 

due to the fact that in this flow part, the absolute 

values of pressure, temperature and enthalpy drops 

are not that high and, most important, because 

MDM belongs to the class of dry fluids. The 

differences are expected to be much higher for wet 

medium with phase transitions within the expansion 

range. More investigations will be carried for both 

dry and wet medium, including water vapour, and 

they will soon be validated by experimental data. 

Table 1. Comparative characteristics of steam 

parameters in the axial gaps 

S
ta

g
e 

№
 

Equation of 

state 
Pout, bar T, K h, J/kg 

4 
Tammann 1.53 525.3 8431 

mBWR32 1.54 524.6 8597 

5 
Tammann 0.8 519.7 9609 

mBWR32 0.79 518.7 9943 

6 
Tammann 0.4 513.7 10126 

mBWR32 0.39 512.8 10650 

7 
Tammann 0.17 505.9 13208 

mBWR32 0.17 505.7 13310 

Table 2. Comparative characteristics of integral 

characteristics 

stage № Equation of state η, % N, kW 

4 
Tammann 83.94 12.8 

mBWR32 87.12 13.2 

5 
Tammann 87.33 15.75 

mBWR32 86.92 16.1 

6 
Tammann 87.97 17.35 

mBWR32 87.36 18.1 

7 
Tammann 90.94 21.8 

mBWR32 90.75 21.55 

4-7 
Tammann 87.99 67.7 

mBWR32 88.32 69.1 

6. CONCLUSION 

A method of interpolation-analytical 

approximation of the modified Benedict-Webb-

Rubin equation of state was developed to account 

for real properties of working medium in three-

dimensional flow calculations. Constants of the 

modified Benedict-Webb-Rubin equation of state 

with 32 members were determined on the basis of 

the available arrays of thermodynamic functions, 

values. The method allows us on the one hand to 

provide a sufficient accuracy, and on the other hand 

does not require a significant increase in 

computational cost. Test calculations of the last 4 

stages of a 100 kW ORC turbine with MDM as a 

working medium are presented. It is shown that the 

proposed method of determination of the state 

equation constants yields the standard deviation of 

0.02% and the maximum deviation of 0.17% from 

the array values. Differences in evaluation of flow 

parameters using the modified Benedict-Webb-

Rubin equation of state and Tammann equation in 

the axial gaps downstream of the subsequent stages 

are also described. These results will soon be 

validated by experimental data. 
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ABSTRACT
A solitary wave in two-dimensional, incom-

pressible, turbulent free-surface flow over a plane
bottom with small, constant slope is considered. The
flow is assumed to be slightly supercritical with
Froude numbers close to 1. If the flow far upstream
and far downstream is fully developed, a simple argu-
ment based on the law of momentum shows that for
a solitary wave to exist, the bottom friction cannot
be constant all along the channel bed. In [1] the sit-
uation was considered where the bottom roughness
of the channel is constant over some distance and
slightly higher than in the rest of the channel bed,
giving rise to a higher bottom friction coefficient. In
an asymptotic analysis in [1] an extended Korteweg-
De Vries (KdV) equation was derived to describe the
surface elevation of the fluid. Adopting this equa-
tion, we solved it numerically by posing an coupled
boundary-value eigenvalue problem and obtained re-
sults for stationary and transient wave solutions as
well as for the eigenvalue, which corresponds to dis-
tinct values of the bottom friction coefficient. While
the numerical solutions as compared to the asymp-
totic solutions agree qualitatively in the stationary
case, there were major differences found in case of
the transient solutions.

Keywords: extended Korteweg-De Vries equa-
tion, free-surface flow, solitary wave, turbulent
flow

NOMENCLATURE
H1 [−] dimensionless perturbation of

fluid surface elevation
L [−] dimensionless length of re-

gion of enlarged bottom
roughness

T [−] dimensionless time
V [−] dimensionless wave speed
X [−] dimensionless coordinate in

main flow direction
X0 [−] initial position of transient

asymptotic solution

Fr [−] Froude number
Re [−] Reynolds number
h [m] fluid surface elevation
k [−] root describing wave decay

behaviour
t [s] time
u [m/s] flow velocity in main flow

direction
x [m] coordinate in main flow direc-

tion
y [m] coordinate normal to main

flow direction
~g [m/s2] gravity acceleration vector
α [−] slope of channel bottom
β [−] expansion parameter
δ [−] auxiliary parameter
Γ [−] function characterizing region

of enhanced bottom friction
λ [−] eigenvalue
ε [m/s2] expansion parameter
ϕ [−] step function
∆T [−] numerical time step
∆X [−] numerical space step
` [m] length of region of enlarged

bottom roughness

Subscripts and Superscripts
T time derivative
X space derivative
m maximum (crest) value
r reference position far upstream
abc ensemble average
(0) lowest order in asymptotic expansion
+ unstable
− stable

1. INTRODUCTION
A solitary wave in two-dimensional, incom-

pressible, turbulent free-surface flow over a plane
bottom with small, constant slope α is considered,
see Figure 1. If the flow far upstream and far down-
stream is fully developed, a simple argument based
on the law of momentum shows that for a solitary
wave to exist, the bottom friction cannot be constant
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Figure 1. A solitary wave in open-channel flow.
The nomenclature was taken from [1], with over-
bars indicating ensemble-averaged quantities of
the velocity u(x, y, t) in direction x parallel to the
channel bottom and the surface elevation h(x, t).
The subscript r denotes some reference position
very far upstream where the flow is fully devel-
oped. The shaded region of length ` indicates a
region with increased bottom roughness.

all along the channel bed. Since the momentum flow
rate far upsteam and far downstream is the same,
the forces acting on a control volume of fluid must
balance. Forces arising from the hydrostatic pres-
sure cancel, too. If surface tension and surface shear
forces are neglected, the increased weight of the fluid
under the solitary wave must therefore be balanced
by increased bottom friction forces.
Following that argument, a situation as in Fig. 1 is
considered, where the bottom roughness of the chan-
nel is assumed to be constant over some distance `
and slightly higher than in the rest of the channel
bed, giving rise to a higher bottom friction coeffi-
cient. The flow is assumed to be slightly supercritical
with Froude numbers close to 1.
In an analysis given by Schneider [1], a cou-
pled asymptotic expansion of the Reynolds-averaged
Navier-Stokes equations was performed for differ-
ences of the Froude number to 1, (Fr − 1) ≡ ε → 0,
the Reynolds number Re → ∞, and the slope of the
channel bottom α → 0, with the remarkable fea-
ture that any recourse to turbulence modelling was
avoided. hr and ur were defined to denote the refer-
ence quantities of Reynolds-averaged fluid elevation
and volumetric mean velocity, respectively, in fully
developed flow. The main result of the asymptotic
analysis was an extended KdV equation describing
the surface elevation h = (1 + εH1)hr of the fluid in
terms of the dimensionless coordinate X = 3

√
εx/hr

and dimensionless time T = (9/2)ε3/2(ur/hr)t and
reads as follows:

H1,T = H1, XXX + (H1 − 1) H1, X − β [H1 − Γ(X)] .
(1)

The term extending the classical KdV equation in-
cludes a parameter β, which is small within the as-
sumptions of the asymptotic expansion and which
characterizes the effect of turbulent dissipation. The
function Γ(X) describes the increased bottom fric-

tion due to the increased roughness over the bottom
length ` and was assumed to be given as

Γ(X) = λϕ(X) (2)

with

ϕ(X) ≡ 1 for 0 < X < L,
and ϕ(X) ≡ 0 for all other values of X, (3)

where L = 3
√
ε`/hr was taken to be 1 in [1]. The

eigenvalue λ determines the amount of increase in
bottom roughness as necessary for the fluid to fulfill
the conditions of the law of momentum. Eq. (1),
together with the obvious boundary conditions for a
solitary wave

X → ±∞ : H1 → 0, (4)

was solved in [1] again by asymptotic methods for
small values of β.

2. STATIONARY SOLUTIONS

First, the stationary form of the extended KdV,
Eq. (1) with H1,T ≡ 0 was considered. The results for
this case were already presented in a previous work,
see [2].
For the friction-free case β = 0 and Γ ≡ 0, a well-
known analytical solution of Eq. (1) is the solitary
wave solution

H(0)
1 = 3 sech2[(X − X(0)

m )/2], (5)

with its crest located at the undetermined position
X(0)

m .
From the asymptotic theory in [1] it follows that to
lowest order in the expansion parameter β the solu-
tion of Eq. (1) is given by H1 = H(0)

1 , with X(0)
m ={

X(0)−
m = −0.8164, X(0)+

m = 1.8164
}

and λ = λ(0) = 12.

The two eigensolutions H(0)−
1 and H(0)+

1 termed sta-
ble and unstable in [1], corresponding to positions of
the wave crests X(0)

m = X(0)−
m and X(0)

m = X(0)+
m , respec-

tively, refer to the classical notion whether (full time-
dependent) solutions of Eq. (1) starting close to the
corresponding stationary solution will stay close to
or rather diverge, respectively, from the stable or un-
stable stationary solution in the limit of large times.
Numerical solutions of Eq. (1) may be obtained
by formulating a coupled boundary-value eigenvalue
problem with respect to the space variable X. In ad-
dition to the two boundary conditions in Eq. (4), Eq.
(1) needs to be supplemented by two further bound-
ary conditions, which may be posed as to obtain the
correct decay behaviour of H1 for X → ±∞. Assum-
ing H1 to decay as H1 ∼ exp(kX), Eq. (1) gives

k3 − k − β = 0, (6)
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with three roots which are real for β ≤ βmax ≈ 0.383.
For small values of β these roots are

k1 = − 1 + 1
2β + O(β2),

k2 = − β + O(β2), (7)

k3 =1 + 1
2β + O(β2).

In the numerical solutions presented in the following,
the two additional boundary conditions used were

X → −∞ : H1, X → k3, (8)
X → +∞ : H1, X → k1, (9)

with the corresponding exact solutions of Eq. (6).
The choice of k1 instead of k2 in Eq. (9) for X → +∞

gives a “fast” decay behaviour as compared to the
choice of k2 and was motivated by the results of the
numerical integration, which was carried out for both
choices and revealed rather large gradients close to
the right end of the integration domain in case of the
choice of k2, which was therefore dropped in the fol-
lowing considerations. The numerical solutions of
the full Eq. (1) for the stationary case were obtained
with the package MATLAB R2010A using the bvp4c
integrator. Typical values chosen were for the step-
size ∆X ≈ 2 · 10−3 and relative error tolerances of
10−9. The discontinuous function ϕ(X) defined in
Eq. (3) was replaced by the approximating function
1
4 (1 + tanh(X/δ)) (1 − tanh((X − L)/δ) with δ = 0.01
in order to avoid difficulties in determining numerical
derivatives.

3. TRANSIENT SOLUTIONS
In [1], a method originally due to Scott [3] was

applied to obtain an asymptotic solution for transient
values of the crest heights H1 m(T ) for L = 1, and
a first-order ordinary differential equation valid for
small values of β and slowly varying wave speeds V
of the solitary wave was obtained:

3
β

dV
dT

= 4(1 − V)

−12
{
tanh
[

1
2 (1 − X0 − VT )

√
1 − V

]
(10)

+ tanh
[

1
2 (X0 + VT )

√
1 − V

]}
.

The transient asymptotic solution thereby is still of
the form of a sech2 function, with its amplitude given
by 3(1 − V) and its crest being located at X(0)

m =

X0 + VT . For the special case of V ≡ 0, Eq. 10
gives just an algebraic condition with the asymp-
totic values for the stationary crest positions X(0)−

m

and X(0)+
m as solutions, which were obtained earlier

in the asymptotic analysis.
In solving Schneider’s full time dependent extended
KdV Eq. (1) numerically, transient solitary wave so-
lutions were obtained and compared to the asymp-
totic transient solutions following from Eq. (10). For
the case of the numerical transient solutions of the
full Eq. (1), the stationary solution obtained from the
eigenvalue problem of the stationary form of Eq. (1)
was shifted in X direction by values of −β and +β,

respectively, and posed as initial solution of the full
time dependent problem. While the time integration
was performed by a forward difference scheme, the
space integration was performed by fixing the value
of λ to the eigenvalue of the respective stationary so-
lution. Since the space integration procedure then re-
duces to a simple boundary value problem not involv-
ing the determination of an eigenvalue, one of the
four boundary conditions used in the stationary prob-
lem had to be dropped, which was chosen to be the
condition (8). The other boundary conditions for the
spacewise integration as well as the remaining con-
ditions for the numerical integration were kept the
same as in the stationary problem, in particular a fast
decay behaviour of the solutions was assumed. The
numerical solutions of the full Eq. (1) were again
obtained with the package MATLAB R2010A using
the bvp4c integrator in space and a forward differ-
ence scheme in time. Typically, a time step size of
∆T ≈ 1 · 10−1 was used, yielding Courant numbers
of about 0.4 or less.
For the case of the asymptotic transient solutions,
transient values of the crest heights H(0)

1 m(T ) were
obtained from Eq. (10) by solving an initial value
problem, in which the initial position X(0)−

m of the
asymptotic stable stationary solution H(0)−

1 m and X(0)+
m

of the asymptotic unstable stationary solution H(0)+
1 m ,

respectively, were shifted in X direction by −β and
+β, respectively.
In accordance between the numerical and the asymp-
totic analysis of Eq. (1), the transient numerical so-
lutions show that solitary waves starting close to also
converge to the stable stationary solution, whereas no
convergence to an unstable stationary solution fol-
lows. Figure 2 shows this result for β = 0.1 and
L = 1.

For the case of stable solutions, shown as solid
black lines, the height of crests initially located at
Xm = X−m − β or Xm = X−m + β converge to the sta-
ble stationary position Xm = X−m with the station-
ary crest height H−1 m, shown with a black “+” sym-
bol in Fig. 2, thereby justifying the identification
of these solutions as a stable solutions. Although
with different absolute values as compared to the nu-
merical solutions, the same is true for the transient
asymptotic solutions, shown as solid grey lines. The
height of crests initially located at Xm = X(0)−

m − β or
Xm = X(0)−

m +β converge to the stable stationary posi-
tion Xm = X(0)−

m with the asymptotic value of the sta-
tionary crest height H(0)−

1 m = 3, shown with a grey “+”
symbol in Fig. 2. In contrast to the numerical solu-
tions, the convergence of the asymptotic solutions is
different and shows no spiralling behaviour. This is a
consequence of the asymptotic expansion performed
to “lowest order” in β, leading to Eq. (10) valid for
slowly varying wave speeds, which cannot describe
the oscillatory fast time behaviour of the wave crest
heights seen in the numerical solutions.
For the case of unstable transient numerical solutions
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Figure 2. Crest heights H1 m of the transient nu-
merical solutions of Eq. (1) (in black) in com-
parison to the asymptotic solutions (in grey) as
function of their dimensionless position Xm, with
β = 0.1, L = 1 and fixed values of λ. The solid
lines represent stable transient solutions in the
sense that they converge to the stable stationary
solution with crest heights H−1 m and H(0)−

1 m , respec-
tively, shown as “+” symbol in black and grey, re-
spectively, which were found in the correspond-
ing coupled boundary-value eigenvalue problem
of the stationary form of Eq. (1) and in the asymp-
totic analysis in [1], respectively. The dashed lines
represent unstable transient solutions in the sense
that they diverge away from the unstable station-
ary solution with crest heights H+

1 m and H(0)+
1 m ,

respectively, shown as “x” symbol in black and
grey, respectively. Numerical integration domain
in space: X ∈ [−30, 50].

of Eq. (1), shown as dashed black lines in Fig. 2, the
height of crests initially located at Xm = X+

m − β or
Xm = X+

m + β diverge away from the unstable sta-
tionary position Xm = X+

m with the stationary crest
height H+

1 m, shown with a black “x” symbol. Again
with different absolute values as compared to the nu-
merical solutions, the same is true for the transient
asymptotic solutions, shown as dashed grey lines.
The height of crests initially located at Xm = X(0)+

m −β

or Xm = X(0)+
m + β diverge away from the unstable

stationary position Xm = X(0)+
m with the asymptotic

value of the stationary crest height H(0)+
1 m = 3, shown

with a grey “x” symbol in Fig. 2. While the un-
stable asymptotic solution for the solitary wave ini-
tially shifted to the right by the value +β decays in

the limit of large times, the corresponding numerical
solution converges to a different stationary solution,
with its values for the crest height and position seen
as the lower terminating point of the black dashed
line in Fig. 2. An analogon to this novel stationary
solution is not present in the asymptotic analysis in
[1]. The unstable asymptotic solution for the solitary
wave initially shifted to the left by the value −β fi-
nally converges back to the stable stationary solution.
The corresponding numerical solution converges to a
stationary solution again different to all the preced-
ingly determined stationary solutions, where the con-
vergence at the left side of the black dashed line takes
place in a spiralling manner, with its limiting values
for large times missing in Fig. 2. This stationary so-
lution is different from the stable stationary solution
determined previously, which is obvious since the
value of λ is different, but it is remarkable in the sense
that it represents a different eigensolution with a dif-
ferent eigenvalue to the stationary eigenvalue prob-
lem subject to the same boundary conditions as com-
pared to the previously determined stable stationary
eigensolution H−1 . Also to this novel stationary solu-
tion there is no analogon in the asymptotic analysis
considered here. This leads to the conclusion that the
eigenvalue problem is degenerate and naturally raises
the questions of how many eigensolutions exist and
which of them will actually be realized.
Figure 3 shows the shapes of the numerical solutions
of Eq. (1) for β = 0.1, L = 1. The line marked
T = 200 represents the solution resulting from per-
turbing the stable stationary solution H−1 obtained
from the original eigenvalue problem from its orig-
inal position Xm = X−m to the left by the amount
−β after a time T = 200. This solution is almost
identical with the stable stationary solution. The line
marked H+

1 represents the unstable stationary solu-
tion obtained from the original eigenvalue problem.
The line marked T = 300 represents the novel sta-
tionary solution resulting from perturbing H+

1 from
its original position Xm = X+

m to the right by the
amount +β, the crest of which had appeared as the
the lower terminating point of the black dashed line
in Fig. 2. The line marked T = 68 represents the
solution which crest was seen as the the terminating
point on the left end of the black dashed line in Fig.
2, resulting from perturbing H+

1 from its original po-
sition Xm = X+

m to the left by the amount −β. This
solution may give an idea of how the novel station-
ary solution it is approaching to will be looking like.
At least in the case of the solution marked T = 300,
this makes clear why an analogon to this solution is
not accessible via an asymptotic expansion to low-
est order at the current stage, since the considerable
differences to the solitary wave may not be seen as a
small perturbation in terms of the parameter β.

4. CONCLUSION
Solitary waves in turbulent open-cannel flow are

governed by an extended KdV equation which was
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Figure 3. Shapes of the numerical solutions of Eq.
(1) for β = 0.1, L = 1. The line marked T = 200
represents the resulting solution of H−1 being ini-
tially shifted by −β after a time T = 200. H+

1
represents the unstable stationary solution. The
line marked T = 300 represents the resulting so-
lution of H+

1 being initially shifted by +β after a
time T = 300, and the line marked T = 68 rep-
resents the resulting solution of H+

1 being initially
shifted by −β after a time T = 68.

derived in [1] without any recourse to turbulence
modelling. The problem of finding stationary soli-
tary waves for a piecewise constant enhanced bot-
tom roughness in the cannel may be formulated as
a coupled boundary-value eigenvalue problem, with
the eigenvalue determining the necessary amount of
increase in bottom roughness for the wave to com-
ply with the law of momentum. For given values
of the parameters, two eigensolutions were found
corresponding to a stable and an unstable station-
ary wave in the channel. This is in accord with an
asymptotic analysis of the stationary problem, given
in [1]. In determining transient solutions, waves
starting close to also converge to the stable station-
ary solution, whereas no convergence to an unstable
solution follows. Instead, the solutions starting close
to the unstable stationary solution converge to novel
stationary solutions, a feature not being present in the
asymptotic analysis. This reveals the problem that
multiple solutions to the eigenvalue problem exist,
with solutions differing considerably from the classi-
cal soliton solution.
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ABSTRACT

In past studies, many approaches to predict
windage losses in gaps between concentric cylinders
have been performed. Especially the case of a ro-
tating inner cylinder was the object of many invest-
igations. When applying the results of the latter in-
vestigations to predict the power loss in a rotor-stator
system, large variations are discovered in the result-
ing data. This effort illustrates an attempt to predict
these losses with a more general model, having a lar-
ger scope of application. For this, a dimensional ana-
lysis is used to show the main influences on a Rotor-
Stator System. A test setting is presented, which al-
lows the modification of some of the identified para-
meters. All experiments are performed with water
and include amongst others, large ranges of Reyn-
olds number and gap size. Using numerical invest-
igations, the findings of the experiments will be sup-
ported and improved and the torque needed to actuate
the rotor is validated with measured values. Experi-
mental and numerical results are combined to create
a new, one-dimensional prediction of windage losses
depending on geometry and Reynolds number. The
investigations are based on an electrical engine, used
to actuate turbomachinery. It is also used as a hybrid
engine device in other forms of industrial application,
but the results can also be applied to journal bearings
and similar problems.

Keywords: dimensionless torque, friction losses,
wall bounded flow, windage losses

ρ density kg
m3

ν kinematic viscosity Pa s
µ dynamic viscosity Pa s
T temperature K
M torque Nm
s1 axial gap between Rotor and

Stator side 1
mm

s2 axial gap between Rotor and
stator side 2

mm

h gap size mm
rA stator radius mm
ri rotor radius mm
l rotor length mm
G dimensionless torque −
ri
ra

gap ratio −

Regap gap Reynolds number −

Reax axial Reynolds number −

Rerad radial Reynolds number −

Recirc circumferential Reynolds
number

−

NOMENCLATURE
1. INTRODUCTION

In times of increasing importance of high effi-
ciency devices and improvement in energy usage,
many research topics deal with the subject of increas-
ing power density, especially in electrical drives. One
of many approaches for electrical motors is to in-
crease the rotational speed to lift the output power.
An electrical drive is often built with a small gap
between a rotating part and a stationary part. With in-
creasing superficial velocity of rotating parts in small
gaps, friction losses can increase up to values that
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highly influence the efficiency of the device. Many
theoretical and experimental approaches to determ-
ine the losses in electrical motors and other quickly
rotating machinery have been made without lead-
ing to a generally valid formulation to predict the
power losses. The goal of this effort is to sim-
plify the electrical engine as a rotor-stator system
like a Taylor-Couette flow and formulate a gener-
ally valid law, based on theoretical approaches and
numerical and experimental investigations. A one-
dimensional method to predict the losses due to fluid
friction (windage losses) in gaps between a rotating
inner cylinder and a stationary outer cylinder will be
provided. An overview of historical and more recent
work shows the inaccuracy of the existing formula-
tions for some sort of applications. Even in newer
publications, the references used to predict perform-
ance is based on methods developed in the late 60s,
who neglect the influence of important parameters
on the power loss, because they are formulated for a
very specific point of use. Therefore they are not suit-
able for the prediction of windage losses in a large
range of geometrical parameters or state of flow. An
overview is given, a variety of geometries are simu-
lated using CFD, a test bench is used to validate the
numerical results and a new formulation is presented.

2. OVERVIEW
A large number of theoretical and experimental

investigations have been made in the field of windage
losses. For a better overview, the different publica-
tions are split up in two groups, experimental mod-
els and analytical or theoretical models. Most of the
models define the power loss by a dimensionless fric-
tion factor which has to be calculated through an im-
plicit formula. The authors that developed a new for-
mulation for windage losses are depicted in table 1,
together with the boundary conditions of the invest-
igations, represented by fluid, gap size and gap ra-
tio (definition see chapter 3: Dimensional Analysis
and Pi-Theorem), the gap Reynolds number and the
factors, used to predict the windage losses according
to the formula presented in chapter 2.3: Summary of
Investigations and Problems.

2.1. Experimental models
The first experimental investigations with Wa-

ter have been made by Yamada [1]; [2] in 1960 and
1961. His experimental setup consisted of two con-
centric, smooth cylinders, the inner one rotating. The
power loss is determined by measuring the torque on
the stationary part. Additional experiments tried to
describe the influence of grooves in the surface of
both, rotating and stationary part. In 1967, Mack
[3] published his thesis covering air friction in small
sized electrical motors running under ambient pres-
sure in air. In 1968, Vrancik [4] tested an electrical
motor running under an atmosphere of Argon and
Freon-12 under different pressures from 0.3 to 2.75
bara. In addition to his experimental investigations,

he analytically determined a formula to predict the
power loss. The experiments are performed with
smooth rotors and with macroscopic grooves. Gor-
land et Al. [5] investigated a smooth Rotor in air
under ambient pressure in 1970. In 1992 , Lathrop
et Al. [6] investigated a fixed gap containing wa-
ter and water-glycol-mixture. Later that year, they
slightly extended the range of the Reynolds-Number
without formulating a new law [7]. Later on, in 2009
and 2010, Bruckner [8] and Wright [9] conducted the
first experiments under high-pressure CO2 and even
in supercritical CO2. Bruckner also performed ex-
periments in He and N2 under different pressures up
to 20 bara. His experimental values were partly in
good accordance to the results of Vrancik. Raymond
et Al. [10] tested a smooth Rotor supported by mag-
netic bearings and compared the results with different
models by Kasarda [11], [12] and White [13]. Saari
[14] is analysing high-speed induction machines and
the power losses in them. He refers to Vrancik, Mack
and Yamada.

In the last few years, the topic of windage losses
rose in importance. Most of the recent investiga-
tions only tried to predict windage loss in a very spe-
cific context, like an electric drive or a high-speed
gearbox. Kiohey et Al. [15] used the correlation
by Vrancik to estimate the power losses in a 60kW
electrical drive for the use in hybrid energy vehicles.
Iversen [16] refers to the measurements of Bruckner
[8], Vrancik [4] and Schlichting [17] to predict the
windage losses of a turbo-compressor for use in a su-
percritical CO2-Brayton-cycle. Kus and Neksa [18]
tried to develop a model for initial design of turbo
compressors for CO2, using the correlations used by
Vrancik [4] and White [9]. In the same Year, the
same formula is used in their second publication [19].

In addition to the static-state investigations, Ya-
mada [1]; [2] and Gazley [20] investigated the influ-
ence of an axial flow through the gap. The axial flow
will not be investigated in this paper.

2.2. Analytical and theoretical models

The first theoretical approaches by observing
boundary layer time and curved streamlines in rotor-
stator-systems was made by Schlichting and Gertsen
[17]. Recent theoretical work was published by Pirro
and Quadrio in 2006 [21]. They were the first to
analyze influence of a dimensionless factor of gap
size and rotor diameter. They analyzed the investig-
ations of different researchers like Lewis and Swin-
ney [22]. The formulated law expresses the power
loss as a function of fluid, geometry, von-Karman-
constant and two different constants, dependent on
gap size. No own experiments have been made.
The same proceeding is done by Eckgart [23] in
2007. They use the same experimental values as
Pirro and Quadrio, except for another value for the
von-Karman-constant. Due to this constant, their for-
mula is slightly different from Pirro which leads to
a different prediction of the power loss. None of the
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Figure 1. Comparison of different predictions for
the same boundary conditions

above verified their assumptions by own experiments
or simulations.

2.3. Summary of Investigations and Prob-
lems

In table 1, the different investigations are listed,
together with the gap size, the gap ratio, the gap
Reynolds number and the two constants a and b for
the friction coefficient used in the following equation.
All investigations describe the power losses by intro-
ducing a friction factor C f . C f can be determined by
iteratively solving the following equation

1
√c f

= a + b · ln
(
Re ·
√

c f

)
(1)

The constants a and b are provided by every au-
thor. As a and b are specified by a curve fit through
the gained data, none of the authors took into account
the influence of the gap ratio. Only Pirro [10] col-
lected data from other publications to provide a first
approach in this idea, without validating his results
by a new experiment.

Figure 1 shows the predicted windage losses ac-
cording to the different publications for a fictional
test-case which lies within the validated bounds of
the laws. Depending on the source, the losses vary a
lot. Between the smallest and the largest prediction, a
factor of 9 can be found. This is expected to be ares-
ult of the assumption that the losses only depend on
the Reynolds number. Different Geometries or dif-
ferent states of flow with the same Reynolds number
predict the same losses, which is not correct.

3. DIMENSIONAL ANALYSIS AND PI-
THEOREM

To examine the fundamental influences on power
loss and friction, the different dimensions in a rotor-
stator system like the present one are analyzed. The
Buckingham PI-theorem is applied to the system and
the dimensionless factors are investigated. In gen-
eral, the system can be visualized as follows in Fig-
ure 2. The inner cylinder, called rotor (depicted in
dark gray) is rotating within a stationary cylinder
(shaded in the right illustration), called stator. The
space between the two cylinders (height h) is filled
with a coolant, e.g. water or another process fluid.
The full length of the rotor is marked with l. Due
to mechanical requirements, small gaps between the
front surfaces of the rotor and the front surfaces of
the stator exist (s1 and s2). These small gaps lead
to so called front-surface influences, who have an in-
fluence on the flow structure in the gap. In addition
to the depicted geometrical and material properties,
three velocity components are used to describe the
state of flow.

A large variety of geometrical parameters can be
set, describing the entire system explicitly. One of
the main dimensions of this system is the diameter
of the rotating part. All other dimensions can be ex-
pressed based on this dimension.

Πs1 =
s1

ri
; Πs2 =

s2

ri
; Πra = λ =

ra

ri
; Πh =

h
ri

; Πl =
l
ri

(2)

The flow state can be expressed by three Reyn-
olds numbers, based on the three velocity compon-
ents. For the present case, a cylindrical coordinate
system with axial, radial and circumferential velocity
components can be used.

ΠReax =
ρhcax

ν
; ΠRerad =

ρhcrad

ν
; ΠRecirc =

ρhccirc

ν
(3)

For the upcoming results, the circumferential
gap Reynolds number, built with circumferential sur-
face velocity of the rotor and the gap size h, will be
used. In the present investigations, the general para-
meter defining the geometry and the flow state in the
system are the circumferential and the gap-Reynolds-
number Recirc and Regap, the gap-ratio and the length-
to-radius ratio of the rotor ra/ri and l/ri. The power
loss can be expressed in accordance to [21] and [22]
by the dimensionless torque G, which follows dir-
ectly out of the dimension analysis.

ΠG = G =
M

lρν2 (4)

None of the authors listed above varied the gap
ratio (see Table 1) in a wide range, therefore no gen-
erally valid law could be formulated. The goal of the

CMFF15-113 517



Table 1. Summary of other authors
Author Medium Gap size / ratio Regap a b
Yamada [1] Water 0.431 3.315 /

0.897 - 0.986
0 − 3 · 104 2.04 1.786

Gazley [9] Air 0.43 mm / un-
known 102 − 106 2.04 1.786

6.00 mm / un-
known

Vrancik [4] Argon. Freon-12 1.02 mm /

0.9848
106 2.04 1.786

Lathrop [6] Water-Glycerol-
Mixture

60.6 mm /

0.7253
103 − 106 -1.63 1.52

Lathrop [7] Water-Glycerol-
Mixture

60.85 mm/

0.7246
800 − 1.23 ·106 -1.63 1.52

Lewis [22] Water-Glycerol-
Mixture. Water-
Ethylen-Mixture

60.86 mm /

0.724
2 · 103 − 106 - 1̇.83 1.56

Pirro [21] No values given : Theoretical approach

√
(π)∗η

(1−η) ·[
N + M · ln

( √
(π)·η

1−η

)] √
(π)·η

(1−η) · M

M = 1.56. N = -1.83 M = 1.56
Eckhardt
[23]

See [6]. [7]. [22] 60.86 mm /

0.724
2 · 103 − 106 No friction factor

Bruckner
[8]

CO2. N2. Air 0.47 4.572mm /

0.79 0.97
103 − 5 · 106 none None

Wright [9] CO2 3.175 mm /

0.888
unknown See [4] See [4]

Table 2. Overview over considerated parameters
Author Reynolds

number
Gap
ratio

Length
ratio

experimental
validation

Yamada [1] • ◦ ◦ •

Gazley [20] • ◦ ◦ •

Vrancik [4] • ◦ ◦ •

Lathrop [6] • ◦ ◦ •

Lathrop [7] • ◦ ◦ •

Lewis [22] • ◦ ◦ •

Pirro [21] • • ◦ ◦

Eckhardt [23] • ◦ ◦ •

Bruckner [8] • ◦ ◦ •

Wright [9] • ◦ ◦ •

Figure 2. Schematics of a Rotor-Stator-Device
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present paper is to identify a dependency between di-
mensionless torque, Reynolds number and gap ratio
in the form of:

G = m · Reα (5)

Where m and α are both functions of ra
ri

. This
approach contains the advantage, that the power loss
is not only a function of Reynolds but a function of
Reynolds and geometry. Table 2 gives an overview
whether or not the above-named authors considered
Reynolds number, gap ratio or length ratio in their
laws.

4. EXPERIMENTAL AND NUMERICAL
INVESTIGATIONS

4.1. Experimental Setup
The water test rig is built in acrylic glass to allow

optical access to the rotating parts. A schematic pic-
ture of the test bench is depicted in figure 3. Between
the outer cylinder and the inner one several different
cylinders can be mounted to vary the gap size and gap
size ratio. As depicted in table 3, the present test rig
can extend the range of validated research to smaller
gap ratios (which means larger gaps).

A rotating shaft is suspended in two alloy lids.
One end of the shaft exits the wet area to be connec-
ted to a clutch. An electrical Motor with a maximum
rotation speed of 10,000 RPM is powering the sys-
tem. The driving-torque and rotation speed is de-
termined by a torque transducer with a measuring
range corresponding to the expected values. Motor,
torque transducer and shaft are coupled by metal bel-
low couplings. The rotating shaft is covered with
three cylinders, each 27mm in radius. The middle
one is fixed on the shaft and rotates with the same
speed. The two smaller outer ones are suspended on
the shaft by ball bearings. They rotate with a lower
rotation speed, only driven by friction of the bearings
on the inside and the fluid on the outer surface. The
two outer cylinders are assembled to reduce the ef-
fect of the front surfaces on the flow and allow an
estimation of the torque on the shell of the cylinder
without the torque provided by the front faces. Due
to the power loss inside of the test bench, the temper-
ature of the water rises. As the kinematic viscosity
of water reduces with rising temperature, this effect
allows to test in a wider range of Reynolds number
than with constant temperature. Therefore, the tem-
perature is measured using a PT100 probe. All meas-
urement data is acquired over a period of 10 seconds
and averaged over that time span to avoid statistical
influence on the measured data. To ensure statistical
independence, every working point is tested several
times in independent series.

As the radius of the shaft and the rotation speed
of the two outer cylinders are small compared to
the middle cylinder, the effect on the torque and the
losses can be seen as small. Numerical investigations
will prove that estimation to be accurate. In table 3,

the gap ratios used from other authors is depicted in
comparison to the present test rig.

4.2. Numerical Setup
The numerical investigations are performed with

ANSYS CFX 14.0 To verify the validity of the meas-
urement, the exact geometry of the test bench with
the material properties of Water at 25◦ are simulated.
All geometries consist of two concentric cylinders,
the inner one rotating. The geometry of the outer cyl-
inder is varied to set different gap sizes and gap ra-
tios. For every rotor-stator-combination, a variation
of rotational speed is examined, to vary the Reyn-
olds number. Only a cutout of 45◦ is simulated with
periodic boundary condition on the cut planes. Cal-
culations with larger cut angles are done to verify the
values. The meshes are created using ANSYS ICEM
CFD with a structured blocking, using only hexa-
hedral elements. Near wall refinement is applied.
The meshes contain 1.2 million elements. The gap
is meshed with at least 55 elements in height, 400
in length and resolved in steps of 1◦ in circumfer-
ential direction. The surface mesh on one periodic
surface and a magnification of a near wall region is
depicted in figure 4. The fluid is modeled by iso-
thermal water. The temperature rise in the test rig
is neglected in the simulations. By simulating the
same range of rotational speed, the maximum Reyn-
olds number reached is about 20 % lower than in
the experiment. All walls are set as smooth walls
with no slip boundary condition. As all rotating parts
are rotational symmetric, the wall velocity can be set
to rotating wall and calculations can be performed
in a stationary reference frame. The convergence is
monitored and a residual target of 10−5 for mass and
momentum residuals is reached for almost all of the
simulations. A minimum of 1500 steps with an auto-
matic time step is calculated. To validate the conver-
gence, the torque on the rotating part is monitored
as a target criterion. After the 1500 steps, all calcula-
tions reached a minimal oscillation of the target value
of under 3 % of the value.

The numerics are performed in steady state sim-
ulations and using a specified blend factor of one for
the advection scheme and a second order scheme for
turbulence. The turbulence models have been var-
ied, using k - ε, k - ω and SST model. The
mesh sizes are varied from smaller to larger meshes
to prove mesh-independent target values. The best
accordance is reached with SST model and a near
wall refinement to y+-values of under 10. A finer
wall treatment only leads to longer calculation times
without improving the result.

5. RESULTS OF THE EXPERIMENTAL
AND NUMERICAL INVESTIGATIONS

5.1. Discussion of the numerical results
The numerically calculated dimensionless

torque G as defined in chapter 3 as a function
of the gap Reynolds number Regap =

rrotor ·ωrotor ·ρ
µ
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Figure 3. Cut view of the test Bench

Figure 4. Mesh and magnification of near wall treatment

Table 3. Comparison of gap ratio determined in this paper to other authors
Present gap ratios 0.5 - 0.6 0.6 - 0.7 0.7 - 0.8 0.8 - 0.9 0.9 - 0.98
analysis done by none none Lathrop [6],[7], Lewis

[22], Eckhardt [23]
Wright [9], using the
equation of Vrancik
[4], Bruckner [8]

Yamada [1], Vrancik
[4], Bruckner [8]
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Figure 5. Numerical results

for different gap ratios is shown in figure 5. Five
different curves are depicted. Every curve displays
the dimensionless torque for one specific gap ratio λ.
It consists of several data points, obtained by varying
the rotational speed from 1,000 to 10,000 RPM in
steps of 1,000 RPM. The curves are depicted in a
double-logarithmic manner. The legend shows the
gap ratio and the source of the data points (SIM
for simulation). The range of Re is from 5,000
to about 75,000. They all show a similar gradient
and are shifted laterally. With increasing gap size
(decreasing gap ratio), the curve has a lateral offset
to higher Reynolds numbers. This shows, that the
losses must not be a function of Reynolds number
only, but also of geometry.

Knowing this fact, one can observe a local min-
imum in the losses, when varying the gap ratio
without changing the rotation speed. When calculat-
ing the losses with a friction factor, with decreasing
Regap and constant Recirc, material data and length ra-
tio, the losses increase. The fact that there is a local
minimum at a specific gap ratio could not be repro-
duced. Experiment and numerical data both show
this behavior. The numerically calculated losses in
the test rig for different gap sizes with water at 20◦C
at a rotational speed of 7000 RPM in dependency of
the gap ratio are depicted in figure 6. With decreasing
gap ratio, the losses decrease until reaching a turning
point at a gap ratio of about 0.93, from which on the
losses increase slightly.

5.2. Discussion of the experimental results
A test run with air is done to validate the bearing

and friction torque of the sealing. The results are de-
picted in figure 7. This amount of torque is used as an
offset to calibrate the loss calculation. At maximum
rotation speed, the torque offset is about 0.5 percent
of the losses.

To ensure reproducible and statistically valid res-
ults, every data point consisting of gap ratio and ro-
tational speed is tested ten times for a total of ten
seconds. As the water temperature rises during the

Figure 6. Local minimum in power loss distribu-
tion

Figure 7. Torque of test run in air

Figure 8. Experimental results
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Figure 9. Comparison of experimental and nu-
merical results

measurement, the water is changed regularly. Like
this, it can be assured that the results are independent
from each other. To reduce a dependency of the pre-
vious state of flow, the test rig is randomly stopped
and the different rotational speeds are not tested in
the same order.

The dimensionless torque for different gap ratios
is depicted in a double-logarithmic diagram in figure
8. The dimensionless torque rises with rising Reyn-
olds number in a potential manner for every gap ratio.
The slope of the curves is very similar, but reduces
slightly with decreasing gap size (increasing gap ra-
tio). With decreasing gap ratio, the curves have a
lateral offset to higher Reynolds numbers. The data
points of each gap ratio are in very good accordance
to each other and repeatable.

5.3. Comparison of the results
The numerical and experimental results show

a similar behavior. With increasing gap ratio, the
dimensionless torque experiences an offset in hori-
zontal direction. A comparison for two numerical
and four experimental curves is depicted in figure 9.

When comparing the numerical and experi-
mental data, it can be observed, that the numerical
data has a slightly steeper curve than the experi-
mental one. When fitting a potential function in form
of

G = m ∗ Reα (6)

through the data, the characteristic form of the
curves are represented by the numerics and experi-
ment, but the absolute values differ from the experi-
mental ones. When describing the factor m and expo-
nent α only as function of the gap ratio, the character-
istics is reproduced quite well. Figure 10 shows the
trend of m and α as function of gap ratio. To predict
the power loss in a certain system, factor and expo-
nent for the corresponding gap ratio can be deducted

Figure 10. Factor and exponent for prediction of
power loss

Figure 11. Curve fit data for factor and exponent

from the graph. To formulate a mathematical law to
directly calculate the windage losses, the dependency
of the geometry can be calculated by a least squares
curve fit through the data points which represents the
characteristics of the curve. The best fit seems to be
a model with the following assumptions:

G = m · Reα

where m is a function of the geometry and α is nearly
constant. m can be expressed by two constant coeffi-
cients c1 and c2 to fit in the function m = c1 ·

[
1

1−λ

]c2

α = constant ; αsim = 1.83 and αexp = 1.65
and
c1sim = 0.0087 and c2sim = 2.4335
c1exp = 0.0622 and c2sim = 2.479

The curves for m and α as a function of the mod-
ified gap ratio λmod = 1

1−λ are shown in figure 11.
The experimental and numerical results show

clearly, that a dependency of dimensionless torque
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Figure 12. Comparison of Losses for Simulation
Data and the analytical formulas obtained by Ex-
perimental and numerical Data set

and therefore power losses from Reynolds and geo-
metry exists. A discrete formula for the prediction
of lateral displacement and slope of dimensionless
torque as function of geometry has been shown and
increased the accuracy of windage loss prediction for
a large range of gap ratio and Reynolds number. A
Comparison for the test rig with a gap ratio of 0.54
filled with water at 42◦C and a rotational speed of
7000 RPM is shown in figure 12. A very good agree-
ment between the analytical models and the numer-
ical data over a large range of gap ratio can be ob-
served.

5.4. Uncertainities in the experimental in-
vestigations

The flow structures in the system are highly
turbulent, which leads to oscillating values for the
torque. A temperature rise in the system ca be meas-
ured during the tests. By measuring torque, tem-
perature and rotational speed over a longer period
of time, the oscillation of the values is averaged to
a mean value. The temperature measurement by
PT100 probe is a delayed and punctual measurement.
Especially when rotating at high speeds, the losses
rise up to values that heat up the entire test bench.
A non-uniform temperature distribution in the test
bench can lead to false values and falsify the calcula-
tion of Reynolds-number and dimensionless torque.
The torqe transducer has a non-linearity and a gen-
eral uncertainity of 0.2% of the measuring range.

6. CONCLUSION
A study of the existing predictions for windage

losses has shown that many formulations are only
valid in a small range of gap ratio λ or Regap. A
test rig for water has been described and the exper-
imental results are shown as well as the simulations
of the test rig. A dependency of the power loss in the
system on Regap and λ has been proven for simula-

tion and experiment. Based on both data sets, a new
formulation for the losses is presented.

Further experiments with different test rigs and
further numerical investigations will improve accur-
acy of the given formula and extend the range of
Regap and gap ratio λ. Both, numerical and ex-
perimental investigations have been conducted using
smooth rotor and stator geometries. The influence
of surface roughness (e.g. technical/manufactured
roughness or sand grain roughness) may be investig-
ated in further studies. Possible effects of compress-
ibility of the fluid may also be investigated in other
tests.
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ABSTRACT 
Decelerated swirling flows in conical diffusers 

(e.g. discharge cone of hydraulic turbines), can 
develop self-induced instabilities for some 
configurations of incoming flow. An upstream 
steady and axis-symmetrical flow becomes 
unsteady and three-dimensional. As a result, a 
characteristic precessing helical vortex and 
associated pressure fluctuations that hinder the 
operation of hydraulic turbines. This paper 
introduces a novel approach for mitigating the 
swirling flow instabilities using a diaphragm into 
the cone. Consequently, the severe flow 
deceleration and corresponding central quasi-
stagnant region are diminished, with an efficient 
mitigation of the precessing helical vortex and its 
associated pressure fluctuations. Five cases (one 
without and four with diaphragm) are numerically 
investigated. It is shown that the diaphragm can 
mitigate the unsteadiness. Moreover, the dynamic-
to-static pressure recovery and hydraulic losses in 
the conical diffuser are computed.  

Keyword: conical diffuser, diaphragm, 
numerical study, precessing helical vortex 

NOMENCLATURE 
A [-] equivalent amplitude 
CKR, CPR [-] kinetic and potential recovery                                                                   

coefficients, respectively 
Ad         [m2] diaphragm interior area 
Ao         [m2] test section outlet area 
Ar         [m2] areas ratio 
Dt            [m]          reference diameter from the throat 
of the convergent-divergent test section,  Dt = 0.1 

LVK        [-] von Karman length scale 
Sh  [-] Strouhal number 
Vt [m/s] reference velocity from the throat 

of convergent-divergent test section 
d [m] diaphragm interior diameter 
f [Hz] dominant frequency 
pRMS [Pa] random mean square of the 

pressure  signal 
Π, K, E [W] potential, kinetic and mechanical 

energy fluxes, respectively 
ρ [kg/m3] density 
ζ [-] energy loss coefficient 
χ [-] kinetic-to-potential energy    

recovery ratio  

1. INTRODUCTION  
In last three decades the development of energy 

systems imposes new requirements in operating of 
hydraulic turbines due to energy market. In 
particular, their operation on a wide range, far away 
from the best efficiency point. Such requirements 
have emerged on the need to maintain some balance 
between production and consumption to the 
inclusion of fluctuating energy sources (e.g. wind 
energy, photovoltaic), and on the other hand, from 
economic considerations related to market 
fluctuations of electricity prices. Although e.g. 
Francis turbines are designed to operate at best 
efficiency point or close to, they get to be operated 
at part load. The fact that the runner blades are not 
adjustable lead to unwanted hydrodynamic 
phenomena leading to a rapid growth of hydraulic 
losses reflected in turbine efficiency. Moreover, the 
hydrodynamic instabilities generate severe pressure 
fluctuations in the draft tube cone.  
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These phenomena are known for a long time, but 
their effects are felt more acutely today. 

The software and hardware development in the 
recent years make 3D turbulent and unsteady 
swirling flow simulations possible. Ruprecht et al. 
[1] have used the finite element software product 
called FENFLOSS developed at Stuttgart 
University to determine the 3D swirling unsteady-
flow with precession characteristics. Zhang et al. [2] 
has studied the origin of the pressure fluctuations on 
the Francis turbine operating at part load operation. 
These fluctuations are responsible for structural 
turbine damages and even power plant damages. 
Muntean et al. [3] have performed a 3D numerical 
analysis of the swirling flow in simplified test 
section geometry. The computed vortex rope using 
numerical simulation has a similar configuration 
with that observed on experimental test rig. A 
comparison between experimental results and 2D 
axis-symmetric numerical simulation was 
performed by Susan-Resiga et al. [4]. This work 
proved that a 2D axis-symmetric simulation is able 
to capture very well the measured velocity profiles 
at different levels along to the draft tube cone. Also, 
it was demonstrated that a 2D axis-symmetric 
simulation is able to capture the steady field similar 
to a 3D numerical simulation. However, it is 
obviously that the unsteady pressure filed cannot be 
computed based on 2D axis-symmetric simulation. 
Consequently, 3D numerical simulation is used in 
order to assess the new control method.  

Several groups have used the test case 
developed at Politehnica University Timisoara 
(UPT) called “Timisoara swirl generator” to 
validate numerical results against experimental data 
[5]. Petit et al. [6] have used OpenFoam code for 
numerical analysis of swirling flow generator along 
with convergent-divergent test section. A numerical 
calculation, which involved comparing and 
validating the results of the FLUENT code, was 
analysis by Ojima et al. [7]. The conclusion of these 
investigations was that different numerical codes 
were able to capture the numerical results of the 
experimental data very well. The drawback of this 
study is that the time of three-dimensional 
calculation is large, so it is difficult to calculate a 
number of operating regimes in a short time. In 
order to eliminate or to mitigate the instabilities 
from the draft tube cone different techniques have 
been implemented in hydraulic turbines [8-13]. 
These methods lead to reducing the pressure 
pulsations over a narrow regime but they are not 
effective or even increase the unwanted effects. 

The fundamental problem addressed in this 
paper is studying from numerical point of view, a 
new passive control method of the decelerated 
swirling flow with helical vortex breakdown. The 
new method involves the use of a diaphragm 
installed into the conical diffuser [14]. 

The second section presents the problem setup 
for numerical analysis, including the computational 
domain and boundary conditions. Section 3 
analyzes the flow field quantifying the hydraulic 
losses and kinetic-to-potential energy conversion. 
Also, the unsteady pressure field analysis is 
performed for the cases with the diaphragm with 
respect to the case without it. The conclusions are 
summarized in last section. 

2. COMPUTATIONAL DOMAIN AND 
BOUNDARY CONDITIONS 

The computational domain corresponds to 
convergent-divergent part of the swirling flow 
apparatus developed at Politehnica University 
Timisoara (UPT) [15]. The convergent section is 
bordered by the annular inlet section and the throat 
(Fig. 1). The annular inlet section is considered just 
downstream to the runner blades. The divergent 
section includes a discharge cone with semi-angle 
of 8.5° similar to FLINDT project [16] and a pipe. 
Four values of the diaphragm interior diameter of   
d = 0.134, 0.113, 0.1, 0.88 m are considered in this 
numerical study. The diaphragm is located at the 
cone outlet. Table 1, shows the areas ratio between 
diaphragm interior area and outlet test section area. 

Table 1.  

Diaphragm 
interior 
diameter  
d [m] 

Diaphragm 
interior area 
Ad [m2] 

Test 
section 
outlet 
area 
Ao [m2] 

Areas 
ratio  
Ar [%] 

0.134 0.014 0.02 70 
0.113 0.01 0.02 50 
0.1 0.0078 0.02 40 
0.088 0.006 0.02 30 

 
The computational domain with diaphragm is 

presented in Fig. 1. A structured mesh with 2.7M 
cells is generated on each computational domain 
(with and without diaphragm).  

Boundary conditions imposed for each case uses 
a velocity profile at the inlet, and average pressure 
on the outlet of the section. The inflow boundary 
conditions are obtained computing the flow 
upstream. As a result, the inlet velocity profile 
(axial, radial and circumferential velocity 
components) as well as the turbulent quantities 
(kinetic energy and turbulence dissipation rate) 
corresponding to a runner speed of 1000 rpm are 
imposed on annular inlet section. Figure 2a, b, 
shows the velocity profiles from the inlet test 
section. 3D unsteady numerical simulations with 
and without diaphragm were performed using the 
FLUENT code in order to assess the new approach. 

For the numerical setup it was used SAS 
turbulence model. SAS modelling is an approach 
for simulating unsteady turbulent flows.  
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SAS can be applied in combination with most ω-
based URANS turbulence models [17, 18]. 
 

 

Figure 1. 3D computational domain of the case 
with diaphragm. 

a)  

b)  

Figure 2. Velocity profiles from the inlet test 
section 

The original SAS model was formulated as a 
two-equation model, with the variable tLk
for the scale equation: 
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 The main new term is the one including the von 

Karman length scale LvK,, which does not appear in 
any standard RANS model. The second velocity 
derivative allows the model to adjust its length scale 
to these structures already resolved in the flow. This 
functionality is not present in standard RANS 
models. The term LvK can be transformed and 
implemented into any other scale-defining equation 
resulting in SAS capabilities as in the case of the 
SAS-SST model. For the SAS-SST model, the 
additional term in the ω-equation resulting from the 
transformation has been designed to have no effect 
on the SST model’s RANS performance for wall 
boundary layers. It can have a moderate effect on 
free shear flows. The SAS model will remain in 
steady RANS mode for wall bounded flows and can 
switch to SRS mode in flows with large and 
unstable separation zones.  

The time step for the numerical simulations in 
both cases was t = 0.56 ms. All numerical solutions 
were converged down to residuals as low as 10-3. 
Pressure monitors denoted L0…L3 have been 
achieved on 4 levels. The axial distance between 
two consecutive pressure taps located on the cone 
wall is 50 mm. 

3. NUMERICAL RESULTS 

3.1. Unsteady pressure analysis 
Numerical simulations for turbulent swirling 

flow in the test section from UPT, have been 
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performed for 4 cases of the adjustable diaphragm 
and for the case without diaphragm. Figures 3a to 
3e, shows a first set of numerical results of Q-
criterion iso-surface for each case. Q criterion is 
defined as follow: Q = 1/2(Ω2-S2) where S is strain 
rate and Ω vorticity rate [17, 18], respectively. One 
can clearly observe that the helical vortex structure 
evolves into a straight vortex structure for cases 
with diaphragms, from d = 0.113 m to d = 0.088 m. 
As a result, the pressure pulsations associated to the 
straight vortex are mitigated due to the eccentricity 
is significantly reduced. The above statement is 
supported by unsteady analysis of pressure signals 
from the pressure monitors of the domain.  

 

 

Figure 3. a) Q 
criterion iso-
surface of 1e5 for 
the case without 
diaphragm. 

 

 

b) Q criterion iso-
surface of 1e5 for 
the case with 
diaphragm 
diameter of  
d = 0. 134 m. 

 

c) Q criterion iso-
surface of 1e4 for 
the case with 
diaphragm 
diameter of  
d = 0.113 m. 

 

 

 
d) Q criterion iso-
surface of 1e4 for 
the case with 
diaphragm 
diameter of 
 d = 0.1 m. 

 

 

e) Q criterion iso-
surface of 1e4 for 
the case with 
diaphragm 
diameter of  
d = 0.088 m. 

 
Since the unsteady part of the pressure signal is 

periodic, we characterize it using the helical vortex 
precessing frequency, f (Hz), and the equivalent 
amplitude computed using Parceval’s theorem [19]. 
In dimensionless form, the precessing frequency is 
expressed using the Strouhal number, (eq. 5) and 
the pressure pulsation amplitude (eq. 6). Note, that 
according to Parseval’s theorem, the equivalent 
pressure fluctuation amplitude is RMSp2 , whereas 
pRMS in the random mean square of the fluctuating 
part of the pressure signal. 

 

tV
tD

fSh   (5) 

2/2
2

tV
RMSp

A


  (6) 

 
Figure 4a,b, recalls the decrease in both 

amplitude and frequency of the pressure fluctuation 
measured by Bosioc et al. [12] and Tanasa et al. 
[13] at the L0-L3 levels of the conical diffuser, with 
the increase in the relative control jet method and 
flow-feedback. For the investigated method, in this 
paper, it is obviously that the adjustable diaphragm 
provides a significant drop in both amplitude and 
frequency. The diaphragms with interior diameter d 
= 0.1 and 0.113 m provides the largest amplitude 
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reduction (up to 65%), while the Strouhal number 
decreases up to 80%.   

We conclude, that the passive method presented 
in this paper, has the potential to effectively 
mitigate the pressure fluctuations in decelerated 
swirling flow with precessing helical vortex.  

 

a)  

b)  
 

Figure 4. Equivalent amplitudes corresponding 
to pressure taps from the test section domain a) 
and Strouhal number b), versus axial coordinate.  

3.2. Mean pressure analysis 
The main purpose of the hydraulic turbine draft 

tube is to convert as much as possible the kinetic 
energy at the runner outlet into pressure potential 
energy with minimum hydraulic losses. We 
introduce the following integral quantities in order 
to analyze the kinetic-to-potential energy 
transformation process, as well as its efficiency: 

 
Flux of potential energy 
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A dimensionless loss coefficient ζ is usually defined 
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where, 
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K
xK = CKR(x), is the kinetic energy 

recovery coefficient and 
0

0)(

K

x  = CPR(x), is 

potential energy recovery coefficient. The kinetic-
to-potential energy conversion ratio can be 
quantified as: 
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Figure 5a,b, shows that both CKR and CPR has an 
improvement of the energy recovery until the outlet 
of the test section where exist an decrease, because 
of diaphragm which is implemented here and 
introduce recirculation zones. The hydraulic loss 
coefficient ζ, Figure 6, and the kinetic-to potential 
energy conversion ratio χ, Figure 7, also have a 
small improvement for the cases with diaphragm, 
while in the last part of test section it decreases.  

 

a)  

b)  
Figure 5. Potential CPR (a) and CKR (b) energy 

recovery coefficients versus axial coordinate. 
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Figure 6. Energy loss coefficient ζ distribution 

along to versus axial coordinate. 

 
Figure 7. Kinetic-to-potential energy conversion 
ratio χ in the test section versus axial coordinate. 

 

4. CONCLUSIONS 
The paper introduces a new concept for 

mitigating the swirling flow with helical vortex. 
The pressure pulsations associated to the helical 
vortex are mitigated introducing a adjustable 
diaphragm in the cone. Full 3D unsteady numerical 
simulations with and without diaphragm were 
performed in order to assess the dynamic and 
kinetic-to-potential energy recovery performances 
of the concept. The numerical results clearly show 
that the helical vortex evolves in a straight vortex 
structure when the diaphragm is switched on. As a 
result, the unsteady pressure signals associated to 
the helical vortex are mitigated up to 65% in the 
amplitude and 80% in frequency when the straight 
vortex is developed. Also, the improvement of 
pressure recovery is important while hydraulic 
losses are diminished, especially in first part of the 
test section. This novel concept paves the way 
towards a new passive control technique in 
turbomachinery. 

ACKNOWLEDGEMENTS 
Dr. Tanasa and Dr. Ciocan, were  partially 

supported by the strategic grant 
POSDRU/159/1.5/S/137070 (2014) of the Ministry 
of National Education, Romania, co-financed by the 
European Social Fund – Investing in People, within 
the Sectoral Operational Programme Human 
Resources Development 2007-2013". Dr. Muntean 
S. was supported by Romanian Academy program. 

REFERENCES 
[1] Ruprecht, A., Helmrich, Th., Aschenbrenner, 

Th., and Scherer, T, 2002, “Simulation of the 
Vortex Rope in a Turbine Draft Tube”, Proc. 
21st IAHR Symposium on Hydraulic Machinery 
and Systems, pp 259-276. 

[2] Zhang, R., Mao, F., Wu, J., Chen, S., Wu, Y., 
and Liu, S., 2009 “Characteristics and Control 
of the Draft-Tube Flow in Part-Load Francis 
Turbine”, J. Fluids Eng. – Trans. ASME, 
131(2), 021101, pp. 1-13, doi: 
10.1115/1.3002318. 

[3]  Muntean, S., Nilsson, H., and Susan-Resiga, R., 
2009, „3D numerical analysis of the unsteady 
turbulent swirling flow in a conical diffuser 
using Fluent and OpenFoam”, In: Proceedings 
of the 3rd IAHR International Meeting of the 
Workgroup on Cavitation and Dynamic 
Problems in Hydraulic Machinery and Systems. 
Brno, Czech Republic, pp.155-165. 

[4] Susan-Resiga, R., Muntean, S., Tanasa, C., and 
Bosioc, A., 2009, „Three-dimensional versus 
two-dimensional axisymmetric analysis for 
decelerated swirling flows”, In: The 14th 
International Conference on Fluid Flow 
Technologies. Budapest, Hungary. 

[5]   OpenFOAM test case available at:  
http://openfoamwiki.net/index.php/Sig_Turbom
achinery_/_Timisoara_Swirl_Generator 

[6]  Petit, O., Bosioc, A., Nilsson, H., Muntean, S., 
and Susan-Resiga, R., 2011, „Unsteady 
simulations of the flow in a swirl generator 
using OpenFoam”, IJFMS, 4(1). 

[7] Ojima, A., and Kamemoto, K., 2010, „Vortex   
method simulation of 3D and unsteady vortices 
in a swirling flow apparatus experimented in 
"Politehnica" University of Timisoara”, In: 25th 
IAHR Symposium on Hydraulic Machinery and 
Systems, Online at: IOP Conf. Series: Earth 
and Environmental Science. Timisoara, 
Romania. 

[8] Thike, R.H., 1981, „Practical solutions for draft 
tube insatbility”, Water Power and Dam 
Construction, 33(2), pp.31-37. 

CMFF15-114 530



[9] Pappilon, B., Sabourin, M., Couston, M., and 
Deschenes, C., 2002, “Methods for air 
admission in hydro turbines”, Proceedings of 
the 21st IAHR Symposium on Hydraulic 
Machinery and Systems, Lausanne, 
Switzerland, pp. 1-6. 

[10]  Kjeldsen, M., Olsen, K., Nielsen, T., and 
Dahlhaug, O., 2006, “Water injection for the 
mitigation of draft tube pressure pulsations”, 
IAHR International Meeting of W.G. on 
Cavitation and Dynamic Problems in Hydraulic 
Machinery and Systems, Barcelona, Spain. 

[11] Nishi, M., Wang, X. M., Yoshida, K., 
Takahashi, T., and Tsukamoto, T., 1996, “An 
Experimental Study on Fins, Their Role in 
Control of the Draft Tube Surging”, Hydraulic 
Machinery and Cavitation, in Cabrera, E., et 
al., eds., Kluwer Academic Publishers, 
Dordrecht, The Netherlands, pp. 905-914. 

[12] Bosioc, A., Susan-Resiga,  R., Muntean, S.   
and Tanasa, C., 2012, “Unsteady Pressure 
Analysis of a Swirling Flow with Vortex Rope 
and Axial Water Injection in a Discharge 
Cone”, J. Fluids Eng. – Trans. ASME, 134(8), 
081104, pp. 1-11. 

[13] Tanasa, C., Susan-Resiga, R. F., Muntean, S., 
and Bosioc, A. I., 2013, “Flow-Feedback 
Method for Mitigating the Vortex Rope in 
Decelerated Swirling Flows”, J. of Fluids Eng., 
135(6). 

[14] Susan-Resiga, R. F., Tanasa, C., Bosioc, A. I., 
Ciocan, T., Stuparu, A. and Muntean, S., 
“Method and equipment for swirling flow 
control from conical diffuser of hydraulic 
turbines”, (in Romanian), Patent Application 
no. A/00621, 13.08.2014, Applicant: 
Politehnica University, Timisoara, Romania. 

[15] Susan-Resiga, R., Muntean, S., Hasmatuchi, 
V., Anton, I., and Avellan, F., 2010, “Analysis 
and Prevention of Vortex Breakdown in the 
Simplified Discharge Cone of a Francis 
Turbine”, J. Fluids Eng. – Trans. ASME, 
132(5), pp. 1-15. 

[16] Avellan, F., 2000, “Flow Investigation in a      
Francis Draft Tube: The FLINDT Project”, 
Proc. Of the 20th IAHR Symposium on 
Hydraulic Machinery and Systems, Charlotte, 
USA, p. DES-11. 

  
[17] Menter, F. R., 1993, “Zonal Two Equation k-ω 

Turbulence Models for Aerodynamic Flows”, 
AIAA Journal, p. 93-2906.  

 
[18] Menter F.R., 1994, “Two-Equation Eddy-

Viscosity Turbulence Models for Engineering 
Applications”, AIAA Journal, 32(8), pp. 1598-
1605.  

[19] Riley, K. F., Hobson, M. P., and Bence, S. J., 
2002, “Mathematical Methods for Physics and 
Engineering”, Cambridge University Press, 
Cambridge, United Kingdom, Chap. 12.8. 

 

CMFF15-114 531



Conference on Modelling Fluid Flow (CMFF’15) 

The 16th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

BIFURCATION STRUCTURE OF A PERIODICALLY DRIVEN BUBBLE 

OSCILLATOR NEAR BLAKE’S CRITICAL THRESHOLD 

Ferenc HEGEDŰS1, Roxána VARGA2, Kálmán KLAPCSIK3 

 
1 Corresponding Author. Department of Hydrodynamics Systems, Budapest University of Technology and Economics, Faculty of 

Mechanical Engineering. Műegyetem rkp. 3, H-1111 Budapest, Hungary. Tel.: +36-1-463-1680, Fax: +36-1-463-3091, E-mail: 

hegedusf@hds.bme.hu 
2 Department of Hydrodynamics Systems, Budapest University of Technology and Economics. E-mail: rvarga@hds.bme.hu 
3 Department of Hydrodynamics Systems, Budapest University of Technology and Economics. E-mail: kklapcsik@hds.bme.hu 

 

ABSTRACT 

It is well-known that gas/vapour bubbles in 

liquids growth indefinitely if the ambient pressure 

exceeds Blake’s critical threshold. For several 

decades of investigations, researchers tried to find 

numerical evidence for the stabilization of such 

bubbles by applying a harmonically varying pressure 

field on the liquid domain (ultrasonic irradiation) in 

this regime, with only partial success. Since, the 

applied linearization on the bubble models restricted 

the findings only for small amplitude radial 

oscillations. Therefore, the present paper intends to 

reveal the particularly complex dynamics of a 

harmonically excited bubble near, but still below 

Blake’s threshold. The computed solutions with a 

variety of periodicity, e.g., from period 1 up to period 

9, form a well-organised structure with respect to the 

pressure amplitude of the excitation, provided that 

the applied frequency is higher than the first 

subharmonic resonance frequency of the bubble. 

This predictable behaviour provides a good basis for 

further investigation to find the relevant stable 

oscillations beyond Blake’s threshold. Although, the 

investigated model is the very simple Rayleigh—

Plesset equation, the applied numerical technique is 

free of the restriction of low amplitude oscillations. 

Keywords: bubble dynamics, bifurcation 

structure, nonlinear analysis, Rayleigh—Plesset 

equation, ultrasonic stabilization, transient chaos 

NOMENCLATURE 

𝑡 [𝑠]  time 

𝑅 [𝑚]  bubble radius 

𝑝 [Pa]  pressure 

𝑃 [Pa]  ambient pressure 

𝑇 [K]  ambient temperature 

𝜌 [kg/m3]  density 

𝜇 [kg/(m ∙ s)] dynamic viscosity 

𝜔 [rad/s]  angular frequency 

𝜎 [Nm]  surface tension 

𝜅 ratio of the specific heats 

 

Subscripts and Superscripts 

∙ time derivative 

𝐿 liquid 

∞ far away from the bubble 

𝐴 amplitude 

𝐺 gas 

𝑉 vapour 

𝐶 critical condition 

𝑅 relative quantity 

𝑟𝑒𝑓 reference quantity 

1. INTRODUCTION 

Irradiating a liquid with high frequency high 

intensity ultrasound, bubbles and bubble clusters are 

formed, called acoustic cavitation [1]. During the 

oscillations of the bubbles, their wall velocities can 

exceed thousands of m/s due to the inertia of the 

liquid domain. This phenomenon is usually called as 

collapse phase, and often referred to as inertial 

cavitation [2]. At the collapse sites, the generated 

extreme conditions, such as the high temperature and 

pressure or the induced shock wave, are exploited by 

various ultrasonic technological applications. 

In sonochemistry, for instance, the utilization of 

ultrasound can increase the efficiency of various 

chemical reactions [3-5]. This novel technology has 

been spread in food and other inorganic industrial 

applications, in which the keen interest is to produce 

homogeneous mixtures from immiscible liquids, 

alteration of the viscosity of many food systems, 

increase the efficiency of heterogeneous catalysis, 

wastewater treatment or pasteurisation etc., see e.g. 

[6, 7]. Moreover, the application of ultrasound can be 

a new, novel and promising technology in cancer 
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therapy via the tissue erosion effect of acoustic 

cavitation [8]. 

Although the ultrasonic irradiation generates 

bubble ensembles, the study of a single spherical 

bubble is an important building block in both the 

theoretical and numerical understanding of the 

fundamentals of the applications. Therefore, many 

researchers have investigated the dynamics of a 

single bubble with sophisticated numerical analysis 

and with an increasing complexity of the physical 

modelling. The accumulated numerical results are 

summarised in many books, reviews and papers [1-

2, 9-19]. 

The majority of the studies usually deal with 

liquid water at room conditions, that is, at 25 𝑜C 

ambient temperature and at 1 bar ambient pressure. 

In this case, stable bubble oscillation is ensured 

because of the strictly dissipative nature of physical 

system. At very low ambient pressure, however, such 

behaviour cannot be guaranteed. By lowering the 

pressure below the well-known Blake’s critical 

threshold [20] the bubbles tend to grow indefinitely 

(without ultrasonic irradiation). This phenomenon is 

known as the classic cavitation. 

For several decades of investigations, 

researchers tried to find numerical evidence for the 

stabilization of the bubbles by applying a 

harmonically varying pressure field on the liquid 

domain (ultrasonic irradiation) in this regime with 

only partial success. Since, the applied linearization 

on the bubble models restricted the findings only for 

small amplitude radial oscillations. The first 

significant advancement is obtained by Hegedűs [12] 

who could prove the existence of stably oscillating 

bubbles beyond Blake’s threshold without any 

restriction in the nonlinearities. Although his result 

is a notable milestone, the stable solutions found 

correspond only to a special kind of bubble 

behaviour, called period 1 oscillations. 

The main aim of the present paper is to reveal 

the complex dynamics of a harmonically excited 

spherical air/vapour bubble placed in water near, but 

still below Blake’s threshold. The found solutions 

show a variety of periodicity, e.g., from period 1 up 

to period 9, which form a well-organised structure 

with respect to the pressure amplitude of the 

excitation, provided that the applied frequency is 

higher than the first subharmonic resonance 

frequency of the bubble. This predictable behaviour 

provides a good basis to extend the already acquired 

understanding by Hegedűs [12] from period 1 

solutions to oscillations with arbitrary periodicity 

beyond the critical threshold. Although the applied 

model is the simple Rayleigh—Plesset equation, the 

employed numerical technique does not involve 

linearization or other reduced order modelling. 

Therefore, the presented technique can be easily 

extended for more complex models with high 

amplitude oscillations. 

2. THE BUBBLE MODEL 

The bubble model governing the evolution of the 

bubble radius is the simple well-known Rayleigh—

Plesset equation [9] written as 

𝑅�̈� +
3

2
�̇�2 =

1

𝜌𝐿

(𝑝𝐿 − 𝑝∞), (1) 

where the dot stands for the derivative with respect 

to time, 𝑅(𝑡) is the time dependent bubble radius, 𝜌𝐿 

is the density of the liquid water. The pressure at the 

bubble wall in the liquid side is 𝑝𝐿  and far away from 

the bubble 

𝑝∞(𝑡) = 𝑃∞ + 𝑝𝐴 𝑠𝑖𝑛(𝜔𝑡) (2) 

is a sum of the static ambient pressure 𝑃∞ and the 

harmonic driving with pressure amplitude 𝑝𝐴 and 

angular frequency 𝜔. The relationship between the 

pressure inside and outside the bubble at its wall is 

defined by the mechanical balance: 

𝑝𝐺 + 𝑝𝑉 = 𝑝𝐿 +
2𝜎

𝑅
− 4𝜇𝐿

�̇�

𝑅
. (3) 

Here, the total pressure inside the bubble is the 

sum of the non-condensable gas pressure 𝑝𝐺  and 

vapour pressure 𝑝𝑉. The vapour pressure was 

constant during the simulations, but it depended on 

the constant ambient temperature. The surface 

tension is 𝜎 and the liquid kinematic viscosity is 𝜇𝐿. 

The air inside the bubble follows a simple adiabatic 

state of change written in the form according to [12]: 

𝑝𝐺 = (
2𝜎

3𝜅𝑅𝐶

) (
𝑅𝐶

𝑅
)

3𝜅

, (4) 

where 𝑅𝐶 is the equilibrium bubble radius of the 

unexcited system (𝑝𝐴 = 0) at Blake’s threshold (see 

the detailed explanation below) and 𝜅 = 1.4 is the 

ratio of the specific heats for diatomic gas content. 

In the bubble model, we assume that the water 

contains some amount of dissolved gas. The seeds or 

nuclei-sites, which can be pre-existing gas micro 

bubbles, are the week points of the liquid where the 

acoustic cavitation can be initiated. The mass of gas 

inside the bubble than can grow by rectified diffusion 

forming larger gas/vapour bubbles [21]. The process 

of rectified diffusion has orders of magnitude larger 

time scale than the period of the acoustic forcing. 

It is important to emphasize that the constant 

vapour pressure and adiabatic state of change for the 

gas content is a severe assumption [22]. In the 

present study, however, the main aim is to reveal the 

topology of the stable periodic solutions rather than 

the precise physical description. This simple model 

allows to perform detailed parameter studies, which 

were essential in the understanding of the topology. 

Moreover, many other oscillators in different 

branches of science have the same/similar 

topological description implying that the found 

structure is universal in harmonically excited 

systems. Therefore, we expect the same qualitative 

behaviour for more complex bubble models, as well. 
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1.1. Equilibrium radius of the unexcited 
system 

The equilibrium bubble radius curve of the 

unexcited system (𝑝𝐴 = 0 𝑃𝑎) is presented in Fig. 1 

at ambient temperature 𝑇∞ = 37  𝑜𝐶, and computed 

by means of Eqs. (1) to (4) by setting all the time 

derivatives to zero. The stable 𝑅𝐸
𝑠  and the unstable 

𝑅𝐸
𝑢 equilibrium radii are represented by the black and 

red curves, respectively. The two kinds of long-term 

behaviour are separated by the Blake’s critical 

conditions marked by the dot in Fig. 1, where the 

curve turns back and tends to infinity as the tension 

approaches to zero. 

According to [12], the critical condition can be 

characterised by its critical equilibrium radius set to 

be 𝑅𝐶 = 0.1 𝑚𝑚, which is the upper limit of the 

typical nuclei size in water [9]. Then, the critical 

tension can be formulated as 

𝑝𝑉 − 𝑃𝐶 =
2𝜎

𝑅𝐶

3𝜅 − 1

𝜅
= 1067 𝑃𝑎. (5) 

By defining a dimensionless relative pressure as 

𝑃𝑅 =
𝑝𝑉 − 𝑃∞

𝑝𝑉 − 𝑃𝐶

, (6) 

three main region can be distinguished in the 

horizontal axis. If 𝑃𝑅 < 0 there is only one stable 

equilibrium radius, the system is strictly dissipative 

and all the trajectories tend to this sole stable 

behaviour. In case of 0 < 𝑃𝑅 < 1, an unstable fix 

point appears beside the stable one. In spite of the 

existence of stable long-term behaviour, stable 

oscillations cannot be guaranteed in this parameter 

domain, and bubbles may grow to infinity for a given 

set of initial conditions. Above 𝑃𝑅 = 1 (beyond 

Blake’s threshold), equilibrium radii are completely 

absent. Regardless of the initial conditions, it is 

impossible to obtain stable oscillation. Again, this 

region was the keen interest by many researchers to 

find evidence for the stabilization mechanism of 

harmonic forcing discussed in more detail in the 

Introduction. 

Although Hegedűs [12] have already find the 

evidence for the existence of stable solutions, it is 

restricted only to period 1 oscillations. In his work, 

the crucial starting point was the exploration of all 

the stable period 1 solutions in the pressure 

amplitude 𝑝𝐴 – frequency 𝜔 parameter plane at 

relative pressure 𝑃𝑅 = 0.9. 

Therefore, the main aim of the present study is 

to reveal and explore the structure and organization 

of the periodic solutions at the same relative pressure 

(0.9) marked by the blue vertical line in Fig. 1. This 

means that the ambient pressure is 𝑃∞ = 5458 𝑃𝑎. 

The obtained topological description is an important 

progress toward the extension of the numerical 

results beyond Blake’s threshold from period 1 

solution to arbitrary periodicity. 

 

Figure 1. Equilibrium bubble radius curve as a 

function of the tension 𝒑𝑽 − 𝑷∞ at ambient 

temperature 𝑻∞ = 𝟑𝟕  𝒐𝐂. The solid black and red 

curves are the stable and unstable equilibrium 

radii, respectively. The black dot denotes Blake’s 

critical threshold. 

1.2. Dimensionless quantities and 
parameter values 

Throughout the paper, dimensionless quantities 

were used for better numerical behaviour, such as, 

dimensionless time: 

𝜏 =
𝜔𝑡

(2𝜋)
. (7) 

Observe that in the dimensionless system the period 

of the excitation becomes unity 𝜏𝑜 = 1. The 

dimensionless bubble radius and wall velocity are 

𝑦1 =
𝑅

𝑅𝐶

 (8) 

and 

𝑦2 =
2𝜋�̇�

𝑅𝐶𝜔
, (9) 

respectively. Finally, the relative frequency is 

defined as 

𝜔𝑅 =
𝜔

𝜔𝑟𝑒𝑓

, (10) 

where the reference frequency, according to [12], is 

𝜔𝑟𝑒𝑓 = √
4𝜎

𝜌𝐿𝑅𝐶
3 = 16793

𝑟𝑎𝑑

𝑠
. (11) 

The values of the applied parameters and 

material properties are summarized in Table 1. The 

liquid properties are calculated from the Haar—

Galagher—Kell equation of state [23] with 𝑃∞ =
5458 𝑃𝑎. and with 𝑇∞ = 37  𝑜𝐶. 

Table 1. Values of the applied parameters and 

material properties 

Property Value 

Ambient pressure 𝑃∞ 5458.3 Pa 

Ambient temperature 𝑇∞ 37 𝑜𝐶 

Surface tension 𝜎 0.07 𝑁/𝑚 

Liquid density 𝜌𝐿 993.13 𝑘𝑔/𝑚3 
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Liquid dyn. viscosity 𝜇𝐿 6.858 ∙ 10−4  
𝑘𝑔

𝑚 ∙ 𝑠
 

Vapor pressure 𝑝𝑉 6418.8 𝑃𝑎 

Bubble size 𝑅𝐶 0.1 𝑚𝑚 

Relative pressure 𝑃𝑅 0.9 

Pressure amplitude 𝑝𝐴 0 𝑘𝑃𝑎 –  10 𝑘𝑃𝑎 

Excitation frequency 𝜔𝑅 0.1 –  5  

2. RESULTS AND DISCUSSION 

The simplest and still widely used method to find 

stable oscillations is to take an initial value problem 

solver and integrate system (1) to (4) forward in time 

by applying suitable initial conditions 𝑦1(0) and 

𝑦2(0). After the convergence to a stable solution 

(attractor), some characteristic properties of the 

found solution are recorded. For instance, the points 

of the Poincaré map (see the detailed description 

later), the maximum bubble radius and wall velocity 

of the bubble oscillation, the largest Lyapunov 

exponent to reveal the existence of chaotic attractor 

or the periodicity in case of periodic orbits. In the 

following, with this simple method, the stable 

solutions will systematically be explored as a 

function of the pressure amplitude 𝑝𝐴 and excitation 

frequency 𝜔. 

1.2. Unique features of the oscillations 

Due to the non-strictly dissipative nature of the 

system, the hunting for stable oscillations is not 

trivial. Figure 2 shows two examples for a stable 

(black curve) and for an unstable (red curve) 

transient trajectory by applying relatively close 

initial conditions. Keep in mind that the period of the 

excitation of the dimensionless system 𝜏𝑜 is unity, 

therefore, the integer values of the horizontal axis 

represents integer number of acoustic cycles. 

Consequently, after surviving approximately 8 

cycles, the unstable solution starts to diverge 

exponentially from the stable one, and tends to grow 

infinitely. 

 

Figure 2. Dimensionless bubble radius vs. time 

curves for a stable bubble oscillation (black 

curve) and for an unstable transient solution (red 

curve). 

The technique to overcome this difficulty is to 

apply several randomized initial conditions. The 

more the number of the initial conditions the greater 

the probability to find stable orbits. During the 

numerical calculations, 20 initial conditions were 

used at a given parameter combination. As a by-

product, this method is capable to explore the co-

existence of the different kind of attractors. Figure 3 

represents three kind of stable periodic solutions at 

pressure amplitude 𝑝𝐴 = 2556 𝑃𝑎 and at relative 

frequency 𝜔 = 5. Observe that the periods of the 

oscillations are equal to (black), 7 times (blue) and 

21 times (red) the period of driving. In the language 

of nonlinear dynamics, these solutions are called 

period 1, 7 and 21 attractors, respectively. Such co-

existence is a clear evidence for the non-linear nature 

of the bubble oscillator. 

The periodic orbits in the state space, 𝑦1-𝑦2 

plane, form closed curves, see the lower panel of Fig. 

3. Because of the time dependent harmonic forcing, 

the trajectories in this plane can intersect themselves 

demonstrated by the blue curve corresponding to the 

period 7 orbit. Therefore, in the forthcoming 

diagrams, only the points of the Poincaré section will 

be presented, which are obtained by sampling the 

continuous solutions with the period of the driving. 

This technique is very common in periodically 

driven non-linear systems [24]. Observe that the 

trajectory of the period 21 solution is omitted, and 

only the 21 number of red Poincaré points are 

depicted in order to avoid overcrowding of the 

figure. 

 

Figure 3. Co-existing stable period 1 (black), 

period 7 (blue) and period 21 (red) attractors. 

Upper panel: dimensionless bubble radius vs. 

times curves. Lower panel: trajectories in the 

state space. The dots are the points of the 

Poincaré section. 
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Another interesting feature of the system is the 

presence of transient chaos [25], which further 

complicates the finding of stable bubble motions. 

Such oscillations are chaotic, but they are unstable in 

nature. Therefore, they are extremely difficult to 

find. Integrating the system backward in time cannot 

solve the problem either, as they are usually related 

to chaotic saddles. The appearances of solutions with 

a relatively long seemingly stable behaviour which 

finally become unstable as the time tends to infinity 

are good indicators for the existence of a chaotic 

saddle. An example for such transient bubble 

oscillation is presented in Fig. 4, where the solution 

seems to be stable up to 80 acoustic cycles. 

The determination of some characteristic 

properties, such as the largest Lyapunov exponent, 

fractal dimension etc., of the transient chaos needs 

huge number of numerical computations. A typical 

technique, for instance, is to measure the escape rate 

of several trajectories, initiated randomly [25]. 

Although the method is relatively simple, for 

sufficient precision, the application of millions of 

initial conditions is usually required. 

During the numerical computations, the 

maximum number of allowed acoustic cycles were 

1500. After this, the solution was regarded as stable 

chaos provided that its Lyapunov exponent was 

positive. If the Lyapunov exponent is negative and 

the solution does not converged until 1500 cycles, 

then the solution was discarded. 

 

Figure 4. Unstable solutions with a very long 

seemingly stable behaviour indicating the 

presence of transient chaos. 

1.2. Topological structure of the 
periodic attractors 

A more condensed representation of the 

behaviour of the bubble is the bifurcation diagram, 

where a particular property of the found attractors, 

e.g. the maximum of the bubble radius or a single 

component of the Poincaré section, is presented as a 

function of a parameter. In Fig. 5. the first co-

ordinate of the Poincaré section 𝑃(𝑦1) is plotted 

against the pressure amplitude 𝑝𝐴 at 𝜔𝑅 = 1. The 

periodicities of the found attractors are marked by 

arabic numbers. 

 

Figure 5. Example for a bifurcation diagram, that 

is, the first component of the Poincaré section is 

presented as a function of the pressure amplitude 

𝒑𝑨 as control parameter at relative frequency 

𝝎𝑹 = 𝟏. 

From the stable equilibrium radius 𝑅𝐸
𝑠  of the 

unexcited system, a stable period 1 solution emerges 

as the pressure amplitude is started to increase from 

𝑝𝐴 = 0 𝑃𝑎. It becomes unstable at 𝑝𝐴 = 172 𝑃𝑎 and 

a new period 2 attractor comes to existence through 

a period doubling (PD) bifurcation. This period 

doubled solution turns back and become unstable at 

approximately 𝑝𝐴 = 205 𝑃𝑎 via a saddle-node (SN) 

bifurcation. The unstable branch (computed in [13] 

for a similar structure) turns back again via an SN 

bifurcation at 𝑝𝐴 = 19 𝑃𝑎 establishing a period 2 

attractor co-existing with the former period 1 stable 

solution. 

Observe that in a relatively wide parameter 

range a period 3 attractor emerges via an SN 

bifurcation and go through a PD bifurcation. Such 

co-existence of the attractors is a common feature of 

non-linear systems. 

In order to get a global picture about the relevant 

periodic attractors in the pressure amplitude 𝑝𝐴 - 

relative frequency 𝜔𝑅 parameter plane, a series of 

bifurcation diagrams were computed and presented 

in Fig. 6, similar to that of demonstrated in Fig. 5. As 

the relative frequency is increased from 2 to 5 a 

remarkably complex and intriguing structure is being 

evolved. 

At relative frequency 𝜔𝑅 = 2 (Fig. 6A), the 

main bifurcation structure is formed by the period 1, 

2, 3, 4 and 5 solutions. Their organisation seems to 

follow a simple rule, namely, between the 

appearance of two solutions with period 𝑋 and 𝑌, 

there is another one with period 𝑋 + 𝑌. Observe, for 

instance, that between the period 3 and 2 attractors 

there is a period 5 stable solution, as well. Further 

increasing the relative frequency, the obtained results 

strongly supports this structural description, see Fig. 

6B to Fig. 6D. Gradually, more and more attractors, 

up to period 9, emerge through SN bifurcations 

towards the negative pressure amplitudes, whose 

periodicities obey the aforementioned simple rule. 
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This topological description in terms of the 

periodicity is summarised by a pictogram in Fig. 7 

up to level four. In the literature, this organisation is 

called as Farey-ordering, and it seems to a universal 

rule describing the topology of the stable solutions in 

many dynamical systems [26-30]. 

 

 

 

 

Figure 6. Series of bifurcation diagrams with the 

pressure amplitude 𝒑𝑨 as control parameter at 

different relative frequencies 𝝎𝑹. 

 

Figure 7. Organisation structure of the periodic 

attractors as a function of the pressure amplitude 

𝒑𝑨 as control parameter in terms of periodicity 

above relative frequency 𝝎𝑹 > 𝟐. 

It should be noted, that a fine co-existing 

substructure exists for each periodic attractor, see 

e.g. the stable solutions with very high periodicities 

in the range of period 4 and 3 solutions in Fig. 6.B. 

The analysis of these attractors is out of the scope of 

the present investigation. 

5. SUMMARY 

In case of a spherical gas/vapour bubble, at 

constant, but sufficiently low ambient pressure 

(beyond Blake’s critical threshold) equilibrium 

radius does not exist and the bubble tends to grown 

indefinitely. In this parameter region, Hegedűs [12] 

could find evidence for stable bubble oscillation by 

applying harmonically varying pressure filed on the 

liquid domain, however, only for a special, period 1 

solutions. In order to extend this knowledge to 

arbitrary periodicity, this paper focuses on the 

topological description of the stable solutions at low, 

but still above the critical threshold. The results show 

that organisation of the attractors follows a simple 

rule characterised by the well-known Farey-

ordering. This finding is vital and necessary to leap 

forward, and obtain a good theoretical understanding 

for the stabilization mechanism for ambient 

pressures beyond Blake’s critical threshold. 

The mathematical model was the simple 

Rayleigh—Plesset equation, which is a second order 

non-linear ordinary differential equation. The size of 

the applied bubble was 0.1 mm placed in liquid 

water. 
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ABSTRACT 

The dynamics of a harmonically driven spherical 

gas/vapour bubble has been studied intensely in the 

last decades. The collapse of a bubble induce 

extreme conditions, such as high pressure and 

temperature or even shock waves. The ultrasonic 

technology exploit these conditions in various fields 

of industry, for example, ultrasonic pasteurization, 

alteration of the viscosity of thixotropic fluids, 

production of new kind of copolymers, or in cancer 

therapy. The present study intends to aid the 

applications through the numerical investigation of a 

harmonically excited spherical gas bubble placed in 

the highly viscous glycerine. We seek parameter 

regions where the bubble wall velocities as high as 

possible, perhaps even higher than the sound speed 

in the liquid domain. Such kind of high amplitude, 

collapse-like radial oscillations are difficult to find 

due to the very high viscosity, which is 

approximately three orders of magnitude greater than 

of water. The two investigated parameters were the 

pressure amplitude and the frequency of the 

harmonic forcing. The applied model was the 

Keller—Miksis equation, which is a second order 

nonlinear ordinary differential equation, describing 

the bubble wall motion and taking into account liquid 

compressibility as a first order approximation. 

Keywords: Bubble dynamics, bifurcation 

structure, non-linear analysis, Keller-Miksis 

equation, glycerine, chaos 

NOMENCLATURE  

𝑀 [-] Mach number 

𝑃∞  [bar] ambient pressure 

𝑅 [mm] bubble radius 

𝑅0 [mm] reference bubble radius 

𝑅𝐸 [mm] equilibrium radius 

�̇� [m/s] bubble wall velocity 

�̈� [m/s2] bubble wall acceleration 

𝑇∞ [°C] ambient temperature 

𝑐 [m/s] sound velocity 

𝑓 [Hz] frequency of the bubble oscillation 

𝑓0 [Hz] linear eigenfrequency of the 

 undamped bubble oscillation 

𝑚𝐺 [g] mass of the gas inside the bubble 

𝑝𝐺0 [Pa] reference gas pressure 

𝑝 [Pa] pressure 

𝑝𝐴 [bar] pressure amplitude 

𝑝∞ [bar] pressure away from bubble 

𝑡 [s] time 

𝑡0 [s] period of driving time 

𝜅 [-] ratio of specific heats 

𝜇 [Pa∙s] dynamic viscosity 

𝜈 [Hz] driving frequency 

𝜌 [kg/m3] density 

𝜎 [N/m] surface tension 

𝜏 [-] dimensionless time 

𝜏0 [-] dimensionless period of driving 

𝜔 [rad/s] angular frequency of excitation 

𝜔0 [rad/s] linear angular eigenfrequency of 

 undamped system 

𝜔𝑅 [-] relative frequency 

 

Subscripts and Superscripts 

 

𝐺, 𝐿, 𝑉 gas, liquid, vapour 

𝑀𝑎𝑥 maximal 

𝑟𝑒𝑓 reference quantity 

1. INTRODUCTION 

Cavitation causes serious damage in common 

engineering application, such as in turbomachinery 

and in hydraulic systems. In most cases, cavitation 

occurs as sheet cavitation or bubble swarm, thus the 

applicability of numerical results on a single 
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spherical bubble is limited. However, there are 

special applications in which the spherical geometry 

is a proper assumption, such as in case of 

microbubbles [1], since the surface tension contract 

the bubble as small and as spherical as possible.  

Although the spherical geometry is rather 

simple, the dynamics of the bubble can be very 

complicated. The excited bubble behave as an 

oscillatory system. During its oscillation, the bubble 

wall velocity can be extremely high due to the inertia 

of the liquid domain, resulting in many orders of 

magnitude smaller bubble size than the equilibrium 

state. This process is called as collapse phase. At the 

minimum bubble radius, the pressure and the 

temperature can reach 1000 bar and 8000 K [2]. Due 

to the high temperature, chemical reactions can take 

place, producing free radicals such as 𝐻′, 𝐻2, 𝑂′, 
𝑂𝐻’, 𝐻𝑂2

′  𝐻𝑂′, 𝐻2𝑂2, [3, 4], which are the keen 

interest of a special field of chemistry, called 

sonochemistry. Taleyarkhan et al. [5] and Lahey et 

al. [6] observe neutron emission in deuterated 

acetone, indicating the presence of fusion. 

Taleyarkhan et al. [5] numerically revealed that the 

temperature inside a highly compressed bubble can 

reach 106 to 107 K, supporting the experimental 

observation. 

In the last decades, many industrial applications, 

related to the ultrasonic technology, have emerged. 

The main aim is to enhance the mass, heat and 

momentum transfer between various phases by 

exploiting the physical effects of the collapse of 

gas/vapour bubbles. For instance, a promising 

process in food preservation is the ultrasonic 

pasteurization. At moderate temperature, 

approximately at 50 °C, the membrane of the 

bacterial weakens and become less resistant against 

cavitation damage. Knorr et al. [7] successfully 

reduce the amount of E. Coli bacteria in whole eggs. 

Ultrasound used widely in polymer research. A 

number of studies reported that, the molecular 

weight and the chain length can be reduced during 

high intensity ultrasound irradiation [8]. The 

ultrasonic technology can be used in cancer therapy 

as well [9-11]. The collapse of the bubble damage the 

solid tumours aiding the transport of genes and 

medicines through the cell.  

The main motivation to support the applications 

through the numerical investigation of a 

harmonically excited spherical gas bubble placed in 

the highly viscous glycerine. We seek parameter 

regions where the bubble wall velocities as high as 

possible, even higher than the sound speed in the 

liquid domain. The viscosity of the glycerine is 

approximately three times larger than that of water, 

therefore the system has a high damping effect, 

which makes the hunting for high amplitude 

collapse-like bubble oscillation difficult. The applied 

bubble model is the Keller—Miksis equation [12], 

which is a second order nonlinear ordinary 

differential equation describing the bubble wall 

motion and taking into account liquid 

compressibility as a first order approximation. 

According to the ultrasonic technology, the two 

investigated parameters are the pressure amplitude 

𝑝𝐴 and the frequency 𝜈 of the harmonic excitation. 

2. MATHEMATICAL MODEL 

During the numerical investigation, the well-

known Keller—Miksis equation was used with some 

minor modification according to Lauterborn and 

Kurz [13]:  

 

(1 −
�̇�

𝑐𝐿

) 𝑅�̈� + (1 −
�̇�

3𝑐𝐿

)
3

2
�̇�2 = 

(1 +
�̇�

𝑐𝐿

+
𝑅

𝜌𝐿𝑐𝐿

𝑑

𝑑𝑡
)

(𝑝𝐿 − 𝑝∞)

𝜌𝐿

. 

(1) 

 

It is a second order, nonlinear ordinary differential 

equation describing the variation of the bubble radius 

𝑅(𝑡) in time, where 𝑐𝐿 sound velocity in the liquid 

domain, 𝜌𝐿 liquid density, 𝑝𝐿  pressure at the bubble 

wall. The material properties depend on the ambient 

temperature T∞ of the liquid domain. The pressure far 

away from the bubble 𝑝∞(𝑡) consist of a static and a 

periodic component, according to the ultrasonic 

irradiation: 

 

𝑝∞(𝑡) = 𝑃∞ + 𝑝𝐴 ∙ 𝑠𝑖𝑛(𝜔𝑡), (2) 

 

there 𝑃∞ is the ambient pressure in the liquid domain, 

pA and 𝜔 = 2𝜋𝜈 are the pressure amplitude and 

angular frequency of the harmonic excitation. The 

bubble content assumed to be a mixture of non-

condensable diatomic ideal gas, and glycerine 

vapour. Therefore the pressure inside the bubble is 

the sum of the partial pressures of the gas (air) 𝑝𝐺  and 

vapour 𝑝𝑉. The pressure of gas content was 

approximated by an adiabatic relationship: 

 

𝑝𝐺 = 𝑝𝐺0 (
𝑅0

𝑅
)

3𝜅

. (3) 

 

The ratio of specific heats is 𝜅 = 1.4. The mass of 

the gas inside the bubble are determined by the 

reference pressure pG0, and the reference bubble 

radius R0: 

 

𝑚𝐺 =
4𝑝𝐺0𝑅0

3𝜋

3ℜ𝑇∞

, (4) 

 

where ℜ is the specific gas constant. The connection 

between the pressures in the liquid and the 

gas/vapour domain at the bubble wall, is described 

by the mechanical balance: 

 

𝑝𝐺 + 𝑝𝑉 = 𝑝𝐿 +
2𝜎

𝑅
+ 4𝜇𝐿

�̇�

𝑅
, (5) 
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where σ is the surface tension and μL is the dynamic 

viscosity of the glycerine, both depend on the 

ambient temperature T∞. The material properties 

were taken from the results of The Dow Chemical 

Company [14]. 

2.1 Reducing the number of parameters 

In Eqs. (1) to (5) all parameters can be 

determined with five quantities [15]. The ambient 

pressure P∞ and the ambient temperature T∞ specify 

the material properties of a pure substances. In our 

special case, all material properties of glycerine 

depend on only the ambient temperature T∞, the 

dependence of 𝑃∞ is neglected. The equilibrium 

radius of the bubble was prescribed, 𝑅𝐸 = 0.1 𝑚𝑚, 

to determine the size of the bubble. For unexcited 

system (𝑝𝐴 = 0), and all time derivates are zeros, 

thus Eq. (5) can be rewritten:  

 

0 = 𝑝𝑉 − 𝑃∞ + 𝑝𝐺0 (
𝑅0

𝑅𝐸

)
3𝜅

−
2𝜎

𝑅𝐸

. (6) 

 

Since the mass of the bubble depend on the product 

of (𝑝𝐺0𝑅0
3), either the reference pressure pG0 or the 

reference bubble radius R0 can be chosen arbitrarily. 

In our case, the reference bubble radius was chosen 

to be equal to equilibrium radius R0=RE, thus from 

Eq. (6) the reference gas pressure can be calculated:  

 

𝑝𝐺0 =
2𝜎

𝑅𝐸

− (𝑝𝑉 − 𝑃∞). (7) 

 

The remaining two parameters are the pressure 

amplitude pA and the angular frequency ω of the 

excitation, see Eq. (2). The angular frequency can 

vary between several orders of magnitude, therefore 

it was normalized with the linear eigenfrequency of 

the undamped system [2]: 

 

𝜔0 = √
3𝜅(𝑃∞ − 𝑝𝑉)

𝜌𝐿𝑅𝐸
2 +

2(3𝜅 − 1)𝜎

𝜌𝐿𝑅𝐸
3 . (8) 

 

The dimensionless relative frequency, which was 

used during the computations is defined as: 

 

𝜔𝑅 =
𝜔

𝜔0

. (9) 

 

The Mach number corresponding to the bubble wall 

velocity: 

 

𝑀 =
�̇�

𝑐𝐿

. (10) 

 

During the simulation, the bubble radius, the bubble 

wall velocity and the time was normalized with 

reference quantities. The reference bubble radius was 

the equilibrium radius 𝑅𝑟𝑒𝑓 = 𝑅𝐸, the reference 

velocity defined as 𝑣𝑟𝑒𝑓 = 𝑅𝐸/𝑡𝑟𝑒𝑓, where 𝑡𝑟𝑒𝑓 =

𝜔/2𝜋. 

3. PROPERTIES OF THE BUBBLE 
OSCILLATOR  

3.1. Computation of stable solutions 

The Keller—Miksis model can be viewed as a 

two dimensional nonlinear oscillator. Closed 

analytic solutions are not known, except for empty 

bubble [13], however, numerical solutions are easily 

obtained. The simplest method is to use an initial 

value problem solver with suitable initial conditions 

for the radius of the bubble 𝑅(0) and for the velocity 

of the bubble wall �̇�(0), then integrate the system 

forward in time. After some transient period, the 

trajectory progressively converges to a stable state, 

called attractor.  

 

Figure 1. Dimensionless bubble radius and 

bubble wall velocity vs. time curves at 𝒑𝑨 = 𝟒 𝒃𝒂𝒓 

and 𝝎𝑹 = 𝟏. 𝟐𝟓. The solid line denotes the 

attractor, the dashed line denotes the transient 

solution. The lower graph represent the pressure 

excitation in time. The black dots are the points of 

the Poincaré sections. 

A typical example of solution is presented in 

Figure 1 at 𝑝𝐴 = 4𝑏𝑎𝑟 and 𝜔𝑅 = 1.25. On the upper, 

chart, the dimensionless bubble radius 𝑅/𝑅𝐸, on the 

middle chart the dimensionless bubble wall velocity 
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�̇�/𝑣𝑟𝑒𝑓 are presented as a function of time. The solid 

line denotes the attractor, and the dashed line denotes 

the transient solutions. The lower graph represent the 

harmonic pressure excitation (see Eq. (2)).  

The solution can be represented in the (𝑅, �̇�) 

phase plane. In the simplest case, the trajectory of an 

attractor construct a closed curve on the phase plane. 

Figure 2 shows the attractor of the solutions apparent 

in Fig. 1, in the phase plane. The transient trajectory 

(dashed curve) starts from the initial condition 

(denoted by empty circle) and converges to the 

steady state (solid cure).  

 

Figure 2. The normalized bubble radius–bubble 

wall velocity phase plane. Dots are the points of 

Poincaré sections, and the round denotes the 

initial conditions.  

The trajectories of the complex solution may 

intersect themselves, making the representation of 

the results difficult. To avoid this difficulty, one can 

represent only the Poincaré map, obtained by 

sampling the continuous trajectory at every integer 

multiple of the period of driving time 𝑡0. The dots in 

Fig. 1 and Fig. 2 are the points of Poincaré sections.  

During our investigation, the whole trajectories 

was not recorded, only the Poincaré maps and the 

maximum values of bubble radius and wall velocity. 

With these quantities, the main characteristics of the 

oscillation can be described without the 

representation of the trajectories. The employed 

software was Matlab, and the numerical method was 

a 4th order Runge—Kutta scheme with 5th order 

embedded error estimation.  

3.2. The different types of stable 
solution 

Besides the the simplest solution with period 𝑡0, 

sub-harmonic oscillations may occur, which only 

repeat after 2, 3 or more period of excitation, hence 

the attractor returns exactly to the starting value after 

2, 3, or more acoustic cycles. If the solution return to 

themselves after 𝑁 period of excitation, where 𝑁 is 

integer, the solution called period 𝑁 solution.  

Since the solution is sampled every integer 

multiple of  𝑡0 in the phase plane, the period 𝑁 

solutions are represented by 𝑁 dots. In Figure 3, 

period 1 (solid line), 2 (dashed line) and 3 (dotted 

line) solutions are demonstrated. On the upper panel, 

the normalized bubble radius 𝑅 𝑅𝐸⁄  as a function of 

normalized time 𝜏 = 𝑡 𝑡𝑟𝑒𝑓⁄ , on the lower panel the 

periodic attractors in the dimensionless phase plane 

are represented, respectively. Observe that the 

solution demonstrated on Fig. 1 and Fig 2 was 2 

period solution. 

 

Figure 3. Examples of different periodic 

attractors: period 1, 2 and 3 solutions are denoted 

by solid, dashed and dotted lines.  

The period may even go to infinity to yield never 

repeating bubble oscillations. In this case, 

trajectories never closing. This type of solution is 

called chaotic attractor.  

An example for chaotic solution is demonstrated 

in Figure 4. On the phase plane (lower panel), 

trajectories are not plotted, only the points of 

Poincaré points are represented, to avoid overbidding 

the figure.  

In Figure 5 the spectrum of the period 1, 2, 3 and 

chaotic solutions, which were demonstrated in Fig. 3 

and Fig. 4 are represented. The frequency of the 

bubble oscillation 𝑓 was normalized with the driving 

frequency 𝜈. On subplot a) (period 1 solution), the 

fundamental frequency is same as the frequency of 

the excitation, there are peaks at 𝑓 𝜈⁄ = 1 and at its 

harmonics. The spectrum on subplot b) belongs to 

the period 2 solution. It shows that a sub-harmonic 

frequency appeared at 𝑓 𝜈⁄ = 1/2, therefore, the 

bubble oscillation repeat after two acoustic cycles. 
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On subplot c), sub-harmonics appearing at 𝑓 𝜈⁄ =
1/3 and 𝑓 𝜈⁄ = 2/3. This spectrum belongs to the 

period 3 solution. The spectrum of the chaotic 

solution subplot d) is continuous, where a broad band 

noise is superimposed on the fundamental frequency, 

but it’s from a deterministic system. 

 

Figure 4. Example of chaotic attractor.  

 

Figure 5. The spectrum of the different types of 

solution. 

4. BIFURCATION DIAGRAMS 

A usual way to investigate a periodically driven 

dynamic system, is to present the bifurcation 

diagrams. In a bifurcation diagram, only one 

coordinate of the Poincaré section is plotted as a 

function of a parameter, called “control parameter”. 

In Figure 6, the upper chart is a pressure amplitude 

bifurcation diagram, in which the normalized bubble 

radius of the points of the Poincaré section (𝑅𝑃 𝑅𝐸⁄ ) 

were plotted as a function of the pressure amplitude 

𝑝𝐴 at constant 𝜔𝑅 = 1.25 driving frequency. During 

the computation, the pressure amplitude was 

increased by 0.01 bar from 0.01 to 5 bar. At each 

parameter, 5 randomly generated initial conditions 

were applied in the simulations to reveal the 

coexisting stable solutions. The period 𝑁 solutions 

generate 𝑁 points on the bifurcation diagram. If the 

solution was chaotic, 512 points were plotted, which 

appear in a scattered way along a vertical line 

bounded by the size of the attractor.  

A period 1 solution is bifurcated from the 

equilibrium state of the unexcited system (𝑝𝐴 =
0 𝑏𝑎𝑟 and 𝑅𝑃 𝑅𝐸⁄ = 1). As the pressure amplitude 

increasing, the solution undergoes a period doubling 

sequence, then approximately at pressure amplitude 

𝑝𝐴 = 4 𝑏𝑎𝑟 the bubble oscillation became chaotic. 

After a short chaotic segment, simple periodic and 

chaotic windows alternate. The relevant periodic 

solutions are marked by numbers on the diagram. 

 

Figure 6. Pressure amplitude bifurcation diagram 

and Lyapunov exponent at 𝝎𝑹 = 𝟏. 𝟐𝟓 driving 

frequency 

On the lower panel, the Lyapunov exponent 𝜆 

(see [13], [16-17]), was plotted as a function of the 

pressure amplitude 𝑝𝐴. The Lyapunov exponent 

lower than zero for periodic oscillation. When the 

oscillation approaches a period doubling point, the 

Lyapunov exponent approaches zero. For chaotic 

solutions the Lyapunov exponent gets positive value.  

Figure 7 shows similar bifurcation diagrams, but 

the control parameter was the relative frequency ω𝑅. 
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It increased from 0.01 to 3 with the increment of 

0.01, and again 5 random initial conditions were 

applied to reveal the coexisting stable attractors. In 

this case, the pressure amplitude was chosen constant 

during the simulation (𝑝𝐴 = 4 𝑏𝑎𝑟).  

On the upper panel, the normalized bubble 

radius 𝑅𝑃 𝑅𝐸⁄  versus relative frequency 𝜔𝑅 was 

plotted. The Arabic numbers mark the periodic 

solutions. The figure shows that there is a saddle-

node bifurcation [15] at 𝜔𝑅 = 0.25, then the period 

1 solutions undergoes a period doubling sequence. 

Near to 𝜔𝑅 = 1 (the frequency of the excitation 

equal with the eigenfrequency of the undamped 

system, 𝜈 = 𝑓0 = 29,3 𝑘𝐻𝑧) a chaotic window 

appeared. After the chaotic window, period halving 

processes can be observable. On the lower graph, the 

Lyapunov exponent as the function of the relative 

frequency was plotted, which aids to distinguish the 

simple periodic and chaotic solutions. 

 

Figure 7. Frequency response curves and 

Lyapunov exponent at 𝒑𝑨 = 𝟒 𝒃𝒂𝒓 pressure 

amplitude. 

5. DETAILED PARAMETER STUDY 

It was mentioned earlier that the oscillation of 

bubble depends only on five parameters. In the 

present investigation, the effect of the pressure 

amplitude 𝑝𝐴 and the frequency 𝜔𝑅 were studied in 

detail. Further pressure amplitude bifurcation 

diagrams, and frequency response curves were 

calculated at different relative frequencies 𝜔𝑅, and at 

different pressure amplitudes 𝑝𝐴. The ambient 

temperature 𝑇∞ = 40 °𝐶, the ambient pressure 𝑃∞ =
1 𝑏𝑎𝑟 and the equilibrium radius 𝑅𝐸 = 0.1 𝑚𝑚 was 

constant during each simulation. The parameter set, 

which was used in the present research is 

summarized in Table 1.  

 

 

Table 1. Parameter set during numerical 

computation 

Equilibrium radius RE 0,1 [mm] 

Ambient pressure P∞ 1 [bar] 

Ambient temperature T∞ 40 [°C] 

Relative frequency ωR 0-3 [-] 

Pressure amplitude pA 0-5 [bar] 

 

After the convergence of the solutions, the points 

of the Poincaré section, the maximum values (radius 

and wall velocity) of the oscillation, and the 

Lyapunov exponent were recorded. The results of the 

computation can be summarized on two dimensional 

contour plots. 

Fig. 6 and Fig. 7 showed that the Lyapunov 

exponent helps to distinguish the simple periodic and 

chaotic oscillations. Figure 8 represents the values of 

the Lyapunov exponent 𝜆 as a function of the 

pressure amplitude 𝑝𝐴 and the relative frequency 𝜔. 

The diagram helps to identify the chaotic region, 

where the Lyapunov exponent bigger than zero 

(black area). It shows that the oscillation become 

chaotic between 𝜔𝑅 = 0.75 − 1.5 and above 𝑝𝐴 =
3.5 𝑏𝑎𝑟. The white colour corresponding to the zero 

values of the Lyapunov exponent, where the period 

doubling bifurcations or the transition of periodic to 

chaotic solution takes place. If the Lyapunov 

exponent smaller than zero (grey area) the solution 

converges to a simple periodic attractor. The driving 

frequency 𝜈 is denoted on the secondary (top) 𝑥 axes. 

 

Figure 8. Lyapunov exponent 𝝀 as a function of 

the pressure amplitude 𝒑𝑨 and frequency 𝝂 (or 

relative frequency 𝝎𝑹) of excitation.  

Behnia et al. [18] emphasize the importance of 

chaos control in medical application such as drug 

delivery. The oscillation of the bubble generate local 

turbulence and liquid microcirculation. It can be 

exploited in application such as micromixing and 
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microstreaming [19-20]. These application may 

operate efficiently in the chaotic region.  

In order to investigate the strength of the 

collapse, the maximal bubble wall velocity �̇�𝑀𝑎𝑥, 

rescaled to the Mach number 𝑀𝑀𝑎𝑥, plotted on 

logarithmic scale in the 𝑝𝐴 − 𝜔 parameter plane, 

shown in Figure 9. It shows that the at lower relative 

frequency, lower than 𝜔𝑅 = 0.5, and at higher 

pressure amplitude, higher than 𝑝𝐴 = 1 𝑏𝑎𝑟, the 

bubble wall velocity increase rapidly (dark grey are), 

and reach the speed of sound, where 𝑀𝑀𝑎𝑥 = 1. The 

boundary of 𝑀𝑀𝑎𝑥 = 1  is marked with white colour 

on the contour plot. According to [13], such small 

frequency domain is called as “Giant response 

region”. As the frequency is increasing and the 

pressure amplitude is decreasing, the available 

maximal Mach number is decreasing (light grey 

area) as well. The frequency of irradiation 𝜈 is 

represented on the secondary 𝑥 axis as well. 

 

Figure 9. The maximal Mach number 𝑴𝒎𝒂𝒙 on 

logarithmic scale as a function of the pressure 

amplitude 𝒑𝑨 and relative frequency 𝝎𝑹 of 

excitation. 

More violent collapse of the bubble can be 

reached, when the frequency of the excitation is 

below the main resonance. The applications may 

operate in an efficient way in this regions. 

At higher frequencies the bubble oscillate softly, 

but there are application such as micromixing and 

microstreaming [19-20], where the oscillation of the 

bubble, generate local turbulence and liquid micro-

circulation, which enhance the rate of the transport 

processes. 

6. SUMMARY 

The excited spherical gas/vapour bubbles 

behave like a nonlinear oscillator. During the 

oscillation of the bubble, at the collapse-phase, 

extreme conditions are generated such as high 

temperature, pressure and shock waves. These 

conditions are exploited in many fields of industry 

by the rapidly developing ultrasonic technology. 

This is the main motivation to investigate a spherical 

excited bubble placed into the highly viscous 

glycerine.  

We seek parameter regions, where the bubble 

wall velocities as high as possible, may be even 

higher than the sound speed in the liquid domain. 

The high viscosity of the glycerine means high 

damping rate, which weakens the strength of the 

collapse. The applied bubble model was the modified 

Keller—Miksis equation, which takes into account 

the liquid compressibility. The two investigated 

parameter was the pressure amplitude 𝑝𝐴 and the 

angular frequency 𝜔 of the harmonic excitation, 

according to the ultrasonic irradiation. The other 

parameters were constant during the investigation.  

The results showed that at lower relative 

frequencies below 𝜔𝑅 = 0.5 and higher pressure 

amplitude than 𝑝𝐴 = 1 𝑏𝑎𝑟 the bubble wall velocity 

reaches the sound velocity or even higher, resulting 

in supersonic bubble wall velocity. This region 

called as the giant response region. The application 

could operate efficiently in this parameter region. 

For higher frequencies and smaller pressure 

amplitudes the bubble wall velocity does not reach 

extreme values. This domain can be important in 

cases, when the strong bubble collapse not a strict 

requirement, for example in micromixing or 

microstreaming.  
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ABSTRACT  
 The characteristics of the cavitation 

phenomenon in high speed submerged water jets 
was investigated based on both experimental and 
theoretical bases, in order to improve their 
performance. Experimentally certain metal 
specimens were attacked by a high speed cavitating 
jet under certain working conditions.  The obtained 
images of the target samples using atomic force 
microscope (AFM) and a white light interferometer 
showed that the plastic deformation is caused by the 
cavitation collapse on or near to the target surface. 
The force generated by jet cavitation is employed to 
modify the surface roughness in the order of nano 
and micro scales. The geometrical shape of the pits 
and hills on the surface demonstrate the 
characteristics of nano and micro jets. The 
theoretical relation between Strouhal number and 
cavitation shedding frequency is presented. The 
nozzle geometry and injection pressure has a big 
influence on the shedding frequency of the 
cavitation rings, and on the Strouhal number. 
Mathematical expressions are derived to estimate 
the energy of bubble collapse and to estimate the 
nano and micro water hammer. 

Keywords: cavitation energy, microjet-water 
hammer, plastic deformation, shedding 
frequency,  

NOMENCLATURE  

JV  [m/s] Exit jet velocity 

1P  [bar] Upstream pressure 

 [m/s] Jet impact speed 
St [-] Strouhal number 

outd
x  [-] Non-dimensional 

standoff distance 

outin dd ,  
[mm] Inlet, outlet nozzle 

diameter  

sheddingRf .  
[Hz] Vortex-ring shedd. 

frequency   

sheddingCf . =

cloudf

 
[Hz] 

 
Cavitation cloud 
shed. frequency   

cavCI . , cavRI .

 

[Watt] Intensity of 
cavitation cloud, 
vortex ring  

cavCE . =

CollapsedCouldE 

[J] Cavitation energy 

2PPamb   
[bar] Ambient pressure 

= downstream 
pressure 

CL  
 

[mm] Average cavity 
cloud length 

1c , 2c  [-] Correction factors  

Average
R  

[mm] Average cavity or 
ring  radius  


 

[-] Non-dimensional 
aspect ratio 

Q  [m3/s] Flow rate from 
nozzle 

WHP  
[Pa] Jet water hammer 

L [kg/m3] Liquid density 

LC
 

[m/s] Sound speed in 
liquid 

jP [Pa] Micro-jet pressure 
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cloudF [N] Cloud force 

thF  [N] Threshold force  

iP  [Pa] Pressure of micro 
jet (i) 

iA  [m2] Damaged area by 
micro jet (i) 

MJQ  
[mm3/s] Micro-jet flow rate 

MJv
= L  

[m/s] Micro-jet velocity 

powerMJP 

 

[watt] Micro-jet power 

MJWHp   
[Pa] Micro-jet water 

hammer 

loadP
 

[Pa] Peak load 

MJdyp   [Pa] Micro-jet dynamic 
pressure  

1. INTRODUCTION  
Over the past few years, cavitating fluid jets 

have received a considerable attention, primarily 
with laboratory experiments, to understand their 
behavior and to determine the feasibility of their use 
in a variety of situations. Recently, these testing and 
evaluation efforts have proven certain applications 
of the cavitating jet, which include: cleaning paint 
and rust from metal surfaces; underwater removal 
of marine fouling; removing of high explosives 
from munitions; augmenting the action of deep-hole 
mechanical bits used to drill for petroleum or 
geothermal energy resources; widely use in cutting, 
penning flushing, and modification of surface 
characterization. Thus the cavitating fluid jet 
method is indeed commercially attractive since long 
time ago [1-3]. As can be determined from the 
published literature, not much is known about the 
unsteady behaviour of the cavitating jet and the 
development as well as the collapse of the 
cavitation clouds on the impinging surface. If the 
unsteady behaviour and the jet structure are 
clarified in detail, it is expected that, the jet working 
capacity can be drastically improved.  Many 
researchers has focused on this subject and they 
found that, the cavitation clouds in general behave 
stochastically in both time and space, with a very 
rapid change within μs [1-5]. Other researchers 
showed that, the phenomenon is periodical and it 
depends on the working conditions [6, 7].  

The aim of this work was primarily to 
investigate theoretically and experimentally the 
behaviour of cavitation as clouds and rings and 
roughly to determine the initiating mechanism at the 
start of the cavitation damage and the erosion 
process in FCC materials (Al-alloy as a tested 
material). The protocol of using a cavitating jet 
generator as test rig is presented in our previous 
publication [7]. The test rig uses two types of 
nozzles, convergent and divergent. Since the 

cavitation effect is greatly depending on the nozzle 
type and geometry, their properties are illustrated in 
Figure 1. 

 

 
Figure 1. Schematic illustration of the 
convergent and divergent nozzles. The values are 
in mm. 

 
2.  CAVITATION CLOUD DYNAMIC AND 
STROUHAL NUMBER CALCULATION 

As it is well known, the cavitating flow is a 
two-phase flow, which consists of a continuous 
liquid phase and a dispersed gaseous phase in the 
form of bubbles in cavity clouds. In this kind of 
flow a relative motion exists between the bubbles 
and the surrounding fluid. In many cases, the 
transfer of mass and/or heat usually is of great 
importance. Cavity flows behave very differently 
from single-phase flows. The presence of a second 
phase with significantly different density, viscosity 
and elasticity considerably alters the effective 
properties of such a mixture. The interfaces 
between the liquid and the gas phase are deformable 
and unsteady. Encounters between bubbles can lead 
to bouncing or coalescence. Bubbles may 
accelerate, deform, execute shape or volume 
oscillations or even break up (collapse) [8]. Since in 
our case a continuous jet is used, the vortex ring 
does not appear clearly, and also the oscillation and 
collapse of the individual bubbles cannot be seen. 
We can follow only the shedding and discharging of 
the cavity clouds (macro level).  As it is already 
shown in pervious publications, the characteristic 
unsteady motion of cavitation clouds can be 
discerned with the observation of the cavitating area 
using a high-speed video camera (100,000 f/s). It 
was noted that the shedding pattern has a periodic 
character, although it does not stay regular for a 
long time and it can change with the variation of the 
working conditions as could be seen in Fig. 2 and 
Fig. 3. The imperfect shedding pattern could be the 
result of the incompatibility between the test 
equipment (nozzles, feed pumps, test chamber, and 
recording system) [7]. In general as it appears, the 
cloud expands to almost middle of the trajectory; 
this distance depends on the working conditions. 
The leading part of the main cavitating jet moves 
gradually toward the target and then the jet shows a 
shrinking motion in the diameter close to the exit of 
the nozzle, as can be clearly seen in the case of 
convergent nozzle in Fig. 3. 
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Figure 2. High-speed camera images (24000 f/s, 
512*128) of the shedding patterns. Left two 
columns: Convergent nozzle (P1 = 105 bar, 
P2 = 2.06 bar, VJ = 124 m/s,  = 0.02568, 
T = 18.5 oC). Right column: divergent nozzle 
(P2 = 1.89 bar, VJ = 18.2 m/s,  = 1.142, 
T = 20 oC).  The flow is from left to right. 
 

This shrinking motion in the diameter does not 
appear clearly in the case of a divergent nozzle, 
while for a convergent nozzle this phenomenon 
usually could be observed. This cloud shrinking 
motion moves toward the upstream direction. At the 
same time some downstream clouds, which have 
already shrunk, change to a growing stage and 
translate toward the downstream direction. This 
reentrant motion reaches the nozzle exit and then 
changes to a new shedding motion of a cavitation 
cloud in the reverse direction. As it appears in some 
images, there are discontinuous parts of the 
cavitation clouds, which are caused by the arrival of 
the reentrant motion at the nozzle exit (see Fig. 2 
and Fig. 3). The leading part a of new cavitating 
cloud, defined at this point of discontinuity, moves 
downstream with a certain speed depending on the 
working conditions. Two consecutive frames were 
used (42 s time difference) to estimate the speed 
of the leading edge of the cavity clouds (for 
convergent nozzle V ≈ 79 m/s for 1P  = 105 bar and 

V ≈ 104 m/s for 1P  = 177 bar, while for divergent 

nozzle V ≈ 52 m/s for 1P  = 90.5 bar, and 

V ≈ 119 m/s for 1P  = 267 bar). However, this speed 

does not represent the real speed of the clouds. 

   
 
Figure 3. High-speed camera images (24000 f/s, 
512*128) of the shedding patterns. Left- column: 
Convergent nozzle (P1 = 177 bar, P2 = 2.06  bar, 
VJ = 162 m/s,  = 0.0155, T = 18.5 oC). Right 
column: divergent nozzle (P1 = 267 bar, 
P2 = 1.89 bar, VJ = 31.5 m/s,  = 0.37, T = 20 oC).  

 
The analysis of long recordings (600 frames 

obtained with a shutter time of 20 s) revealed that 
the cavitation phenomenon appears to have a chain-
reaction behavior, i.e. the cloud shrinking or 
disappearance might be related to the propagation 
of a pressure wave as a result of the collapse 
process. A starting mechanism (reaction of the 
cloud with the surroundings and with itself) may be 
the existence of a high-pressure distribution due to 
the rapid enlargement after the nozzle exit. As a 
result, the new cavitating jet grows and develops in 
a coalescing manner with some already existing 
clouds and then moves downstream from the exit of 
the nozzle. The translational speed of the leading 
part of cavitating jet remains constant in the 
beginning, then acceleration and de-acceleration 
processes take place. As a result a new pressure 
distribution map is formed, as can be seen in the 
curves of Fig. 4. In fact these curves do not 
represent the real speed of the cavity clouds, as we 
can see the speed is increasing, decreasing, and it is 
constant for only short periods. Also it could be 
noticed from Fig. 2 and Fig. 3 that the cavity clouds 
do not keep their shape, there are changes which are 
related to the forces acting on the clouds. In general 
the total force acting on the bubble or on the cavity 
cloud is composed of separate and uncoupled 
contributions from pressure gradient, drag, lift due 
to vorticity, virtual mass, hydrodynamic interactions 
force (hydrodynamic interactions between adjacent 
bubbles) and gravity [8]. Therefore, as the object is 
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subjected to static and dynamic forces, the volume 
and the area are changing, thus the calculated speed 
(V) does not exactly represent the jet speed (Vj). 
 

 
 
Figure 4. Cavitation cloud speed calculated from 
consecutive jet images (50000 f/s, 256*64) with 
the following conditions: Convergent nozzle 
(Dout = 0.45 mm), P1 = 105 bar, P2 = 2.06 bar, 
VJ = 124 m/s,  = 0.02568, T = 18.5 oC, 
X/d = 57.044.  
 

As it was presented in  a previous publication, 
the periodicity of the cloud-like cavity shedding 
shows different values for convergent and divergent 
nozzles (which have different ( om dL / )), though it 

varies with the inlet and outlet diameter [7]. The 
differences in nozzle geometry lead to a big 
difference in exit jet velocity and in addition to a 
big difference in the cavitation number. The 
difference in jet exit velocity for the two cases leads 
to a big difference in the intensity of the produced 
cavitation; when the other parameters are assumed 
to be constant (see Fig. 2 and Fig. 3). Sato K and 
Saito Y [3] calculated that the Strouhal number (St), 
which is depending on the time-average cavity 
length mL , is approximately 0.3-0.4, which 

qualitatively agrees with the previous results (e.g. 
Le et al. (1993)) [9]. Their used nozzle diameter 
was 22 mm with a velocity range of 9.65 - 10.4 m/s 
(circular-cylindrical nozzle). In our present work, 
the Strouhal number is calculated by the same 
manner based on the average jet velocity at nozzle 
exit ( JV ) and by using the sheddingCf .  average 

shedding frequency. The results are presented in 
Table 1. Please note, that the jet velocity (Vj) is 
differ from the cavitation cloud speed (V). Vj was 
calculated by the mentioned method using the flow 
rate and pressure values. sheddingCf .  was calculated 

from the obtained recordings. The relation between 
the shedding frequency and the Strouhal number 
will be discussed in Chapter 3. From Table 1 we 
can see that at low pressures in both of the cases 
(convergent and divergent nozzles), smaller 
Strouhal numbers are obtained because of the 
shorter length of cavitating cloud which also lead to 
the instability of the cavitating jet. 
 

Table.1 Strouhal number calculation 
Parameter Convergent 

X/d = 57.044 
Divergent 
X/d = 25.67 

1P  (bar) 105 177 90.5 267 

JV (m/s) 124 162 18.2 31.5 

sheddingCf . (Hz) 6335 4880 7140 4170 

mL (mm) 10.96 24.2 8.01 24.47 

St (-) 0.56 0.73 3.14 3.24 
 

The comparison between the convergent and 
divergent nozzles, shows that, the Strouhal number 
is larger for the divergent nozzle. This is due to the 
big difference in the velocities between the two 
cases. The deviation between our results and that 
presented by Sato K and Saito Y [3] is related to the 
differences in the working conditions (geometrical 
and hydro-dynamical). Please note that the 
presented shedding frequencies are average values 
and their determination has limits, which have 
different reasons for convergent and divergent 
nozzles. In the case of divergent nozzle with low 
injection pressure the unclear shedding of cloud-
like cavity may be depending on the weakening of 
vortex formation and the increase of three-
dimensional disturbance on the separated shear 
layer [3]. But in the case of high injection pressure 
for both cases (convergent and divergent), the 
reason for unclear distinguishing between both 
shedding and discharging processes is related to a 
strong vortex formation, the inherent compact 
behavior of the shear layer and the length of 
cavitating area, and in addition to the fast formation 
of vortex cavitation and their interaction with each 
other. Based on this result it should be noted that 
the shedding frequency at low pressure and the 
influence of nozzle geometry remains to be further 
examined from the point of view of vortex behavior 
on the shear layer.  
 
 
3. RELATION BETWEEN THE 
SHEDDING FREQUENCY OF 
CAVITATION CLOUDS AND THE RINGS  

As it was found by Yamauchi Y. et al [10], the 
vortex ring cavitation takes place periodically in the 
region of free jet, and its frequency is given by 
Eq. 1. 

JsheddingR V
x

St
f 






.  (1) 

 
Where x is equal to Lm (the time-averaged 

cavity length). Based on that, the cavitating jet and 
its cloud structure can be considered as a succession 
of vortex bubble rings with diameters related to the 
nozzle diameter do. The cavitation intensity per unit 
time, 

cavcI .
can be expressed as the number of 
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cavitation events per unit time, ( sheddingCf . ), and the 

collapse energy of each cavitation event, cavCE .  can 

be expressed as in Eq. 2. 

cavCsheddingCcavC EfI ...    (2) 

The potential energy of the cavity cavcE .  can be 

expressed as in Eq. 3. It is the product of its 
maximum volume and the pressure difference 
between the surrounding liquid and the cavity 
contents, which we will approximated as the ambP  

(ambient pressure): 

ambCcavC PcLdE
o

 1
2

. 4

1  (3) 

Where CL  is the cavity length, and 1c  is a 

correction factor. As it is known, the cloud is a 
group of rings connected with each other. Based on 
the ring cavities hypotheses, the cavitation ring 
potential energy cavRE .  can be expressed with Eq.4, 

where AverageR  is the average radius of an 

otherwise not perfectly symmetric ring (Fig. 5), and 
taking into consideration the assumption that the 

vapor pressure in the cavity ring ( VP ) is much less 

than ambP . The image of a real cavitation ring and 

the illustration of an ideal ring can be seen in Fig. 5. 
    

ambAverageocavR PRdcE  2
2

2
.   (4) 

 

 
(a)          (b) 

Figure 5. (a) Cavitation ring (b) An ideal ring is 
the product of two circles; in this case the red 
circle is swept around the axis defined by the 
pink circle (spread angle).  )( odfr   is the 

radius of the pink circle, R is the radius of the 
red one. 
 

The ring intensity with defined by  emissionRf .  

and cavRI .  is given by Eq.5 

cavRemissionRcavR EfI ...   (5) 

 
Using the product of the pressure and flow rate 

for getting the hydraulic power of the cavitating jet, 
therefore, the energy conversion efficiency (  ) 

can be written as in Eq.6. 







 St
V

PSt

QV

Ef

j

amb

j

cavRemissionR 2
2

2
2

.. 22
5.0










 





 
(6) 

 

Where   and the jet Strouhal number St  in 
terms of ring cavities are defined by Eq.7 and Eq.8, 
respectively,  

od

Rmax2


 

 (7) 

 j

osheddingC

V

df
nSt


 .

 

(8) 

Where n is the number of rings which produce 
one cloud.  Both parameters, 

sheddingCf .
 and a 

emissionRf .
 are depending on the geometrical and 

hydrodynamic working conditions, and they are 
connected as defined by Eq.9 

n

f
f emissionR

sheddingC
.

.   (9) 

 
Where n  is the number of vortex rings 

gathered to create one cloud )1( n . 
 

4. FORCE AND ENERGY EMITTED BY 
THE CAVITY COLLAPSE 

 
The shock wave is usually emitted by a high 

speed velocity jet of liquid created during the end of 
collapse period (closure of cavity). The amplitude 
of the pressure pulse is the greatest near the center 
of emitted wave and during the first moments of the 
emission. Thus the effective damage of collapse 
depends strongly on the position of the collapse 
center and the solid surface [11]. The total energy 
of bubble collapse is divided into two essential 
parts: one part represents the energy of thr shock 
waves and the other represents the energy of the 
micro-jet. The part which belongs to the micro-jet is 
divided also into another two parts: one represents 
the kinetic energy of the micro-jet and the rest 
represents the impacting energy which is transferred 
to the target material.  This behavior resembles a 
water hammer, which will damage the target 
material as a result of the energy transfer (see 
Fig. 6, Fig. 7, and Fig. 8).  The formula given by 
Eq. 10 might be used to determine the water 
hammer produced by the micro-jet, where the 
subscripts (L) refer to the liquid [12]. 

 
 LLWH CP   (10) 

 
Experiments by Hancox L. and Brunton H. 

(1966) show that multiple impacts by water at a 
speed of 90 m/s can erode even stainless steel [12]. 
If the micro-jet velocity is higher than 433 m/s, the 
pressure caused by the water hammer effect is 
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650 MPa, which is considered to damage the steel 
surface [13, 14]. According to the results presented 
by Soyama H. et al. [15] the force that leads to 
surface damage (pits) can be estimated by using the 

WHP
 
(water hammer pressure) that creates one pit 

damage, which is equal to jP  (micro jet pressure), 

therefore the force of one micro-jet is presented by 
Eq. 11.  

 

pitWHj APF /  (11) 

 
Under this assumption, every single bubble will 

collapse and create only one micro-jet. As the cloud 
contains n-number of bubbles and all generate 
micro-jets is hitting the target the cloud force can be 
calculated by using Eq.12.   





n

i
iicloud APF

1

/  (12) 

Where n is the number of pits, and the number 

of micro jets. pitA  is equal to the cross-section area 

of the micro jet head. The total force acting on the 
target surface for a certain time t (exposure time) 
and in one point (one pit) are defined by Eq.13 and 
Eq.14 respectively, 

tfFF cloudcloudtotal **  (13) 

tfFF jetmicromjpototal **int    (14) 

 
Since the decay time of the jet is very small (for 

a jet with 2 to 3 mm in diameter the decay time is 1 
or 2 s [11]) we can assume that, after a given 
exposure time (t) which is less or equal to the 
incubation time, the total force which is acting on 

the target surface ( intpototalF   ) can be even higher 

than thF   (threshold force) but neither plastic 

deformation or erosion will occur as a result of 
cavitating jet impact.  The time needed to establish 
the stage of a plastic deformation is related to the 
mechanical properties of the material, mainly to its 
ability to absorb the energy of the shock loading 
without macroscopic deformation (which is related 
to the stacking fault energy).   

If the exposure time passes beyond the 
incubation time period the damage will start, 

regardless of the relation between  intpototalF   and 

thF , which latter is determined by the mechanical 

properties of the target material.  
The impacting energy of the cavitating jet 

(cloud) is defined by Eq.15 
 

QAFE damagedtotalCollapsedCould   (15) 

 

The micro-jet flow rate MJQ  could be 

estimated by using Eq.16, after calculating the 
micro-jet velocity by using Eq. 10. Using the same 
manner we can estimate the total power of the 
emitted micro-jet which contains two parts 
(dynamic and impact power) as defined in Eq.17. 

 

MJpitMJ vAQ   (16) 

 

MJdyMJMJWHMJpowerMJ pQpQP    (17) 

 
5. MICRO-JET AND DAMAGE 
MECHANISM  
 

We could obtain some information on the 
damage mechanism by comparing the micro-jet 
impact pressure in the case when the jet is just 
capable to deform the surface of the target. The 
water hammer pressure of a jet with a flat tip is as 
in Eq.18. [12]. 

LLLWH CP   (18) 

 
The impact pressure can be up to three times 

higher when the jet tip is round or conical (Lesser 
MB & Field JE 1983) [16]. The duration of the 
water hammer pressure is given by the time 
required for the relaxation wave to travel from the 
periphery to the center of the jet. It amounts to only 
10 ns for a jet diameter of 30 m.  Afterwards, the 
specimen is affected by the dynamic pressure 

(Eq.19). The peak load loadP  will occur 

immediately as given by Eq.20  
 

2
. 5.0 LLdynP   (19) 

 

AcP LLload .  (20) 

 
where A is the cross section of the micro jet head 
which is assumed to be equal to the pit cross-section 

area ( pitA ). The load starts to decay as soon as the 

sideways flow begins. The decay time from peak 
load will be the time needed for the waves to move 
into the center of impact from the boundary of the 
jet [12]. It is a known fact that the strength of 
materials as well as their elastic modulus rise with 
increasing strain rate (Kolsky H 1949) [17], so the 
strain rates involved in the impact of a jet with a 

velocity of 80 ms−1 are in the order of     105 
s−1. Besides the strain rate dependence of the yield 
strength, the short duration (10 ns) of the water 
hammer pressure may be another reason why a high 
value of the impact pressure is required to damage 
the sample. The obtained results suggest that the 
water hammer pressure produced by the micro-jet, 
which lead to a macroscopically visible plastic 
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deformation in the specimens surface (Al-Mg-alloy) 
was greater than the threshold value which 
represent the ultimate stress (the dynamic yield 
strength) of these specimens. In the macro level, the 
obtained cavitation damage is a result of repetition 
of collapses of cavitation clouds on/near target 
surface. The number of collapses i.e. the number of 
impacts can be roughly calculated by multiplying 
the shedding/ collapsing clouds frequency with the 
exposure time. The frequency (f [s-1]) is calculated 
by using the formula in a previous publication. [7].    

The damage on the specimen surface is 
concentrated within the ring formed by the 
cavitation bubbles, usually observed as a cloud of 
bubbles. This feature is regulated by the nozzle 
geometry [7]. The observed lesser cavitation 
damage within the ring as well as away from it is 
due to the much lower density of collapsing 
bubbles, i.e. in these areas the damage process is 
shifted to much longer times. At the beginning of 
the cavitation attack, the virgin specimen is 
assumed to have a smooth surface (in our case the 
scratches are shallower than 0.5 μm). Also, the used 
Al alloy was able to absorb a large part of the 
impact energy due to good ductility. This energy 
caused the plastic deformation of the whole 
specimen to be localized in the ring. 

The cavitation ring collapses at the moment of 
its impact on the surface of the specimen and micro-
jets are produced. The velocity of the micro/nano-
jets is the function of the position of bubble 
collapse. In some literature it can be found that 
maximum jet velocities are between 50 and 
100 m/s, while others report 950 m/s [12]. Due to 
the varying size of the bubbles, the formed “micro-
jets” will hit the specimen at angle other than 90o, 
introducing the shear stress component on the 
surface. Reported values of the micro-jets induced 
local material stress are between 100 MPa up to 
over 1000 MPa [10]. This shear component seems 
to be sufficient to start plastic deformation on the 
surface of the specimen, leading to more or less 
pronounced roughness (Fig. 6, and Fig. 7). After 
this initial step, further micro jets hit the roughened 
surface (instead of the smooth and polished one), 
which leads to the rupture and erosion of the surface 
(Fig. 8). The surface erosion is assumed to be 
analogous with the crack initiation step. Further 
erosion is followed by the wave-guide model for 
acceleration of surface damage. The plastic 
deformation takes place when the maximum stress 
applied on the material target is higher than the 
yield stress. The time while the material is under 
this stage is called the “incubation time”, in which  
plastic deformation occurs on the attacked surface 
without mass loss. This time is a function of the 
mechanical properties of the material subjected to 
this stress (cavitation) when the other parameters 
are kept constant. It should be noted that, in the 
investigation the cavitation damage, the possible 

influence of temperature, which increases during 
the cavitation bubble collapse, should be taken into 
account [12]. The result in Fig. 6 and Fig. 7 
illustrate the possibility of using the cavitation 
phenomenon as a tool to modify the surface 
characteristic in the nano- and micro level. 
 

 

Figure 6. 3D topography AFM images of the 
investigated Al sample after 30 s test, 
(Ra = 0.518 m). 
 

 

Figure 7. Surface topography of the Al-alloy 
sample after short time exposure (15 and 20 s) 
respectively, at 3 mm away from the center of jet 
impact (10x magnification) with the same 
working conditions. 
 
 

 

Figure 8. Illustration of the cavitation damage 
pattern (center of jet impact, plastic deformation 
and erosion stage). The presented digital images 
were obtained after long term exposure (1800s). 
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CONCLUSIONS 

In this work an experimental and theoretical 
study was presented to investigate the 
characteristics of cavitating water jets. The results 
show that, a periodic shedding of cavitation cloud is 
the main characteristic of the phenomenon in 
cavitating jets caused by the reentrant motion 
towards the nozzle exit. The reentrant motion starts 
around the exit region of the nozzle and can be 
related to a propagation of cloud shrinking and 
enlargement or disappearance along the jet. 
Theoretical formula connected to the shedding 
frequency of clouds and rings is presented and the 
influence of geometrical and hydrodynamic 
conditions on the calculation of the Strouhal 
number was investigated. The FCC material 
damaged by cavitating jet was investigated with 
white light interferometry and atomic force 
microscopy.  The interaction between the micro jet 
and the sample surface was discussed. The energies 
and force emitted by cavitation clouds and rings 
(micro jet water hammer) were presented in 
mathematical forms. Therefore, according to these 
obtained results, there is a possibility to improve the 
performance of the cavitating jet for such 
application in the nano- and micro scale.  
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ABSTRACT  

This paper presents the results of numerical 

simulation on gas flow inside a cylindrical vessel. 

Reversing chamber is a vessel which changes twice 

the direction of gas flow. A jet exiting in the 

chamber meets the incoming stream from the 

opposite direction. Investigated phenomena include 

the flow interacting with the walls, and therefore 

present characteristics of free and confined flows. 

The results obtained were juxtaposed with the 

results obtained for free jets and impinging jets. In 

the areas of high-pressure gradients intense 

turbulence occur and intensify the events occurring 

there with a change in the Reynolds number. The 

calculations were performed for the undisturbed gas 

stream flowing out of the nozzles at varying 

Reynolds numbers 25000, 75000 and 125000. The 

simulation results show the distribution of velocity, 

pressure and shear stress on the impinging wall. 

Also included are the pressure and velocity 

distributions in the cross-section of the reversing 

chamber. Selected results will be compared with a 

fixed flow and results of the experiment. 

Keywords: turbulent flow, unsteady, transient, 

CFD, reversing chamber, combustion chamber  

1. INTRODUCTION 

Studies related to free streams are carried out 

on a large scale. These are both, basic research and 

applied research as having different applicability. 

During this study modern tools were used to do 

research with greater precision, on a larger scale, 

observing multiple parameters since the flow 

turbulence is extremely important because of its 

uniqueness. Research related to turbulent flow is 

focused on the observation of phenomena specific 

to transport: of momentum, mass and energy. In the 

literature we can find a number of publications on 

the flowing streams and their influence on the flow 

around bodies. At the same time, the analysis of 

experimental studies and numerical studies in this 

field is conducted. Among the limited flow analyses 

a plane impinging jet should be distinguished due to 

its great importance. Research is carried out on 

several levels of knowledge. A large group of 

publications focuses of research on fluid mechanics, 

particularly on identification phenomena in the 

flow, validation of experimental results and 

numerical calculations. This group of analyses 

demonstrates more signs of basic research. Another 

group of publications comprises articles focused on 

research related to heat transfer. The next group of 

works can be classified to some extent, as applied 

research involving applicability. Most often, they 

discuss the intensification of cooling systems or 

heating surface with a plane. In this respect, we can 

cite many works, such as Martin, supported Downs 

and James[1], Popier[2], Jambunathan[3], 

Viskanta[4], Zuckerman and Lior[5]. S. Roux[6] in 

his work presents the analysis of temperature 

fluctuations caused by the presence of vortices on 

the surface of the walls being impinged. Tests 

included unsteady analysis of temperature on the 

surface of the wall. The results indicated a number 

of important factors that may affect the temperature 

fluctuation, but clearly do not correspond. Similar 

work has been taken by Yue Tzu-Yang[7]; 

however, to analyse the temperature distribution on 

the surface of the impinged wall numerical methods 

were used. Simulations were carried out for small 

Reynolds numbers and signs of laminar flow were 

observed. Apart from the Reynolds number for 

turbulence, the author applied an additional 

criterion, i.e. the distance of the nozzle from the 

impact surface. For a simulated laminar flow from 

the nozzle and a small distance from the wall, 

stationary vortices were obtained on the wall 

surface. In the article he presents the essence of the 

Reynolds number and the information that this 
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parameter is not sufficient to determine the flow 

turbulence. During simulated laminar flow from the 

nozzle both, the laminar and turbulent flow, were 

obtained at the impact surface. Moreover, a specific 

parameter was developed, i.e. the ratio of the nozzle 

diameter to the distance from the wall being 

impinged. Applying two parameters (Re and H / W) 

enable to predict the nature of the flow. The study 

has once again confirmed the intensification of heat 

transfer in turbulent flow and has been verified by 

experimental data from the literature. Tests are 

carried out not only using air as the working 

medium. In industry lotions are also widely used as 

refrigerants, especially there, where intensification 

of heat exchange must be the highest. M.Y. 

Abdelsalam[8] suggests in one article to use water 

as a coolant. Apart from measurements of 

temperature and heat flux on the wall being 

impinged, the authors also deal with the analysis of 

phenomena occurring between the jet and the wall. 

Observations and conclusions of these studies were 

confirmed by studies presented in this work. 

Most of the above cited works were dedicated 

to heat exchange in the steady and transient state. In 

the next step of analyzing the results obtained from 

investigation of this phenomenon, the authors 

attempt to describe turbulent phenomena occurring 

on the surface of the wall. Authors of other articles 

focused on analyzing the flow and phenomena 

occurring from the outflow from the nozzle to the 

reaction with the wall. The publication of Zdeněk 

Trávníček[9] discusses an interesting case of the 

annular flow jet hitting on the wall. Researchers 

analyse the velocity field and the pressure within 

the walls being impinged. Also the study of 

Kłosowiak and Bogusławski[10] analyses 

conducted tests related to typical impinging jet. The 

purpose of the study was to obtain the greatest shear 

stress on the wall surface. The work was undertaken 

to provide information about the highest angle of 

attack of a jet.  Analyzing the results of the study, 

the three, Zdeněk Trávníček and Kłosowiak and 

Bogusławski obtained a similar pattern of 

distribution of the local heat flux and shear stress on 

the wall being impinged. A large number of papers 

that have been published around the world is 

dedicated to studies on free and impinging jets. 

These jets are widely applied in engineering. Papers 

[11][12][13] provide descriptions of free jets’ 

structure, which was supplemented in subsequent 

years by the study of processes occurring in the jets. 

In recent years, more complex phenomena 

occurring in the free and confined jets, have been 

investigated. In paper [14], the authors present the 

results concerning the effect of natural convection 

on the heat transfer in the impinged area. To date, 

two papers related to the description of phenomena 

occurring in the reverse chambers have been 

described. Apart from paper [15], paper [16] 

presents some results of the jet flowing through a 

reverse chamber made of porous materials. The 

observed results differed from those obtained for 

the impinging jets and, similarly to paper [17], 

indicated the necessity of a thorough research on 

jets flowing in reverse chambers. Preliminary 

results indicate significant differences between the 

free and impinging jets and the flows in reverse 

chambers. 

2. TURBULENCE MODEL 

SST turbulence model combines the advantages 

of both, the standard model of the k-ε and k-ω 

model. As compared to the equations in the model 

k-ω, turbulence model SST changes the concept of 

turbulence arising in the equation for kinetic energy 

turbulence. From the equation 

 

– equation of kinetic energy turbulence: 

 

  
(1) 

 

– equation of energy dissipation rate 

 (2) 

 

From the equation of kinetic energy turbulence 

(1), the equation if energy dissipation rate (2) is 

obtained 

 (3) 

The SST model may be developed as follows 

 (4) 

SST model also introduces a new source of 

energy dissipation 

 

 

 

 

 
(5) 

 

New member of the equation is indicated by 

F1, which is a function of linking the two models. 

In the vicinity of the wall, the value of one is 

assumed, and on the outside of the trim in an open 

stream reaches the value of zero. Some publications 

present the application of this model and its 

description. Another publication informs on a 

model automatically switching to the calculations 

function on the wall, and when it is solved, the flow 

model away from the wall runs the k-ε model. The 

coefficients used in the model are calculated taking 

the value of F1 into account.  

 (6) 
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The coefficient φ (σ_ω, σ_k, γ, β ^ ') is 

characteristic for the SST model and coefficients 

φ_1 and φ_2 in the models represent the k-ω and k-

ε, respectively. The core values of the various 

constants in the SST model are described in the 

Table 1. 

Table 1. Values of constants characteristic of 

the SST model 
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3. GEOMETRIC MODEL AND TEST 
METHODS 

An object of tests is the axisymmetrical 

reverse chamber, shown in fig. 1, where the 

direction of the main flow changes twice. Jet 

flowing out from the internal pipe, in its initial run, 

is a free jet, then it impinges the flat surface of the 

chamber bottom, where the flow direction changes 

for the first time by 90 degrees. On the inflowing 

jet’s axis, at the so-called stagnation point, the 

pressure reaches its maximum value. Such flow can 

be treated as a simplified definition of the 

impinging jet. Upon changing the direction, the wall 

jet is headed towards into the radial direction. 

However, before it reaches the flow wall, it 

separates from the impinged wall and thus the 

second stagnation point is located on the side wall 

near the corner of the reverse chamber. The jet 

changes again its flow direction by the angle of 90 

degrees. From this point, as a counter-flow jet in 

relation to the basic jet flowing out from the internal 

pipe, it flow towards the outlet of the reverse 

chamber. As the distance from the outlet to the 

impinging wall increas, the wall jet may separate 

from the flow wall. This point is depending by the 

jet kinetic energy. The test chamber reflecting the 

nature of such flow is built of a steel sharp-edged 

pipe of internal diameter D = 0.04 m and of 0.005 m 

thickness. The chamber casing of internal diameter 

R = 0.475 m and the length of 0.7 m was made of 

Plexiglass. The test chamber was mounted on an 

open aerodynamic tunnel shown in Fig. 2. The air 

movement in the tunnel is forced through a fan 

connected to the tunnel by two elastic couplers. A 

filter, reducing particles contaminating the air, was 

installed in the initial section, while the straightened 

vanes unify the velocity and turbulence fields in the 

channel. Laser, situated behind the impinged 

surface, positioned the entire reverse chamber with 

the internal pipe. 

 

 

z 

r 

R = 0.475 m 

D
 =

 0
.0

4
 m

 

L 

1 2 

3 

 
Fig. 1. Diagram of reverse chamber 

1 – impinging wall, 2 – side wall, 3 – outlet of 

pipe 
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Fig. 2. Diagram of measurement stand: 1 – 

fan, 2 – elastic coupler, 3 – filter, 4 – nozzle, 5 – 

reverse chamber, 6 – laser for calibration, 7 – 

steel pipe, 8 – CTA module, 9 – computer, 10 – 

digitizer of pressure and its fluctuations, 11 – 

millimeter, 12 – CTA probes, 13 - phone 

 

The measurement of velocity and its 

fluctuations were made using the CTA anemometer. 

The standard X probe TSI-1241 was used to 

measure two components of velocity. The laser 

beam indicated the position of the jet axis. Probes 

were connected to the TSI-1050 constant 

temperature anemometer bridge. CTA signal was 

recorded using IOtech ADC488/8SA A/D converter 

which was controlled by TurboLab 4.0. The auto 

trigger option was selected. Subsequently, the 

recorded signal was processed and analyzed by 

means of the same program. 

4. BOUNDARY CONDITIONS 

Measurements were made in an axisymmetrical jet, 

not swirled and unstimulated, flowing out from the 

sharp-edged ring channel of 0.04 m in diameter to 

the reverse chamber of 0.475 m in diameter. The 

position of pipe outlet, in relation to the impinged 

surface, was varying from z/D=10 to z/D=2. The 

boundary conditions used for measurements 

comprised the changes in air outflow velocity from 

the internal pipe in the reverse chamber. 

Measurements were made for three velocities in the 

pipe outlet: 10, 20 and 50 m/s, which corresponded 

to the Reynolds numbers from 26000 to 78000, 

respectively. The air temperature was maintained on 

the level of 20°C. The tests included measurements 

of average values in time: axial and radial 

components of velocity and their fluctuations. 

The numerical calculations were based on the 

geometry of the actual property described in the 
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boundary conditions for the experiment being 

carried out. Numerical calculations were performed 

for many different variants of velocity and distance 

of the nozzle from the bottom of the reverse 

chamber. Velocities in the pipe outlet varied from 2 

to 50 m/s and the turbulence intensity was 4%. 

5. EXPERIMENT RESULTS 

Normalized radial profiles of the axial 

component of velocity and its fluctuation for three 

different flow velocities in the inner pipe have been 

presented in figures 3 a), b), and c). The shape of 

the graph describing the jet flowing from the pipe is 

in line with the actual impinging jet [17]. With 

respect to the impinging jet, the area under the 

positive part of the curve is slightly larger, which 

means that the flowing jet is rapidly spreading in 

the chamber. Unlike the free jets, where the core 

potential reaches the distance r/D=4 in the reverse 

chamberbetween distances from z/D=6 to z/D=7in 

the axis of the pipe is observed. A different 

situation is observed in the region of the wall flow, 

where significant differences in the velocity 

waveform profiles for different flow velocities are 

visible. Between distances from z/D=7 to 

z/D=10radial velocity profiles are similar and the jet 

behaves in the same way. From a distance of r/D=6, 

a noticeable difference in the structure and character 

of the flow velocity equal to 10m/s was observed. 

  

-0,4

-0,2

0

0,2

0,4

0,6

0,8

1

1,2

0 1 2 3 4 5
r/D

U
/U
m
a
x

0D 1D

2D 3D

4D 5D

6D 7D

8D 9D

a)

 

-0,4

-0,2

0

0,2

0,4

0,6

0,8

1

1,2

0 1 2 3 4 5
r/D

U
/U
m
a
x

0D 1D

2D 3D

4D 5D

6D 7D

8D 9D

b)

 

-0,4

-0,2

0

0,2

0,4

0,6

0,8

1

1,2

0 1 2 3 4 5
r/D

U
/U
m
a
x

0D 1D

2D 3D

4D 5D

6D 7D

8D 9D

c)

 

Figure 3. Distributions of the axial component of 

velocity at: a – 10[m/s], b – 30[m/s], c – 50 [m/s] 

At the distance of r/D ~ 5, the flow 

separates from the trailing wall. The backward jet  

directs the medium flowing through the central part 

of the chamber to the outlet. A jet flowing in the 

direction of the outflow pipe appears on the wall. It 

represents positive values of velocity as is shown in 

those figures. In the case of velocity 30 m/s and 50 

m/s, the jet behaves as the boundary [co?], moves 

towards the outlet and gradually increases towards a 

jet from the wall flow to the axis flow. We may 

observe a shift of the intersection of the x-axis 

profiles of about r/D=3 and y/D=2. At cross section 

r/D=0 the jet fills the whole cross-section of the 

reverse chamber between the inner pipe and the 

wall flow. For these two velocities, in the middle of 

the reverse chamber a vortex lying at a distance of 

r/D=2 is formed; it represents local maximums in 

the figures. Comparing figure 3a with figures 3b 

and 3c, for a velocity of 10 m/s, the differences are 

negligible in terms of the distribution, which should 

be associated with the different nature of the flow at 

the wall flow. 
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6. NUMERICAL ANALYSIS 

The results of numerical simulations for all 

measurements made for each velocity tested during 

experimental research were analyzed. They are 

related to transient flow. The duration of the 

simulation depended on the measurement section 

and geometrical conditions. In general, time within 

which the flow achieved the set conditions varied 

between 1 and 2s. The results of simulations are 

presented in the form of velocity map. 

 

Fig. 3. Distribution of velocity for a distance 

of 6D, velocity 10m/s, time of simulation: 0.05 [s] 

 Fig. 4. Distribution of velocity for a distance of 

6D, velocity 10m/s, time of simulation: 0.035 [s] 

 Fig. 5. Distribution of velocity for a distance of 

6D, velocity 10m/s, time of simulation: 0.065 [s] 

 

Figures from 3 to 9 present the velocity 

distribution in the entire volume of the reversing 

chamber. Only selected time steps are presented 

here. From the graphs we can read in the chamber 

promoting velocity [?]. An important aspect of 3D 

visualization is the ability to observe changes in the 

parameters of the entire volume of the reversing 

chamber. During the simulation is possible to 

observe propagation asymmetry of the jet. 

 Fig. 6. Distribution of velocity for a distance of 

6D, velocity 10m/s,  time of simulation: 0.155 [s] 

 Fig. 7. Distribution of velocity for a distance of 

6D, velocity 10m/s,  time of simulation: 0.215 [s] 

 Fig. 8. Distribution of velocity for a distance of 

6D, velocity 10m/s,  time of simulation: 0.575 [s] 

 Fig. 9. Distribution of velocity for a distance of 

6D, velocity 10m/s, time of simulation: 1.075 [s] 

In the subsequent time steps, we can observe the 

formation of specific areas for jet limited by the 

plate. Figure 5 shows the moment of impingement 

on the wall, the formation of the stagnation region 

and the first change of the fluid flow direction. This 

figure, at the height of 2D, presents the 
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characteristic of such an area. It could be caused by 

water beating the bottom of the reversing chamber. 

 
Fig. 10. Distribution of vortex core for the distance 

of 6D, velocity 10m/s, time of simulation: 0.35 [s] 

 Fig. 11. Distribution of vortex core for the 

distance of 6D, velocity 10m/s, time of 

simulation: 0.065 [s] 

 Fig. 12. Distribution of vortex core for the 

distance of 6D, velocity 10m/s, time of 

simulation: 0.095 [s] 

 Fig. 13. Distribution of vortex core for the 

distance of 6D, velocity 10m/s, time of 

simulation: 0.215 [s] 

 Fig. 14. Distribution of vortex core for the 

distance of 6D, velocity 10m/s, time of 

simulation: 0.775 [s] 

 

Fig. 15. Distribution of vortex core for the 

distance of 6D, velocity 10m/s, time of 

simulation: 1.075 [s] 

 

A similar effect for the vortex core formation is 

presented in figures 11 and 12. Figures from 10 to 

15 present the formation of the vortex core in the 

reversing chamber. Those figures have added new 

data to the analysis of the velocity fields as they 

indicated the formation of additional space vortices. 

The turbulence generated in the reversing chamber 

can be observed in the jet outflow from the nozzle. 

The impingement region is created with vortices of 

a small diameter formed and propagated to the 

sidewalls of the reversing chamber. Then the vortex 

increases and is heading towards the outlet of the 

reversing chamber. The diameter of the vortex 

increases up to stabilize conditions in the entire 

space of the chamber. Figure 15 shows this 

situation, stabilized in accordance with the 

conditions of steady flow simulation and 

experimental results. 

7. CONCLUSION 

Modeling the flow in the reversing chamber 

brings interesting results. The ability to simulate 

unsteady flow brings new information on the flow 

inside the chamber. Steady flow simulations do not 

have the opportunity to present the formation of 

vortices of different frequencies. In the simulations, 

we can presume established formation of turbulence 

by observing the velocity fields. However, in the 

case of the walls, gradient of the impingement 

velocity does not suggest the formation of such a 

thick layer of vortices. Unsteady flow modeling 
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allows demonstrating a mechanism of vortices 

formation. Moreover, it enables determining the 

construction of the vortex metrology and analysis. 

Such data are essential in order to determine the 

number of Strouhal simultaneity. 

The simulation results are consistent with 

transient flow in steady flow simulations and 

experiments. 
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ABSTRACT
The peculiar dynamics of harmonically excited

spherical gas bubbles via acoustic irradiation has
been extensively studied in the last decades. Dur-
ing the radial oscillations of the bubbles, their wall
velocities can reach several hundreds or even thou-
sands of m/s resulting in high pressure and temper-
ature, and shock wave emission into the liquid do-
main. This collapse-like behaviour is exploited by
the rapidly developing ultrasonic technology, where
these extreme conditions can be used in several fields
of polymer industry, food technology, medicine and
many others. In this study, the radial oscillation of
a single gas bubble placed in water was studied by
applying the Keller-Miksis equation, a second order
non-linear differential equation describing the evol-
ution of the bubble radius in time. Numerical com-
putations were carried out using the tools of bifurca-
tion theory to investigate the bubble dynamics. The
two main parameters were the pressure amplitude of
the excitation and the bubble size, while the excita-
tion frequency was kept constant at the resonant fre-
quency of the bubble. The main aim was to reveal
the domains of the collapse-like oscillations in the
two-dimensional parameter space. As a by-product,
the chaotic domains found can help to avoid unpre-
dictable behaviour, which can be crucial in medical
applications.

Keywords: Acoustic cavitation, chaos, bifurcation
structure, bubble dynamics, Keller-Miksis equa-
tion, non-linear analysis.

NOMENCLATURE
f0 [Hz] resonance frequency of the

bubble
Ma [−] Mach number
N [−] period of a solution
P∞ [Pa] ambient pressure
R [m] bubble radius
RE [m] equilibrium radius of the un-

excited system

T∞ [oC] ambient temperature
cL [m/s] liquid sound speed
n [−] polytropic index
pL [Pa] pressure at the bubble wall
p∞ [Pa] pressure far away from the

bubble
pA [bar] pressure amplitude of the ex-

citation
pG [Pa] non-condensable gas content

of the bubble
pV [Pa] vapour pressure
t [s] time
y1 [−] dimensionless bubble radius
y2 [−] dimensionless bubble wall

velocity
λ [−] Lyapunov exponent
µL [kg/ms] liquid kinematic viscosity
ω [rad/s] angular frequency of the ex-

citation
ω0 [rad/s] eigenfrequency of the unex-

cited system without damping
ρL [kg/m3] liquid density
σ [N/m] surface tension
τ [−] dimensionless time
τ0 [−] dimensionless period time of

the excitation
τp [−] dimensionless period time of

a solution

Subscripts and Superscripts
A amplitude
E equilibrium
G gas
L liquid
V vapour
ac acoustic
max maximum value
p period value
0 reference value
∞ far away from the bubble

1. INTRODUCTION
In various fields of modern science, ultrasound

is a promising and emerging technology. When a li-
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quid medium is exposed to high intensity and high
frequency ultrasound, gas bubbles can be generated
which then begin to oscillate radially [1]. During this
oscillation, the bubble may shrink so violently that its
wall velocity reaches several hundreds or thousands
of m/s, resulting in extreme conditions around itself.
This phase of the oscillation is called the collapse
phase, in which the pressure and the temperature can
be as high as 1000 bar and 8000 K [2], respectively.
The high pressure can result in the launch of a strong
pressure wave or shock wave [3, 4]. These effects
can cause physical or chemical changes at the col-
lapse site. Therefore, ultrasonic technology is used
in several fields of polymer industry, food techno-
logy, medicine and many others. For example, the
generated shock waves can reduce a polymer’s chain
length in solution [5]. Or in medicine, a commonly
used method to break up kidney stones is the gen-
eration of shock waves via ultrasound [6]. In food
industry, ultrasound is a successful method for pre-
servation: only a moderately high temperature weak-
ens the bacterial cell membrane which then are less
resistant to cavitational damage [7].

The oscillation of a harmonically excited gas
bubble is known to be strongly nonlinear [8]. De-
pending on the parameters of the excitation and on
the liquid or the equilibrium radius of the bubble, it
may oscillate significantly differently. This leads to
the importance to investigate numerically the dynam-
ics of a single spherical gas bubble placed in water.
In this paper the model used to describe the radial
oscillation of the bubble in time is the Keller-Miksis
equation, a second order strongly nonlinear ordinary
differential equation. The changing parameters are
the pressure amplitude of the excitation and the equi-
librium radius of the bubble. To detect the stable
periodic and chaotic coexisting solutions, the equa-
tion was solved with 5 random initial conditions for
every parameter combination. The used solver was
a 4th order Runge–Kutta cheme with a 5th order em-
bedded error estimation.

2. THE MATHEMATICAL MODEL
During the oscillation of a harmonically excited

gas bubble, it’s wall velocity can reach several thou-
sands of m/s. This large amplitude, collapse-like os-
cillation is strongly affected by the compressibility of
the liquid [9], [10]. Therefore, for the numerical sim-
ulations the modified form [11] of the Keller-Miksis
equation [12] was used to take into account the com-
pressibility of the liquid:(

1 −
Ṙ
cL

)
RR̈ +

(
1 −

Ṙ
3cL

)
3
2

Ṙ2 =

1
ρL

(
1 +

Ṙ
cL

)
(pL − p∞(t))+

R
ρLcL

d (pL − p∞(t))
dt

.

(1)

Equation 1 is a second order, strongly nonlinear or-
dinary differential equation. R = R(t) is the bubble

radius, and the dot stands for the derivative with re-
spect of time t. ρL and cL are the density and sound
speed in the liquid domain, respectively. The pres-
sure at the bubble wall is pL, and the pressure far
away from the bubble is

p∞ = P∞ + pA sin(ωt), (2)

where P∞ is the static or ambient pressure, pA is the
pressure amplitude and ω is the angular frequency of
the periodic excitation. The relationship between the
pressures inside and outside the bubble at the bubble
wall can be written as

pG + pV = pL +
2σ
R

+ 4µL
Ṙ
R
, (3)

where the total pressure inside the bubble is the sum
of the partial pressures of the non-condensable gas
content pG and the vapour pressure pV . The surface
tension is σ and the liquid kinematic viscosity is µL.
The gas inside the bubble obeys a simple polytropic
relationship [11]:

pG =

(
2σ
RE
− (pV − P∞)

) (RE

R

)3n

, (4)

where RE is the equilibrium radius of the unexcited
system and n = 1.4 is the polytropic exponent.

For the numerical simulations, equations 1-4
were rewritten into a first order dimensionless ordin-
ary differential equation system. The dimensionless
time was chosen to be τ = tω/2π, hence every integer
value Nac of τ means Nac numbers of acoustic cycle
of the excitation. The dimensionless bubble radius
and bubble wall velocity are defined as y1 = R/RE
and y2 = R2π/REω, respectively.

The liquid properties were calculated from the
Haar–Galagher–Kell equation of state [13] with
T∞ = 25 oC and P∞ = 1 bar. The pressure amplitude
of the excitation was varied between 1 and 5 bar, and
the frequency was kept constant at the resonant fre-
quency of the bubble, that is, the eigenfrequency of
the unexcited system without damping, which is ac-
cording to Brennen:

ω0 =

√
3n(P∞ − pV )

ρLR2
E

+
2(3n − 1)σ
ρLRE

. (5)

Table 1 shows the exact values of the parameters used
during the computations.

2.1. Numerical tools
Since equation system 1-4 is highly nonlinear,

the solutions of the dimensionless system describing
the time evolution of the bubble radius are strongly
dependent on the parameters. Even a slight change
in one of them may result in a qualitatively different
behaviour, and periodic and chaotic attractors can co-
exist. A solution with period τp is called a period N
solution if N = τp/τ0, where τ0 is the period of the
excitation. A chaotic, aperiodic solution, however,
has infinite periodicity. At fix parameter combina-
tion periodic and chaotic attractors may coexist.
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Table 1. Liquid properties calculated from the
Haar–Gelegher–Kell equation of state with T∞ =

25 oC and P∞ = 1 bar, and the values of the chan-
ging parameters of the computations.

liquid sound speed cL 1497 m/s
vapour pressure pV 3166.8 Pa
liquid dynamic viscos-
ity µL

0.00089 kg/ms

liquid density ρL 997 kg/m3

surface tension σ 0.072 N/m
equilibrium radius RE 1 µm − 0.1 mm
pressure amplitude pA 1 − 5 bar
frequency of the excit-
ation ω

ω0

Figure 1. A) Time evolution, B) Poincare section,
C) amplitude spectrum of a periodic solution.

A usual way to represent a solution is the time
evolution of one of its coordinate, or its Poincaré
map, where the trajectory of the solution is sampled
at every integer multiple time of τ0. While a period
N solution is represented with N dots in the Poincaré
map, a chaotic solution is represented with as many
points as many time cycles were simulated. An other
common method is to create the amplitude (power)
spectrum of the nonlinear oscillation. The power
spectra is discrete in the case of periodic oscillation
and continuous in the case of chaotic oscillation. The
spectra of a period N solution show lines at the driv-
ing frequency ω and at kω/N for k = 1, 2, . . . ,N − 1.

Figures 1 and 2 give the time evolution A), the
Poincaré map B) and the amplitude spectrum C) of
a period 2 and a chaotic solution, respectively. The
simulations were carried out for a bubble of RE =

0.1 mm equilibrium radius driven at its resonance fre-
quency, which is f0 = ω0/2π = 32.33 kHz. The
pressure amplitude was pA = 2.7 bar for the peri-
odic, and pA = 2.6 bar for the chaotic oscillation. In
diagrams A) the dots on the curves mark the integer
cycles of the excitation. While for the periodic os-
cillation the trajectory repeats itself at every second
acoustic cycle, the trajectory of the chaotic solution
never repeats itself. Since the Poncaré map in Fig.
1B) contains only two dots, this is a period 2 solution.
In Fig. 2B), the trajectory was simulated for 10000
cycles, hence the map contains the same amount of
points. This specific structure of the chaotic solution
is called a strange attractor. The power spectra of the
periodic trajectory (Fig. 1C)) has a line at half the
driving frequency, and at its harmonics. The spec-
tra of the chaotic solution is indeed continuous ( Fig.
2C)).

Figure 2. A) Time evolution, B) Poincare section,
C) amplitude spectrum of a chaotic solution.

A typical measure for the chaoticity of the os-
cillation is the Lyapunov exponent λ, a number that
describes the exponential divergence of two trajector-
ies initiated from slightly different initial conditions.
The maximum Lyapunov exponent λmax is negative
in the case of periodic oscillation, positive for chaotic
solutions. When period doubling bifurcation occurs
(when a period 2k, k ≥ 0 solution becomes unstable
and a period 2k+1 attractor emerges) λmax is zero.

To explore the qualitative change of the solu-
tions as a function of a parameter, one can create
bifurcation diagrams. Here one coordinate of the
Poincaré map of the solutions are plotted versus the
changing (control) parameter. Figure 3 shows the di-
mensionless bubble radius y1 response to the pres-
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sure amplitude A) and the Lyapunov exponent spec-
tra B) when the bubble radius at rest is 50 µm. The
Lyapunov exponent is indeed positive when the os-
cillation is chaotic, and zero when period doubling
bifurcations occur (see the vertical lines).

Figure 3. A) Bifurcation diagram and B) Lya-
punov exponent spectra.

To compute a stable solution, the most common
way is to solve an initial value problem, and calculate
the trajectory of the transient solution until it con-
verges to an attractor. In this paper, for every para-
meter combination 5 random initial conditions were
used to detect the relevant coexisting attractors. After
the convergence, in case of a period N solution N
points of its Poincare map were recorded, and 128
points in case of a chaotic solution. For every solu-
tion the Lyapunov exponent was also calculated. The
solver was a 4th order Runge–Kutta scheme with a
5th order embedded error estimation, used in Matlab
environment.

3. RESULTS AND DISCUSSION
To detect the parameter combinations for

collapse-like oscillations, several 1-dimensional and
a 2-dimensional bifurcation diagrams were com-
puted with the pressure amplitude of the excitation
and the equilibrium radius of the bubble as con-
trol parameters. For the computations, the pres-
sure amplitude was varied between 0 and 5 bar with
0.01 bar increment. The equilibrium radius was var-
ied between 1 µm and 0.1 mm with 0.5 µm increment.
The biggest bubble radius was chosen to be 0.1 mm,
since, according to Brennen [1], this is the possible
largest nucleus size in water. The frequency of the
excitation was chosen to be the resonance frequency
of the bubble ω0. All the remaining parameters were
kept constant, their exact values are given in Table 1.
In order to compare the bubble wall velocity with the
liquid sound speed cL, the maximum Mach number
Mamax was also calculated with Eq. 6:

Mamax =
REω0y2,max

2πcL
, (6)

where y2,max = |y2(i ≤ τ ≤ i + 1|, where i =

1, 2, . . . ,N, where N is the period of the oscillation
or 128 in the case of chaotic solution.

3.1. Pressure amplitude as control para-
meter

To get a comprehensive picture about the effect
of the pressure amplitude on the bubble oscillation,
six bifurcation diagrams were computed with three
different equilibrium radii. Figure 4 shows the di-
mensionless bubble radius response, and Fig. 5 the
maximum Mach number response as a function of
the pressure amplitude.

Figure 4. Bifurcation diagrams of the dimension-
less bubble radius with the pressure amplitude as
the control parameter.

Figure 4A) shows the bifurcation structure of a
bubble with 0.1 mm radius at rest, and at driving
frequency f0 = 32.33 kHz. Between 0 and 1.49 bar
pressure amplitude only a period one solution exist.
At 1.57 bar it becomes unstable and through a period
doubling bifurcation, a period 2 attractor emerges. At
1.84 bar a period doubling cascade (a series of period
doubling bifurcations) starts and becomes chaotic at
1.98 bar. Between 1.49 and 1.66 bar pressure amp-
litude two other stable period 3 attractors coexist with
the previously existing solution. The wide chaotic re-
gime that exists between 1.98 and 2.66 bar emerges
through a global bifurcation before the accumulation
point of the period doubling cascade of the period
1 solution. After this chaotic oscillation a period 2
stable orbit emerges and at 4.16 bar pressure amp-
litude it starts its period doubling cascade.

For a 10 times smaller bubble radius (Fig. 4B))
the bifurcation structure does not change signific-
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antly. The bifurcation points and the chaotic re-
gime exist almost at the same values of the pressure
amplitude. For an even smaller bubble, with 1 µm
equilibrium radius (Fig. 4) the bifurcations shift to-
wards higher pressure amplitudes compared to the
larger bubbles. The first period 1 oscillation does
not go through any bifurcations until 2.79 bar pres-
sure amplitude. The attractors, which exist for a
small period of pressure amplitude for bigger bubble
radius, merge into the chaotic regime which exist
between 3.52 and 4.63 bar. The chaotic oscillation
loses its stability at about 4.7 bar from where only a
period 2 solution exists.

For all the three examined bubble structure, the
radial oscillation of the bubbles are higher after the
chaotic attractors lose their stability. While the
period 1 solutions before the chaotic regimes oscil-
late at a 1.5 times bigger bubble radii than the equi-
librium radii, after the chaotic oscillation this radii is
3 times the equilibrium radii.

Figure 5. Bifurcation diagrams of the maximum
Mach number with the pressure amplitude as the
control parameter.

Figure 5 shows the evolution of the Mach num-
ber for the same bubble sizes as those of presented
in Fig. 4. For all three bubbles the maximum Mach
number significantly increases between the two sides
of the chaotic oscillation. Figure 5A) and B) shows
that for bigger bubble radii, when high bubble wall
velocities are desired, it is recommended to excite
the bubble at higher pressure amplitudes than 2 bar,
and when chaotic oscillation is not desired, above
2.7 bar. While before the chaotic regime the max-
imum bubble wall velocity that can be reached is
approximately 36 m/s, after it, it is almost 10 times

higher with about 330 m/s. In the case of such small
bubbles, as shown in Fig. 5C), up to 3.3 bar pres-
sure amplitude the maximum Mach number does not
grow rapidly neither. For bubbles with 10 µm, before
the chaotic regime the maximum bubble wall velo-
city is about 30 m/s, and after it, it gets as high as
201 m/s.

3.2. Equilibrium radius as control para-
meter

In the previous subsection, a qualitative change
in the bifurcation structure of the bubble oscillation
was shown only when the bubble is as small as 1 µm.
Consequently it is an important question that at what
bubble size this structure changes so significantly.
For the answer, several more bifurcation diagrams
were calculated with the equilibrium radius as con-
trol parameter, see Fig. 6.

Figure 6. Dimensionless bubble radius response
curves with the equilibrium radius as the control
parameter.

Figure 6A) shows the structure when the pres-
sure amplitude of the excitation is 1 bar. For the
investigated bubble sizes, only a period 1 stable at-
tractor exist. As the equilibrium radius increases, the
magnitude of the radial oscillation increases as well.

For 2 bar pressure amplitude, the oscillation of
the bubble is substantially changes with increasing
equilibrium radius. Up to 2.5 µm radius only a period
1 stable solution exists, when a period doubling bi-
furcation occurs. The period doubling cascade, ini-
tiating at about 16.5 µm, results in the chaotic at-
tractor which exists up until the end of the simula-
tion. Between 3 and 4 µm equilibrium radius two
period 3 solutions coexist with the period 2 oscil-
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lation. An other period 6 coexisting attractor was
found between 6.8 and 8 µm.

Finally, at 4 bar pressure amplitude chaotic os-
cillation only exists for bubbles whit equilibrium
radii smaller than 1.3 µm. For bigger bubbles, the
oscillation is a period 2 oscillation around an almost
3 times bigger bubble radii than their radii at rest.

3.3. 2-dimensional bifurcation structure

For a more condensed representation of the
collapse-like behaviour, bi-parametric plots are ef-
fective tools. With colormap representation, the
parameter combinations where desired behaviour
may occur are easily seen. Figures 7 to 9 show
the contour plot of the maximum Lyapunov expo-
nent λmax, the maximum Mach number Mamax and
the period in the RE − pA plane, respectively. In case
of coexisting solutions the largest values were depic-
ted.

Figure 7. Bi-parametric map of the maximum
Lyapunov exponent λmax as the function of the
equilibrium radius RE of the bubble and the pres-
sure amplitude pA of the excitation.

The maps are scaled together. It is interesting
how the chaotic oscillation shifts upwards when the
equilibrium radius decreases to a critical value (see
the coloured band in Fig. 7). This shift in the struc-
ture can also be observed in both of the maximum
Mach number in Fig. 8 and the period in Fig. 9. In
Figure 9 the colourful areas are where periodic solu-
tions exist with a period lower than 8, chaotic oscilla-
tions and period doubling bifurcations are the black
areas. The critical equilibrium radius is approxim-
ately RE,crit = 3.4 µm, where the red line is in all
three diagrams. RE,crit was calculated from Eq. 5, at
this bubble radius ω0 = 0, and the oscillation is over-
damped. Above this value the equilibrium radius RE
has only a minor effect on the bifurcation structure.
Below this threshold, however, the structure rapidly
changes with decreasing radius. High Mach numbers
can be reached when the pressure amplitude is higher
than 2.6 bar and the equilibrium radius is larger than

Figure 8. Bi-parametric map of Mamax as the
function of the equilibrium radius RE of the
bubble and the pressure amplitude pA of the ex-
citation.

the critical value RE,crit (8). As the bubble radius gets
smaller, higher pressure amplitudes are needed in or-
der to generate higher Mach numbers.

Figure 9. Bi-parametric map of the maximum
period of the solutions as the function of the equi-
librium radius RE of the bubble and the pressure
amplitude pA of the excitation.

Comparing Fig. 8 with Fig. 7 and 9 a connec-
tion between higher Mach numbers and the chaotic
zone can be observed. Before the chaotic oscillation
(grey area below the pink-blue band in Fig. 7) when
only period 1 solution exists (white area in Fig. 9),
the Mach numbers are lower than 0.01. In the chaotic
band there is an increase in the Mach number, it can
be as high as 0.13. After the vanish of the chaotic os-
cillations, and a period 2 solution emerge, the bubble
oscillates with a significantly higher maximum wall
velocity, the Mach number can reach 0.5.
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4. SUMMARY
The nonlinear dynamics of an acoustically ex-

cited single spherical gas bubble in water have been
investigated. The effect of the pressure amplitude
and the bubble size at rest on the oscillation struc-
ture was studied numerically. The regions of peri-
odic and chaotic oscillations were detected by means
of the maximum Lyapunov exponent. To measure the
strength of the collapse the bubble wall velocities res-
caled to Mach numbers were also computed. Results
show that above 3.4 µm equilibrium radius the oscil-
lation structure does not change significantly when
the pressure amplitude is in between 0 and 5 bar. For
bubbles with smaller than 3.4 µm bubble radius, a
change in the oscillation occur, the chaotic oscilla-
tions only occur for higher pressure amplitudes. The
highest Mach number solutions exist beyond approx-
imately pA = 2.6 bar pressure amplitude, after the
chaotic oscillations vanish, for above RE,crit = 3.4µm
equilibrium radii in the investigated range.
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ABSTRACT
Dredge hoses are of great importance to the min-

ing and transportation industry. One of the aims of
the hose design is to extend the operational lifetime.
The lifetime can be increased by carefully choosing
the pipe lining material. Development of such lining
requires good knowledge of the particle-surface im-
pact characteristics inside the transport pipe and also
requires a fast laboratory testing tools for erosion
resistant material. The present study uses Discrete
Phase Modelling (DPM) with Computational Fluid
Dynamics (CFD) to investigate the sensitivity of
erosion rate in a pipe bend in terms of typical flow
conditions and particle impact parameters. The res-
ults shows that for accurate prediction of the erosion
rate the particle impact properties and material be-
haviour is need to be known at less than 5◦ of im-
pact angles. A measurement at this low impact angle
is not common in the literature; therefore usual test-
ing methodology is not readily applicable. The study
discusses a laboratory measurement technique sup-
ported by CFD and Discrete Element Method with
which low impact angle erosion can be investigated.
The erosion rate and particle impact parameters can
be determined leading to a parameterization of the
erosion process which can be used in full scale pipe
erosion prediction.

Keywords: CFD, DEM, erosion, particle laden
flow, dredge hose

NOMENCLATURE
∆P [kgms−1] Impulse change
Af [m2] facet area of the surface where

the particle caused erosion
D [m] inner diameter of the hose
Ds [m] diameter of the sample

Np [−] number of particles contacted
the wall

Rer [ms−1] erosion rate (velocity)
Yd [−] particle mass fraction
d̄ [m] the average diameter of the

distribution
ṁp [kgs−1] mass flow rate of particle p
b [−] velocity exponent
g [ms−2] gravitational acceleration
k [N−1] spring constant
mp [kg] mass of particle p
n [−] the spread parameter of the

distribution
p1 [−] erosion model parameter
p2 [−] erosion model parameter
p3 [−] erosion model parameter
tc [s] contact time of particle with

surface
vp [ms−1] velocity of particle p
vs [ms−1] sample velocity
vin [ms−1] inlet velocity
αp [◦] impact angle of particle p
αconn [−] erosion model parameter
δ [m] overlap between particle and

material surface
ηn [−] normal restitution coefficient
µ [−] Coulomb friction coefficient
ρw [kgm−3] the densitiy of wall lining

material
ρp [kgm−3] particle material density
ξ [−] damping coefficient
C() [−] erosion particle diameter

function
f () [−] erosion impact angel function

Subscripts and Superscripts
1n impact normal
n surface normal direction
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1. INTRODUCTION
The erosion behaviour of materials is studied

from many aspects over the past decades. In spite
of the tremendous effort to understand the details of
the erosion mechanisms and quantitatively predict
the amount of removed material, one can find that
the literature does not present a universal, quantitat-
ive model for describing the erosion/abrasion process
in real life conditions [1]. This is especially true for
rubber lining materials for pipes. The erosion pro-
cess of pipes is affected by parameters of the contact
materials as well as the parameters of the particle
impacts [2], [3]. In case of a dredge hose the time
needed to have an observable amount of erosion can
be months [4]. This leads to an experimental chal-
lenge for separating and measuring the importance
of the different erosion parameters. In addition the
laboratory measurements often cannot reproduce ac-
curately the erosion conditions in the real life applic-
ation [5]. It is also difficult to use pure simulation
driven technique to predict the erosion behaviour of
materials.

A key concept for successful simulations of
erosion of pipelines is a macroscopic erosion model
characterising individual particle effects[1, 6, 7]. The
investigations in the literature agree [8, 3] that there
is a distinction between the type of material removal
and erosion when the particles are hitting the surface
from normal or from an oblique angle. Considering
pipe flows it is clear that oblique angles are dom-
inant [5]. Possibly one of the first erosion model
used at oblique angles was derived by Finnie [9].
The important parameters of such a single impact
particle erosion model are the particle diameter, ve-
locity magnitude, impact angle and mass flow rate
of the particles. The model does not give insight
how the material erosion parameters are related to the
mechanical material strength parameters.

The erosion parameters of this type of model are
valid for one surface material particle shape pairs,
although for a certain extent the shape factor of the
particles can be taken into account [1].

In the present work based on a coupled Compu-
tational Fluid Dynamics (CFD) and particle simula-
tion (DPM) technique we show the importance of the
low angle particle impacts in the pipe flow.

The parameters related to the material are usu-
ally determined from experimental data. An over-
view of the different laboratory testing methods and
models can be found in [2, 5, 10]. The time needed
for laboratory parameter measurement has to be
shortened in order to be able to investigate the ef-
fect of the parameters and different materials. This
is hard to achieve without changing the erosion con-
ditions and leads to an inaccuracy in model paramet-
ers derived from the tests. Such a speed-up can be
achieved by increasing the velocity of the particles,
assuming that the velocity exponent of the model is
not strongly velocity dependent, which is often not
the case [5]. Another method is to increase the con-

centration of particles. In this paper we introduce
an experimental-numerical hybrid testing methodo-
logy in order to determine the erosion parameters of
the sample material. In order to decrease the time
of the measurement dense slurry was used in the test
bed and in the corresponding simulation. We pro-
pose an equivalence model, which is based on the in-
variance of momentum transfer, contact time and im-
pact angle. Using this equivalence model the calcu-
lated collision statistics can be fitted to the measured
erosion rates using a single particle erosion model.
The model is applied to a pipe bend in a slurry trans-
port pipe.

2. EROSION MODELLING
The two basics goals of erosion modelling of

slurry pipes are:

a.) Determination of pipe life. Only wear type of
failure mechanism is investigated, sudden fail-
ures are not accounted for.

b.) The increase of erosion resistance of the trans-
port pipe. This includes the development of
simplified testing methods for lining materials
supporting the development of erosion resistant
compounds as well as the construction for more
erosion resistant pipe routing.

As it is suggested in the introduction the experi-
mental or the numerical simulation procedures alone
are hardly appropriate to achieve these goals. In this
paper the erosion model for the lining material writ-
ten in a general form as follows [11]:

Rer =

Np∑
p=1

ṁpC(dp) f (αp)(vp/v0)b(vp)

Afρw
(1)

The erosion rate Rer depends on the flow rate of
the particles hitting the wall ṁp, on the particle dia-
meter function C(dp), on the impact velocity angle
f (αp) and on the velocity function vb(vp)

p . Gener-
ally the exponent of the velocity dependence func-
tion b(vp) can be also dependent on the velocity. The
reference velocity v0 = 1 is for providing dimen-
sional homogeneity. The model predicts the average
erosion rate of the A f surface of the wall having a
density of ρw. If the impact parameters dp, αp, vp
are computed with a particle simulation, along with
the pipe flow computation and the model functions
(C(dp), f (p) b(vp)) are known then the fluid mech-
anics model can predict the erosion rate of the pipe
geometry. This model then used to calculate the pipe
lifetime, and can be used to identify critical point
of the design for further refinements. The model
does not contain all parameters affecting the erosion
therefore the conditions in which the model functions
are determined should be similar to the real case.
The erosion parameters are determined for a given
surface-abrasion material pair.
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3. DREDGE HOSE SIMULATION
In order to investigate the erosion rate of the

dredge hose a Discrete Phase Model (DPM) is used
with a coupled CFD simulation. In a DPM particle
model it is assumed that the particles are forming
a dilute phase and not affecting each other signific-
antly; therefore interaction between the particles are
not accounted for. When the particles are impacting
the wall they remove material according to Eq. (1),
however the geometry of the pipe is not deformed
as the result of the erosion. The restitution coeffi-
cient in the wall normal direction is prescribed as
a typical value for the lining material ηn = 0.3 and
considered independent of the impact angle and the
velocity. The restitution coefficient in the tangential
direction depends on the impact angle of the particle
and it is prescribed according to [12] (Fig. 7), using
a curve fit for the different materials. The experience
shows that a critical element of a hose system can
be a 90◦ bend with minimum bending radius (10D)
in the vertical plane and flow direction up to down.
This is chosen for the simulation. The geometry and
the CFD mesh is illustrated in Fig. 1. The diameter
of the hose D = 0.254 m. The model contains about
220000 cell volumes. The k-ε turbulence model is
used. The outlet boundary condition was a pressure
boundary condition. The simulation is performed by
the commercial CFD software ANSYS Fluent 15.0.

R=10D

inlet
vin

g

10D

1
0
D

D

x

yz

Figure 1. Hose bend simulation geometry and
mesh

3.1. Inlet boundary condition

The inlet volume flow rate, particle concentra-
tion and distribution is representing an industrial
case. At the inlet uniform velocity profile with vin =

4.73 ms−1 is prescribed with turbulent intensity of
5% and hydraulic diameter of 0.2 m. The volume
fraction of the particles at the inlet is 12 %v/v lead-
ing to a particle mass flow rate of Ṁp = 94.9 kgs−1

with average particle density of 3300 kgm−3. The
inlet distribution of the particle size can be approx-

imated by a Rosin-Rammler distribution.

Yd = e−(dp/d̄)n

(2)

where Yd is the particle mass fraction, which
is the total mass of the particles having a diameter
greater than dp. The parameters of the model are the
average particle diameter d̄ and the spread parameter
n. The particle distribution with the known points
and fitted Rosin-Rammler distribution is depicted in
Fig. 1.

Figure 2. Particle distribution according to Rosin-
Rammler model fitted on the known distribution
points

The model parameters are well approximated by
dp = 0.019 m and n = 1.765. The distribution
is modelled by 10 different particle size bins split
evenly between particle diameters of 1 and 50 mm.

3.2. Time averaged impact parameters of
particles

The number of surface strikes during the simula-
tion can be seen in Fig. 3. There are small number of
impacts in the vertical part of the tube. The impact
count is gradually increasing along the bottom of the
pipe bend and it reaches its maximum at about 60◦

of bend angle measured from the horizontal z axis.
Then it is slightly decreasing. The other two distinct
parts at the bottom of the pipe where impact number
is high possibly caused by the bouncing of particles
at the bottom of the pipe. The time averaged impact
particle diameter can be seen in Fig. 4. The aver-
age diameter of the particles where the most of the
particle impacts occur is higher than about 20 mm. It
can be also seen that the largest average diameter can
be found at the bottom of the horizontal pipe. The
contour plot of the time average impact angle can be
seen in Fig. 5. The vertical part of the tube shows un-
even distribution of the particle impact angel which
is party because of the developing flow region close
to the inlet boundary. It possibly also show signs of
not perfect statistics convergence. The regions where
erosion could be prominent is where the impact num-
ber is high and the impacting particles have large dia-
meter. However in this region the average impact
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angle is very small, typically below 3◦. This is an
important observation because it implies high sens-
itivity of the erosion behaviour on the impact angle
function of the erosion model.

Figure 3. The number of surface particle impacts
during the averaging of impact statistics.

Figure 4. Contour plot of the time averaged dia-
meter of the particle impacted the pipe wall. Unit:
[m].

Figure 5. Contour plot of the time averaged im-
pact angle of the particles on the pipe wall. Unit:
[◦].

4. EROSION MODEL SENSITIVITY TO
THE ANGEL FUNCTION

In order to investigate the expected erosion pat-
tern on the pipe surface the erosion model is paramet-
rized based on a finally fitted model (See Sec. 5.2).
The diameter function based on the literature [3] has
been chosen to be a linear function with a constant
coefficient C(dp) ≡ c. Since the velocity is not chan-
ging significantly the velocity exponent also con-
sidered to be constant b(vp) ≡ b. The most complex
and most sensitive part of the erosion model is the

angle function. For the angle function a convex func-
tion is chosen in the range of shallow angles. This is
decided based on the theory presented in the work
of [3]. In the present study an inverse gamma distri-
bution is used, because it qualitatively better fits the
higher angle data than the function proposed by [3].
The parameters of this inverse gamma function is de-
termined according to final test results. In order to
investigate the sensitivity of the erosion pattern be-
low impact angle of 3◦ a linear approximation of this
function is applied in the range of low angles. This
linear function in combination with the normalized
inverse gamma function can be described as follows:

f (αp) =


α

g2
conne−

p1
αconn −p3gg2

1 eg2

gg2
1 eg2αconn

α + p3 if α ≤ αconn

αg2 e−
p1
α if α > αconn

(3)

where g1 =
p1

p1+1 and g2 = −p2 − 1, the para-
meters of the angle function is p1, p2, p3, αconn.
The sensitivity of the angle function is performed
by changing the value of αconn while keeping all
other parameters of the erosion model unchanged.
The fixed parameters of the erosion function was:
c = 1.71e − 8, b = 1.63, p1 = 3.19, p2 = 1.49,
p3 = 0, based on final results Sec. 5.2. The angle
function αconn is varied as 15◦, 9◦, 7◦, 5◦. The corres-
ponding maximum erosion rates was 120, 40, 13 and
10 mm/year showing that it is indeed very important
to measure the erosion angle function accurately at
the low impact angle range. The result showed that
not only the maximum rate of the erosion but also
the erosion pattern qualitatively changed in the sim-
ulations.

0
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Figure 6. Angle function with αconn =

15◦, 9◦, 7◦, 5◦ parameter values for erosion sensit-
ivity test with DPM pipe model.

4.1. Measurement methodology of the
erosion angle function

The erosion angle function is measured by sev-
eral authors in the literature [5, 8]. The measurement
requires the knowledge of particle impact angle and
the erosion rate while keeping all other erosion para-
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meters constant such as particle diameter, particle
mass flux, particle impact velocity. The typical
erosion measurement device where such a parameter
isolation can be done are the sand blasting test-
ing types or the centripetal accelerator or slurry pot
tester. The sand blasting method is working with rel-
atively high velocities in the range of about 20 to 100
m/s. The centripetal accelerator and slurry pot tester
can be used at smaller velocity. By checking the lit-
erature for example: [5, 8] one can observe that there
is no measurement data at low angles below about
5◦-10◦. The reason for the missing data is possibly
that the impact angle is derived from the configura-
tion of the measurement apparatus and it is not meas-
ured directly at the impact surface, therefore the un-
certainty of the angle can be high. The usual meth-
ods are not appropriate to perform measurements at
low angles. It is also assumed that it is not feasible
to build a test rig where the impact parameters of
the individual particles such as velocity, impact angle
particle size, impact position can be sampled locally
at the surface without affecting the flow. Therefore
in the following section a new hybrid methodology
is suggested.

5. PROPOSAL FOR NEW MEASURE-
MENT METHODOLOGY

In order to obtain low impact angle data for the
erosion model, it is proposed to use a methodology
where the particle impact parameters are obtained
with a detailed numerical simulation of the measure-
ment device, therefore the impact angle at the mater-
ial surface can be registered as well as the other im-
pact parameters. The requirements of such a meas-
urement technique is summarized as follows:

i.) Erosion conditions similar to the hydraulic
transport pipes.

ii.) The laboratory method must speed up the
erosion process found in a real pipe.

iii.) Numerical simulation of the test should be feas-
ible and economically viable.

iv.) The methodology should provide accurate
enough data for the erosion model.

Requirement i.) implies, that the impact angle,
impact velocity, type of contact materials transport-
ing fluid is similar in the model and in the real case.
The second requirement can be satisfied by increas-
ing the erosion rate by increasing the number of im-
pacts per unit area of the sample surface. Due to the
increased stream of particles the description of their
interaction becomes of a prime interest in paramet-
rizing contacts. Because the erosion model Eq. 1
assumes individual particle impact the impact para-
meters of the simulation has to be transformed into
individual contact parameters. Such an equivalence
model is discussed in Sec. 5.1 The iii.) requirement
can be satisfied if the test bench contains relatively

low number of particles and the flow Reynolds num-
ber kept as small as possible. The accuracy (iv.)) can
be provided by careful and repeated measurements
and simulation where sensitivity analysis in terms of
uncertain input variables is done.

Based on these requirements the proposed meas-
urement configuration is a slurry pot type erosion
tester similar to the one found in [8]. In this erosion
tester the samples are attached to a rotating arm and
immersed in a dense multiphase abrasive fluid. The
sketch of the top view of the erosion tester is depicted
in Fig. 7. In the presented case the two samples are
rotated with tangential velocity of vs = 0.69 ms−1.
The drag force on the samples can be derived from
the torque measured on the pot.

Figure 7. Sketch of the erosion tester (top view,
the figure is not drawn to scale).

For our investigations the erosion tester was
build without the bottom impeller [8] and the samples
are prepared as cylindrical pieces Ds = 23 mm in
diameter and their height are 100 mm. The base of
the domain where the DEM simulation is performed
also illustrated in Fig. 7. The simulation domain
does not account for the curved flow because of the
limitations of the modelling technique (momentum
source terms for the particles are not prescribed in
the model). The boundary conditions and flow condi-
tions are defined for a coupled CFD-DEM (Discrete
Element Method) simulation technique in ANSYS
Fluent. The three dimensional computational do-
main and boundary conditions are depicted in Fig. 8.
Every time step one sheet of DEM particles are enter
the domain with zero slip velocity. The other bound-
ary conditions are defined to mimic the conditions
in the slurry pot. The water air phase surface is not
modelled in the simulation, the simulation domain
was filled with water completely

In this setup the required computational re-
sources can be controlled by the particle loading of
the fluid which is also measurement parameter. The
DEM simulation uses spherical particle model while
in our measurement setup the used abrasive particles
were 2mm corundum particles with irregular shape.
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Figure 8. The DEM simulation model of the
erosion tester. Particle velocity is shown in con-
tour plot.

For this reason the particle diameter and density in
the DEM model has to be determined based on mass
flux, impact number (particle volume) equivalence.
Without the detailed derivation of this equivalence
it has been found that the simulation has to be per-
formed with particles having a diameter of 2.3 mm
and density of 3133 kgm−3 which is about 20% less
than the density of corundum. The impact model
between the particles in the normal contact direc-
tion is a spring-dashpot model with spring constant
of 8000 Nm−1 and restitution coefficient of 0.5. In
the tangential direction a Coulomb friction model is
used. Based on the matching of drag force of the
sample piece in the measurement and in the simula-
tion, we found that the friction coefficient between
the spherical particles has to be 0.15.

The measurement can provide the erosion profile
at different slurry depths along the sample surface.
The DEM simulation provides the impact behaviour
of the particles in dense slurry. However, the erosion
model Eq. 1 assumes individual particle impact on
the material surface. Therefore a calculation meth-
odology to obtain particle impact parameters for the
erosion model must be established in order to be able
to fit the erosion model to the measured erosion rate
data.

5.1. The impact equivalence model
The typical contact behaviour of the dense mul-

tiphase flow present in the erosion tester is a multi-
body contact. This contact behaviour leads to a con-
tact chain between particles and test piece. This is
illustrated in Fig. 9.

Figure 9. The dense multiphase particles with
the illustration of contact chain (above), the dilute
multiphase particles used in the erosion model
(below)

Due to this contact chain the momentum differ-
ence of the contacting particle between the time of
surface impact and release does not represents the
energy transferred to the material surface. The mo-
mentum change has to be computed by the integral of
the contact force over the time of contact. This is the
impulse given to the surface by the particles. Using
the impulse and contact model an equivalent case for
the dilute particle flow can be defined where only one
particle impact is resulting in the same energy trans-
fer. In this way the dilute phase erosion model can
be parametrized by utilizing the dense phase DEM
simulation and measurement.

The mathematical description for such an equi-
valence can be formulated as follows. The wall con-
tact model of the DEM simulation is a spring dashpot
model in the normal direction having two paramet-
ers: the spring constant k, and the damping coeffi-
cient ξ. In the tangential direction the Coulomb fric-
tion model is used with friction coefficient µ. The
normal and tangential forces can be computed as fol-
lows:

Fn = kδ + ξδ̇ (4)

Ft = µFn (5)

The damping coefficient can be computed form

CMFF15-120 575



the measured restitution coefficient of the material:

ξ =
−2

√
mpk ln ηn√

π2 + ln2 ηn

(6)

By solving the well known differential equation
for the damped oscillator the contact time can be ex-
pressed for the spring dashpot model:

tc =

√
mp

k

(
π2 + ln2 ηn

)
(7)

Assuming spherical particles with density ρp the
dilute flow equivalent particle diameter can be ex-
pressed as follows:

dp = 3

√√
3kt2

c

4πρp

(
π2 + ln2 ηn

) (8)

The contact time is obtained from the DEM sim-
ulation for each particle wall impact. The particle
wall contact spring constant k, and normal restitu-
tion coefficient ηn obtained from testing the sample
material. It is possible to use realistic k values for
the particle rubber surface contact. (For the particle-
particle contact the k values are decreased due to nu-
merical reasons [5])

The dilute phase erosion model requires also the
impact velocity vector. The surface normal compon-
ent of the impact velocity can be computed from the
impulse change of the contact particle in the normal
direction which is computed by the DEM simulation.

v1n =
3∆Pn

4πρpd3
p (1 + ηn)

(9)

The tangential component of the velocity cannot
be determined from the tangential impulse change
because the Coulomb contact model the tangential
impulse change is independent of the tangential ve-
locity (the friction coefficient is assumed to be in-
dependent of the velocity) Instead of the tangential
velocity we determine the impact angle from the as-
sumption that the impact angle depends on the flow
around the test piece. In steady state flow there is
a typical impact angle at a given surface position.
(The flow has very small RMS fluctuations close to
the front stagnation point of the test piece.) A good
approximation of the impact angle is therefore ex-
tracted from the DEM simulation by averaging the
angle of the velocity vector of the particles at impact.
This impact angle is considered as the same in case
of the dense and dilute multiphase flow. Using the
impact angle the magnitude of the velocity vector for
the dilute flow can be computed.

5.2. Results from the DEM simulation
The simulation result using the equivalence

model is shown in the form of contour plots in
Figs. 10. The larger equivalent particle diameters can

be found at the highest sludge depth. This means
that the contact time of the particles with the wall is
higher when their concentration is higher and mov-
ing slowly close to a stagnation line at the sample
surface. The impact angle values above the highest
impact angle of about 71◦ are clipped because no
impact situations are depicted as 90◦ on the contour
plot. Most of the sample surface is strike by particles
at angle below 30◦. Low impact angle contact is typ-
ical at the side of the sample.

Figure 10. The equivalent particle diameter de

(left) and impact angle α (right)

The equivalent normal contact velocity is depic-
ted in Fig. 11 left. The highest equivalent contact
velocities found around the bottom of the sample,
which is possible because the equivalent velocity
measures not the individual particles velocity (which
is relatively small at the bottom of the pot), but the
combined effect of the particles in chain contact.

Figure 11. The equivalent impact normal velocity
v1n (left) and the predicted erosion rate using ma-
terial parameters based on [3] (right)

In order to visualise the typical erosion pat-
tern on the sample the erosion model parameters
are obtained from by a parameter fit with the in-
verse gamma angle function (the parameters p3 = 0,
αconn = 0◦ is kept fixed during the fit.) The results
of the simultaneous parameter fit of the erosion pro-
files with the measurement gave c = 1.71 × 10−8,
b = 1.63, p1 = 3.19, p2 = 1.48. The material of the
rubber sample is the same as in [4].

The erosion pattern on the front of the test
sample can be seen in Fig. 10 right. The highest
erosion rate found not at the movement direction (x
direction) but sideways and at greater sludge depth.
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The figure also shows 3 profile position where the
measurement data is obtained and fitted with the
equivalent model in order to determine the paramet-
ers of the material.

The erosion pattern in the dredge hose bend is
depicted in Fig. 12 The highest erosion rate is about
10 mm/year.

Figure 12. Contour plot of the erosion pattern
with the fitted erosion model. The erosion values
are in [mm/year].

6. CONCLUSIONS
In this paper we presented an analysis of the

erosion process of pipe bends focusing on the re-
quirements of particle impact angle modelling. The
numerical simulation of a pipe bend with 12 % v/v
of particle concentration shows that the typical im-
pact angle of particles in a pipe bend in the area of
critical erosion pattern is less than a few degrees.
The investigation with a general formulation of an
erosion model showed that the predicted maximal
value as well as the pattern of the erosion is strongly
depends on the slope of the erosion angle function.
The literature shows that usual erosion testing meth-
ods like the sand blast or centripetal erosion tester do
not provide accurate erosion data at erosion angles
important for the pipe bend. To overcome this de-
ficiency a hybrid testing methodology is proposed
where the parameters of the erosion model is determ-
ined by the parameter fitting of the measured erosion
rate and the erosion model where impact paramet-
ers are obtained by a CFD-DEM simulation. We
proposed a methodology for computing the impact
parameters for the individual particle erosion from
the dense multiphase flow simulation based on the
particle contact time, impulse change and average
impact angle close to the surface.
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ABSTRACT 

In pressure-swirl (PS) atomization, the internal 

flow structure and the formation of a liquid film are 

closely linked to the quality of the resulting spray. 

The flow, as a subject to several disturbing sources, 

contain unsteadiness that can harm the atomization. 

In this paper, imaging is used to study discharge, 

near nozzle flow and primary breakup for small PS 

atomizer. The atomizer performance is 

characterised in terms of discharge coefficient, 

liquid sheet thickness, breakup distance, and nozzle 

efficiency. The breakup length according to near 

nozzle visualization and sheet breakup analysis was 

found much smaller than the length predicted using 

the inviscid model and both external and internal 

sources were identified as possible reasons. 

External flow instability sources were found by 

means of pressure fluctuation sensing upstream the 

nozzle. Phase-Doppler anemometry was used to 

document the mean structure of the developed spray 

and to characterise spray fluctuations. The findings 

are used to propose possible changes in the 

atomizer design for improvement of its 

performance. 

Keywords: flow unsteadiness, liquid sheet, 

pressure-swirl atomizer, primary breakup 

NOMENCLATURE 

A [mm
2
] area 

CD [-] discharge coefficient 

D32 [µm] Sauter mean diameter 

ID32 [µm] overall Sauter mean diameter 

L [mm] length 

R [mm] radial distance 

ReW [-] Reynolds number acc. Walzel 

SCA [deg] spray cone angle 

We [-] Weber number 

X [-] air core area to final orifice area 

 ratio 

Z [mm] axial distance 

b [mm] width 

d [mm] diameter 

f [Hz] frequency 

h [mm] height 

m  [kg/h] mass flow rate 

r [-] relative radial distance 

t [µm] thickness 

w [m/s] velocity 

p [MPa] pressure drop at the nozzle 

µ [kg/(m·s)] dynamic viscosity 

ηa [-] atomization efficiency 

ηn [-] nozzle efficiency 

ρ [kg/m
3
] density 

σ [kg/s
2
] liquid/gas surface tension 

 

Subscripts and Superscripts 

b in the breakup distance 

c critical 

g gas (air) 

l atomized liquid 

o exit orifice 

p swirl ports 

s swirl chamber 

1. INTRODUCTION 

Pressure-swirl (PS) atomizers are abound type 

of spraying devices in industrial, domestic, 

agricultural and other applications. For decades, 

attention has been paid to improve their atomization 

characteristics with a number of parametric studies 

for the optimization of their design [1-4] and others. 

Any improvement in the spraying performance 

results in significant economic savings due to an 

increase of an atomization efficacy and consequent 

processes. To obtain such improvements deep 

insight into the processes accompanying the 

atomization process is required.  

PS atomizers convert the pressure energy of 

pumped liquid into internal swirl motion under 

which the liquid leaves the discharge orifice and 

spreads as a conical liquid film outside the nozzle. 
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The film breaks up due to aerodynamic forces 

between the liquid and stagnant surrounding air. 

There is a strong link between the internal flow, 

discharge, formation of the liquid film and 

parameters of the resulting spray [5]. The flow, as a 

subject to several disturbing sources, shows 

unsteadiness that can harm the atomization process. 

Donjat et al. [6] observed oscillations on the air 

core/liquid interface as the main evidence of the 

unsteady character of the internal flow structure of a 

pressure swirl atomizer. Kim et al. [7] with a high-

speed camera examined the variations and stability 

of the air core in the swirl chamber and by accurate 

measurement detected the fluctuations of the 

external liquid film thickness. Their study confirms 

that air core shape and liquid film thickness are 

directly related. Marchione et al. [8] analyzed the 

fluctuating behavior of the spray with a fast 

imaging technique. They found two oscillation 

modes, around 100 and 1800 Hz, which negatively 

affect the flame stability and the resulting 

combustion efficiency. Lavante and Maatje [9] 

observed highly three−dimensional character of the 

internal flow using numerical simulations. They 

confirmed two phenomena (spiraling disturbances 

on the air core surface and periodical 

contractions/expansions of its elliptical cross-

section) observed previously experimentally by 

Cooper and Yule [10]. 

In this paper, we focus on a PS atomizer used to 

deliver sprayed fuel into the combustion chamber of 

turbojet aircraft engines, where fine droplets and 

stable spray are crucial requirements. We inspect 

the originally designed nozzle using advanced 

measurement techniques in combination with 

available data with aim to find its weak points for 

potential improvements and propose/discuss 

possible design changes (keeping the concept of PS 

nozzle) to improve its performance. The work is 

based on a study of primary breakup, liquid sheet 

stability, breakup distance, and nozzle efficiency. 

The structure of developed spray is detailed using 

Phase-Doppler anemometry. 

2. EXPERIMENTAL SETUP 

Experiments were performed at a specially 

designed facility for spray generation under 

controlled conditions in the Spray laboratory at the 

Brno University of Technology. The experimental 

apparatus includes an atomizer under test, cold test 

bench with fluid supply system, phase-Doppler 

analyzer (PDA), digital camera and equipment for 

pressure fluctuation sensing in front of the atomizer.  

2.1 Cold test bench 

A schematic layout of the test bench is shown 

in Figure 1. It consists of a gear feed pump (3) that 

supplies fuel from a main tank (1) through filters 

(2), flow meter (4) and control valve (7) into the 

atomizer (8). The spray falls into a collector and 

then it is returned to the main supply tank. The flow 

rate is regulated by a bypass needle valve (9).  

Flow rate in fuel line is metered by Siemens 

Mass 2100 Di3 Coriolis mass flow meter fitted with 

a Mass 6000 transmitter. Flow rate uncertainty is 

0.2% of its actual value. The feeding line is also 

equipped with pressure (5) and temperature 

readings (6). Uncertainty of pressure sensor (BD 

Senzor DMP 331i) is 0.35% of actual value. Error 

of temperature sensor Omega PR-13 is 0.2 °C. 

 
 

Figure 1. Liquid circuit with control and 

measuring items 

2.2 Atomizer description 

Small PS atomizer developed for an aircraft 

engine was investigated on a cold test bench. Its 

internal dimensions correspond to Figure 2. The 

nozzle was placed on a body and gripped to 3D 

computer controlled support. Alignment accuracy is 

0.2 mm against PDA zero point. 

 

 

Figure 2. Atomizer; top section (above) and side 

section (bottom) 
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Kerosene jet A-1 was used as testing liquid. 

Physical properties of jet A-1 at room temperature 

are: σ = 0.029 kg/s
2
, μl = 0.0016 kg/(m·s), 

ρl = 795 kg/m
3
. All tests were done with one batch 

at 20 °C. 

Operation regimes of the atomizer were 

controlled by setting the inlet pressure to three 

values: p = 0.5, 1 and 1.5 MPa. 

2.3 Phase-Doppler analyzer 

Characteristics of the sprayed droplets (time-

resolved droplet size and velocity) were probed 

using two-component Fiber PDA Dantec dynamics. 

Basic system parameters are given in Table 1 and 

its configuration with coordinate system is shown in 

Figure 3. 

PDA measurements were made in six radial 

sections of the spray at axial distances of Z = 2.5, 5, 

12.5, 25, 37.5 and 50 mm from nozzle exit orifice. 

Two perpendicular axes with 25 positions each 

were measured. In every position, 100,000 samples 

or 60 seconds were taken. 

 

 

Figure 3. Arrangement of the PDA measurement 

2.4 Setup for photographic 
documentation 

Detailed spray image was taken using camera 

Canon EOS D300 with Canon EF 100 mm f/2.8 

UMS Macro lens. The spray was illuminated from 

the side by Nd:YAG NewWave Research Gemini 

laser with a pulse duration of 5 ns and energy of 

pulse of 50 mJ.  

2.5 Pressure fluctuation measurement 

Time-resolved measurement of pressure 

fluctuations in the atomizer feeding line was taken 

using piezoelectric sensor Kistler 601A connected 

to Kistler 5015A charge meter. The signal was 

recorded into NI LabVIEW 2013 software at a 

sampling rate of 2 kHz. The piezoelectric sensor 

was mounted in the fuel supply line close to the 

nozzle inlet. 

Table 1. Main parameters of the PDA setup 

Parameter Value 

Laser power output 1 W 

Wavelength 488 nm and 514.5 nm 

Front focal length of 

transmitting optics 
310 mm 

Front focal length of 

receiving optics 
500 mm 

Scattering angle 70° 

Mask B 

Spatial filter 0.200 mm 

Velocity Axial 
Radial, 

Tangential 

Velocity center 8 m/s 0 m/s 

Velocity span 32 m/s 30 m/s 

Sensitivity 800 V 1000 V 

SNR 0 3 

Signal gain 20 dB 20 dB 

Level validation ratio 8 2 

3. RESULTS AND DISCUSSION 

The first part focuses to near nozzle flow and 

the second one deals with the developed spray. 

3.1. Discharge, sheet formation, and 
primary breakup 

The character of the internal flow strongly 

influences the spray. The atomizer is too small for 

internal flow visualizations, so the character of the 

flow inside the swirl chamber was estimated using 

external findings. 

3.1.1. Internal flow and discharge 

The internal flow during our experiments 

covered a range of Walzel Reynolds number 

1373579302Re  lolW dp   (see Table 3) 

which exceeds the critical value for turbulent 

transition ReWc = 5000 proposed by Walzel [11] and 

suggests the flow to be fully turbulent. 

Table 2. Basic characteristics of the flow 

p lm  CD ηn Zb t0 

MPa kg/h – – mm µm 

0.5 5.4 0.334 41 4.1 59 

1.0 7.3 0.320 34 3.6 62 

1.5 9.0 0.322 34 3.0 63 
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The discharge coefficient of the flow through 

the exit orifice, CD, is roughly independent of the 

pressure drop (see Table 2) and in relatively good 

agreement with prediction of Rizk and Lefebvre 

[12]: 
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which gives CD = 0.39. The pressure range allows 

the nozzle to operate in the region of sheet 

formation, where the discharged liquid forms a 

conical sheet (see Figure 4); its thickness at the 

nozzle orifice is, as common for low viscosity 

liquids, almost constant over the pressure range 

studied as well: t0 = 59–63 µm (Table 2). It roughly 

fits to the prediction of Giffen and Muraszew [13] 

for nonviscous fluids (73 µm) and to Lefebvre and 

Suyari [14]: 
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where the ratio of the area of the air core to the area 

of the final discharge orifice   22
2 ooo dtdX  . Eq. 

(2) results into to = 74 µm while other, more 

complex, equations give much worse agreement. 

 

 

Figure 4. Near nozzle spray structure 

 

Figure 5. Spray structure at p = 0.5 MPa 

3.1.2. Nozzle efficiency 

The efficiency of energy conversion (of inlet 

potential energy into kinetic energy at the nozzle 

exit) inside the atomizer is characterised by the 

nozzle efficiency pwoln  22 . The nozzle 

efficiency was estimated approximating of our PDA 

data for velocity of the liquid phase in the near 

nozzle positions to the velocity at exit orifice. In our 

case ηn = 0.41–0.34 (Table 2). For comparison we 

in [15] found ηn = 0.53–0.59 for larger PS atomizer, 

where ηn moderately decreases with p. Other 

authors [16, 17] report lower values as ηn = 0.1–0.4 

while Horvay and Leuckel [18, 19] found 

ηn = 0.42–0.66 depending on the shape of the 

convergent part of the swirl chamber and Yule with 

Chinn [20] reported for large PS atomizers 

ηn = 0.73–0.86. The main role of the swirl chamber 

is to provide a thin liquid film imposed with high 

velocity into still ambient air. The comparison with 

other authors indicates a potential to increase the 

nozzle efficiency (and so the discharge velocity) 

and reduce the drop size; the work should focus on 

the geometry the convergent part of the swirl 

chamber [18, 19]. 

Table 3. Characteristics of the flow and spray 

p SCA* ID32** ηa Weg ReW 

MPa deg µm – – – 

0.5 75 53 0.65 0.62 7930 

1.0 79 42 0.42 1.08 11215 

1.5 82 38 0.31 1.62 13735 

* based on photography 

** calculated for Z = 50 mm 

3.1.3. Liquid sheet formation 

The conical liquid sheet attenuates with 

distance from the orifice, Z. The sheet also deforms 

due to interaction with the ambient gas (the Kelvin-

Helmholtz type of instability) together with 

turbulent fluctuations imposed during internal flow.  

 

 

Figure 6. Dimensionless breakup length as a 

function of Weg for the general, inviscid sinuous, 

long wave and short wave modes with present 

data 
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The actual gas Weber number at the discharge 

orifice position of 6.16.022   ologg twWe  (see 

Table 3) in comparison with a critical Weber 

number Wegc = 27/16 [21] (below which long 

waves dominate and above which short waves 

dominate, Figure 6) shows that the atomizer 

operation points are placed just below the transition 

from long to short wave growth and the sheet 

breaks up namely due to long-wave instability of 

sinuous mode (Figure 4 and 5). The varicose mode, 

typical for density ratios ρg/ρl near unity, does not 

participate in our case as also confirmed with the 

near nozzle vizualizations (Figure 5 and other 

images not shown here). The long wave sheet 

instabilities are well seen in Figure 5 for the regime 

p = 0.5 MPa, while for the other two regimes with 

increased pressure and Weber number also short-

wave instabilities are present and support the sheet 

breakup. 

The sheet oscillations are amplified and finally 

cause the sheet to disrupt or tear into fragments as 

shown in Figure 4 at Zb ~ 3–4 mm (see Table 2) 

with the breakup thickness tb ~ 27 µm. The breakup 

length Lb ~ 4–5 mm is much smaller than the length 

predicted using the inviscid model for our data at 

both the discharge and the breakup positions (for 

the discharge conditions e.g. Lb ~ 13.5–22.4 mm). 

Larger breakup length would allow the liquid sheet 

to attenuate more prior to breakup and would result 

in smaller droplets. The model assumes a spectrum 

of infinitesimal disturbances imposed on the 

initially steady motion of the liquid film. Such 

instabilities produce fluctuating velocities and 

pressures. In a real case these disturbances have a 

finite value and, especially if their frequency 

corresponds to the frequency of the most unstable 

mode, these could significantly reduce the breakup 

length. This issue will be addressed in the next 

chapter. 

The detached sheet fragments pack into 

irregularly shaped filaments (detectable in Figure 5 

(regime 0.5 MPa) as thin horizontal threads in the 

primary breakup zone) which, due to the capillary 

instability, later on resolve to single droplets. 

The relative importance of internal viscous and 

surface tension forces during the sheet 

disintegration can be judged by the ratio of the 

liquid phase Weber and Reynolds numbers at the 

nozzle exit [22] llool wWe Re  which increases 

from 1.3 at p = 0.5 MPa to 2 at p = 1.5 MPa. It 

suggests for the moderately higher importance of 

viscosity at this spray formation stage. 

3.1.4. Internal flow fluctuations 

Several possible phenomena could contribute 

here: unsteadiness imposed externally (pump, 

valves), air core instabilities and complexities of the 

vortical internal flow. 

Two methods have been used to detect the 

sources of internal flow fluctuations. Pressure 

fluctuation measurement was taken in the atomizer 

feeding line (see Chapter 2.5) and PDA was used 

for near nozzle measurement of the liquid flow 

characteristics at Z = 12.5 mm. 

 

 

Figure 7. Frequency spectra of the pressure 

fluctuations in the feeding line 

 

Figure 8. Frequency spectra of radial velocity, 

droplet volume and interparticle arrival time; 

the amplitudes are normalised to allow 

comparison, p = 1 MPa, r = 0.5, z = 12.5 mm 

The fluctuations are strong for small 

frequencies (probably unsteadiness in the liquid 

delivery) and at frequencies around 40 Hz and 

130 Hz that corresponds to pump and tooth 

frequencies. 

Isolated peaks at such frequencies, if these 

fluctuations propagate through the atomizer 

chamber, should be present in the frequency spectra 

of the discharged liquid. We assume that pressure 

fluctuations should convert to fluctuations of liquid 

velocity. Similarly, fluctuations in internal flow or 

air core disturbances should lead to deformations of 

the liquid sheet and disrupt its homogeneity causing 

fluctuation peaks in the frequency response of some 

spray characteristics. Frequency spectra of droplet 

velocity, interparticle arrival time, droplet diameter 

and volume were analysed for this reason. Figure 8 

(only data for p = 1 MPa are given for 

conciseness) shows very flat frequency response of 
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the droplet volume and also of the radial velocity 

(see also similar character of axial velocity spectra 

in Figure 9). The frequency response of interparticle 

arrival time contains several isolated peaks that 

could be attributed to pump frequency and probably 

to air core fluctuations as well. Note that similar 

way to detect characteristic breakup frequencies 

used Leboucher et al. [23]. These findings support 

the suspicion that internal instabilities are 

responsible for such short breakup distance. 

3.1.5. Discussion on sheet thickness 

The spray size D32 for simplex nozzles depends 

on the initial liquid sheet thickness as 4.0

32 otD   [24]. 

Eqs. (1) and (2) show the relation between 

geometrical parameters of the atomizer and t0 so 

their suitable variation should reduce the droplet 

size. These factors, however, also affect other 

important spray parameters such as SCA and flow 

rate so their certain combination must be kept. This 

can be solved using the expression obtained for 

SCA by Ballester and Dopazo [25]: 
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and keeping the condition for constant flow rate: 

constdC oD 2 . Using Eqs. (1–3) a prediction of 1% 

improvement in D32 requires the key nozzle 

dimensions (do, ds, port size) to change by ~10% 

while required SCA and flow rate kept precisely or 

2% improvement in D32 requires the main nozzle 

dimensions to change by ~5% while keeping 

required SCA and flow rate within 5% tolerance. 

Simple scaling down should lead to comparable 

results as 25.0

32 lmD   [5] and considering that 

internal flow character would not change yields 
2

ol dm   so finally 5.0

32 odD  . This analysis suggests 

that tuning of the key nozzle dimensions offers only 

very limited space for spray optimization. A 

confirmation that the liquid sheet already performs 

well results from the comparison of the actual sheet 

thickness with slightly overestimated values from 

predictions [13, 14]. 

3.2. Spray structure 

The developed spray results from upstream 

conditions of the internal flow and interaction with 

surrounding air. 

3.2.1. Mean spray structure 

The radial distribution of mean droplet velocity 

well corresponds to other observations of hollow 

cone sprays. It is qualitatively similar amongst all 

three pressure regimes and amongst all the four 

studied axial positions (see Figure 9). Axial velocity 

reaches a local maximum near the positions of the 

maximum liquid flux, which corresponds to 

r =R/Z ~ 0.5. It gradually decreases both to outer 

spray border and to spray centreline due to the 

deceleration of droplets in the air. The centreline 

position, however, shows some unexpected increase 

in the velocity magnitude compared to the velocity 

in maximum liquid flux positions with axial 

distance from the nozzle. This effect is more 

distinct with the pressure increase. It was already 

explained for similar nozzle as cloud formation of 

the central droplets that “keep their momentum 

while the main-stream droplet structure expand with 

downstream distance and its interaction with 

surrounding air increases” [26]. 

 

 

 

 

Figure 9. Droplet size (circles), velocity (axial 

and radial mean components, vectors) and liquid 

flux (colour) in four radial spray sections, from 

top to bottom 0.5, 1 and 1.5 MPa 
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Radial velocity increases with r from near-zero 

values at spray centre to r ~ 0.6 and then slowly 

decreases in the outer spray. The maximum value is 

roughly one-half of that one for axial velocity. 

Tangential velocity reaches its maximum at 

r ~ 0.2 and its magnitude is one order lower than 

the other two components so it can be neglected in 

further considerations, and it was also not displayed 

in Figure 9 due to difficulties with its scale. 

The mean spray structure (spatially resolved 

mean velocity, drop size and mass flux) was found 

to well extrapolate the mean characteristics of the 

conical liquid sheet with the effect of the interaction 

of droplets with surrounding air. 

3.2.2. Spray fluctuations 

Spectral content of fluctuations of droplet 

velocity was estimated with the aim to document 

the effect of interaction of droplets with 

surrounding air and to possibly detect relics of 

internal instabilities.  

The results in radial positions of maximum flux 

at all four inspected axial distances from discharge 

orifice are depicted in Figure 10. Each frequency 

spectra can be divided into three bands: low-

frequency part (below 10 Hz), middle range, and 

upper range above 1 kHz. The first part contains 

fluctuations with an amplitude increasing towards 

low frequencies that can be related to fluctuations in 

the liquid feeding line (compare the spectra with the 

one in Figure 7) or in surrounding air. Their energy 

content is very low (see Figure 11). The middle 

range fluctuations vary moderately with frequency 

and do not show any significant systematic peaks. A 

gradual decrease in the intensity with axial distance 

is due to energy transfer from droplets to 

surrounding air. 

The last band shows a uniform decay of the 

fluctuations with frequency as 18.1 f  above a cut-

off frequency of 0.5–1 kHz depending on the axial 

position. 

 

 

 

Figure 10. PSD of fluctuations of axial droplet 

velocity, p = 1 MPa, r = 0.5 

 

 

Figure 11. Cumulative PSD of droplet velocity 

fluctuations, p = 1 MPa, r = 0.5 

4. SUMMARY 

The study of PS atomizer was focused on 

discharge, near nozzle flow with liquid breakup and 

fully developed spray. Internal flow was found to be 

fully turbulent with discharge coefficient of the 

flow through the exit orifice roughly independent of 

the pressure drop. A conical liquid sheet was 

formed at the nozzle exit for the whole range of 

operational pressures. Near nozzle visualization and 

analysis of the sheet breakup using linear stability 

theory indicated operation of the atomizer just 

below the transition from long to short wave growth 

and the sheet break up namely due to long-wave 

instability of sinuous mode.  

The actual breakup length was much smaller 

than the length predicted using the inviscid model 

that opened a question of internal nozzle 

instabilities. Using pressure fluctuation 

measurement upstream the nozzle and PDA 

measurement in the spray both external (gear pump) 

as well as internal (air core instabilities or 

complexities of the vortical internal flow) sources 

were detected as possible reason for the short 

breakup distance. Analysis of relations between 

geometrical parameters of the atomizer and liquid 

sheet thickness suggests that tuning of the key 

nozzle dimensions for our nozzle gives only very 

limited space for spray optimization.  

The estimated nozzle efficiency shown here has 

a rather low value (0.41–0.34) in comparison with 

published data indicates a potential to increase the 

discharge velocity and reduce spray size focusing 

on modification of the geometry of the swirl 

chamber. 

The spray structure was described based on 

spatially resolved velocity, drop size and mass flux. 

Radial profiles of these mean values were found to 

extrapolate well the characteristics of the conical 

liquid sheet with the effect of the interaction of 

droplets with surrounding air. Moreover, frequency 

spectra of fluctuations of droplet velocity in the 

positions of maximum flux were analysed. 
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ABSTRACT  

The aim of this research was to verify a concept 

for an efficient and reliable numerical Fluid-

Structure Interaction method for viscid flow over 

rigid and deformable geometries flapping motion 

simulations. High frequencies of flapping and 

relatively small dimensions, thus low Reynolds 

numbers, consume significant amount of time and 

produce difficulties hard to solve.  

The research was conducted in two stages. The 

first was numerical with the usage of the novel 

approach, and the second was experimental, 

conducted for a flapping mechanism in a controlled 

isolated volume. PIV was used for visualization and 

quantification of the flow. The experimental part 

was validating the numerical stage. Simulations 

enhanced the detailed observation of the 

phenomena. 

Tested object, a bar in flapping motion placed 

in a rectangular domain, was simplified to observe 

precisely a correlation between methods. This 2D 

numerical case was compared to quasi-2D case of 

the flow in rectangular box. This is an initial stage 

for broader research programme aiming at 

implementation of Lattice-Boltzmann method to 

simulate full insects flapping motion taking into 

account wing deformation and object dynamics.  

 

Keywords: Lattice-Boltzmann, Flapping, PIV, 

Experiment, PIV. 

 

NOMENCLATURE 

M,m [N/m] Moment 

u [m/s] Velocity 

T [s] Relaxation time 

f [m/s] Density 

F [N] Force 

 

Subscripts and Superscripts 

 

neq non-equilibrium 

eq equilibrium 

 

1. INTRODUCTION 

 

The Lattice-Boltzmann method is one of the 

most promising methods for rapid CFD 

calculations. Its adoption to FSI problems has a 

great potential worth overcoming initial difficulties. 

Such an adoption is presented in a very simple test 

solved both numerically and experimentally.  

The numerical setup consists of a square 

domain in the middle of which a rectangle rotates in 

a flapping motion mode. This setup is presented in 

Figure 1.  

Implementation and validation of modules 

responsible for computational fluid dynamics 

(CFD) and deformation of proposed geometry was 

conducted. A highly efficient Lattice Boltzmann 

Method solver (CLB) designed for multiple-GPU 

architecture was employed with a Multiple 

Relaxation Time (MRT) 
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collision model for two- and three-dimensional 

lattices implemented. 

 

Figure 1. Lattice-Boltzmann problem setup. 

For higher Reynolds number flows, LES 

turbulence modelling was used (Smagorinsky 

model). Immerse boundary technique was 

employed for a moving boundary, where forces 

were discretized with Exact Difference Method. 

Simplified cases of flapping motion was simulated 

and validated against the experimental data. Non-

linear displacement model of a body deformation 

was implemented. 

This research was planned as a validation of 

novel numerical simulation technique to be 

implemented in flapping motion research. Next 

steps will focus on flapping motion mechanism 

development, control and modification. Usage of 

this fast and efficient simulation environment 

enables dynamic control model building and almost 

real-time testing, enabling efficient motion control 

even for very small objects. 

2. CFD MODEL 

Numerical simulations were conducted using 

Lattice Boltzmann Method (LBM). In recent years 

this method gained wide recognition as a reliable 

method for complex flows. For an introdution of 

LBM the reader is referred to the book by Succi [1]. 

LBM used in combination with immersed boundary 

method is used in many flow problems, where 

boundaries are moving or deforming [2]. These 

methods can also provide accurate values of forces 

acting on the moving boundaries, as showed by Li 

et al [2]. 

We used Multiple-Relaxation-Time (MRT) 

LBM proposed by d’Humi`eres et al [3]. This 

method provides superior stability compared to 

single relaxation time methods and also has faster 

rates of decay for non-physical modes of the LMB 

dynamics. These two properties make this method a 

good candidate for calculating flow around quickly 

moving objects. To further stabilize the flow 

solution, turbulence modelling was used. We used 

Large Eddy Simulation (LES) with a simple 

Smagorinski model, derived by Krafczyk et al [4], 

tuned for our specific implementation of MRT 

LBM. Combination of LES with MRT provide 

stable solutions for a wide range of Reynolds 

numbers keeping high performance (and high 

locality) of LBM method. 

For immerse boundary a forcing scheme was 

used. The moving boundary was modelled as an 

external force field acting on fluid. It was calculated 

so that the flow velocity at the boundary is equal to 

the velocity of the rigid body. Many methods can be 

used to implement external forces in LBM. We 

chose Exact Difference Method introduced for two-

phase flows by Kupershtokh et al [5], as it provides 

good stability for a wide range of parameters. 

Because of the forcing method used, no artificial 

smoothing of the force field had to be used (which 

is a part of many immerse boundary methods). 

For a set of densities fi, final collision operator 

of the method consist of these steps (for the basics 

of LBM method we refer the reader to [1]): 

1. calculate moments from the densities  

 

𝑚 =  𝑀𝑓 (1) 

 

2. extract velocity u and density d from m. 

3. calculate the non-equilibrium moments 

 

𝑀𝑛𝑒𝑞 = 𝑀 – 𝑀𝑒𝑞(𝑑, 𝑢) (2) 

 

4. calculate S tensor from non-equilibrium 

moments. 

5. calculate turbulence viscosity and relaxation 

time T (same as Krafczyk et al [4]) from S 

6. relax the moments (using MRT):  

 

𝑀𝑛𝑒𝑞  =  𝑀𝑛𝑒𝑞  (1 − 𝑇) (3) 

 

7. modify velocity by the momentum introduced 

by the force in the time step: 

 

𝑢 =  𝑢 +  𝐹𝑑𝑡 (4) 

 

8. calculate post-collision moments: 

 

𝑀 = 𝑀𝑛𝑒𝑞  +  𝑀𝑒𝑞(𝑑, 𝑢) (5) 

 

9. calculate densities: 

 

𝑓 =  𝑀 − 1𝑚 (6) 

 

Resulting method is very compact and local, 

making is perfect for highly-efficient parallel 

implementation. The numeric scheme was executed 

in the framework of a multi-GPU implementation of 

LBM method called CLB. The code was used by 

the authors in earlier work using LBM for porous 

media flows, two-phase flows and topology 

optimization with adjoint method. The code is 

highly customizable and can easily accommodate 

for a wide range of LBM models. 
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The plate was modelled as a rigid moving 

rectangle with the position and angle prescribed by 

the user (consistent with the experimental data). 

External boundaries of the flow domain were set as 

no-slip wall conditions implemented with a simple 

Bounce Back boundary condition [1]. 

3. TEST RIG 

A reliable verification was quite a challenging 

task. Case study requirement was to meet two 

assumptions: quasi-two-dimensionality and flapping 

motion of an object. 

The simplest geometry to analysis was a rigid 

and rotating rectangle inside of measuring space in 

shape of a square. Rectangle's rotation axis was in 

some distance from its end and was concentric with 

respect to the geometric center of mentioned 

measuring space as shown in Figure 1. 

Experimental stand consisted of a longitudinal 

rotating plate and the measuring chamber in the 

shape of a prism. Analyzed cross-section lied 

between upper and lower wall of the prism (Figure 

3) 

3.1. Experimental stand 

Designed experimental stand was made entirely 

of Poly(methyl methacrylate). Motion was realized 

by bipolar stepped motor attached to one of the 

bases. Motor performed a dedicated control 

program. Figure 3 and 4 present the rig.  

 

Figure 3. The stand (700 mm height), black 

elements were used to improve PIV experiment 

3.2. PIV measurement stand. 

Figure 5 presents final setup for PIV analysis 

on the basis of the oil droplets. As shown in Fig. 5, 

laser light was pointed in half the height of the 

stand and images were shoot from above. Black 

surfaces helped to eliminate the influence of the 

background. 

During PIV measurement, imiges were made 

with 15 Hz frequency. The experiment was carried 

out more than 10 times for the same setting. 

Between each measurement, there was a two-

minute delay, to ensure that the fluid velocity and 

vorticity are low, in comparison to an average 

velocity during a movement of the plate. 

 

Figure 4. Experimental stand from above 

 

Figure 5. PIV measurement setup 

4. .EXPERIMENTAL RESULTS 

Figures 6 to 8 are examples of results. Both 

figures represents one movement – plate is on one 

of two maximum rotation positions (Figure 8 

presents plate in second maximum position). 

Background (grey scale) in Fig. 6 represents 

velocity and in Fig. 7 represents vorticity. Vectors 

on both Figures represents velocity.  
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Figure 6. PIV image. Plate during motion. 

Vectors and grey scale represents velocity. The 

longest vector represents 𝟎, 𝟔 [
𝒎

𝒔
] 

 

Figure 7. Plate during motion. Vectors 

represents velocity and grey scale represents 

vorticity. The brightest color represents 𝟏𝟐𝟓 [
𝟏

𝒔
], 

darkest color represents −𝟏𝟐𝟓 [
𝟏

𝒔
]. Black line 

shows place of creation and path of highlighted 

contra-rotating structure. 

For the number of experiments conducted, a 

certain pattern for this specific case, was noted. It is 

described below.  

 

Figure 8. Behavior of vortices. 

3 similar patterns were observed: 

1. Surrounding vortices - When plate reach one of 

two maximum positions and is changing direction. 

One or two vortices are thrown from edge of the 

plate by flow parallel to plate (this flow is visible on 

Figs. 6-8 on the one side of plate). After plate 

change its direction, those vortices are moving on 

the other side of the plate behind newly created 

ones. Fig 8. shows negative vortices from previous 

movement among positive vortices. 

2. Asymmetric beginning – This phenomena occurs 

during flow development, that is first 3 periods of 

motion. Actually created formations have too low 

energy in comparison to vortices created in 

forthcoming motion. Those vortices, when thrown 

on the other side of plate, have low rotation to 

enclose all the negative structures. This explains 

formation, visible on Figs. 6 and 7, moving towards 

top wall. Two counter rotating vorticity structures 

escape the proximity of plate. Those “low energy” 

formations grow in strength with time that is why 

path of first escaping structure is strongly curved 

and next one is straighter.  

3. 3 periods – After two structures containing 

positive and negative vortices, which move towards 

the top wall, motion of the plate become 

“symmetric” – same amount of vortices with 

positive and negative rotation. From now on case is 

fully developed and analysis became very unsteady. 

Similarities with “asymmetric beginning” are still 

visible but random and non-2D factor is dominant. 

Although vorticity becomes very chaotic, velocity 

of fluid in close proximity smoothed, which is 

shown in Figure 9. 

Those three similarities, repeated in number of 

experiments, should appear in simulation as well.  

 

Figure 9. Double contra-rotating  vortex 

structure escaping proximity of the plate. Within 

whole motions there are only a few structures 

during development of the flow 
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5. SIMULATIONS 

Geometry for simulation was accordingly to the 

geometry presented in Fig. 1. This method requires 

the assumption of two physical constants. Those 

are: viscosity of fluid and maximum predicted 

velocity value. Those two values were chosen 

empirically. It is important to mention that 

resolution of simulation was 711 x 711. For 

proposed CFD method it gives 523292 mesh size. 

6. RESULTS DISCUSSION 

In this chapter both analyzes were compared. 

As it was mentioned in chapter 4, comparison will 

show common parts between them. 

 

 

Figure 10. Comparison of first “escaping 

structure” 

Figures 10 and 11 present comparison of escaping 

structures. Behavior is comparable with that 

observed in PIV measurements. Similarities can be 

observed e.g. for vortices with high vorticity. With 

a decreament of vorticity, similarity decreases as 

well. Those differences can be due to low resolution 

in the analysis of PIV. 

 

Figure 11. Comparison of second “escaping” 

structure 

Figure 12 presents velocity distribution in close 

proximity to the plate. As one can see taking both 

experimental and simulation data on  an “active” 

side, that is where vortices are actually created, the 

velocity distribution is even. Although, cascade of 

vortices is in enough distance from plate to let the 

stream develop, is so close enough to affect and 

accelerate it. On the passive side, flow is more 

chaotic. This is due vortices previously made by 

active side of that phase. Plate is moving towards 

those vortices. During that movement structures are 

forced to transfer energy to the stream, also in few 

cases stream eject mentioned vortices towards the 

plate according to the vector of the stream. 
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Figure 12. Comparison of velocity distribution. 

7. SUMMARY 

CFD model for Fluid-structure interaction as 

well as verification case was proposed. Initial 

observations lead to a conclusion of a good 

correlation between experiment and computation. 

This approach seems to have a great potential 

especially in flapping motion simulations. The 

results of the numerical analysis in most cases 

coincide with the experiment.  

Future plans related to the issue presented 

assume further development of both experimental 

data gathering (specific  two-dimensional cases of 

unsteady flapping motion) and numerical method 

implementation, especially a three-dimensional 

code. 
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ABSTRACT  

In the presented research a ducted propelling 

system for a MAV was investigated taking into 

account its aeroacoustic properties. The propulsion 

system consist of a duct (inner diameter 55 mm), 

with two counter-rotating propellers. The 

combination of relatively small dimensions and 

high rotational velocities imposes both difficult and 

interesting flow condition also in terms of 

aeroacoustics.  

The proposed research was conducted in 

experimental and simulation stage. The main 

purpose was to identify main noise sources and 

identify methods of noise mitigation. 

The results combined with further research will 

serve to develop a methodology for noise mitigation 

in a small propelling system. Identification of 

laminar separation occurrence in a flow by means 

of acoustic measurement may also be implemented 

as an assembly and production quality verification 

of MAVs. 

Keywords: Aeroacoustics, Experiment, Noise, 

CAA/CFD, Ducted propulsion systems, MAV 

Design. 

 

 

 

 

NOMENCLATURE 

 [m/s] wave vector amplitude 

 

 [-]  wave vector phase 

 [-]  wave vector direction 

u [m/s] velocity component 

p [Pa] pressure 

1. INTRODUCTION  

Micro Air Vehicles propulsion system under 

investigation is an efficient but also a noisy one. 

The scope of presented research was to 

experimentally quantify acoustic field and simulate 

it to analyse sources and potential of noise 

reduction. The other aim was to investigate 

potential flow quality assessment on the basis of 

noise signal analysis. 

Therefore a test setup was designed and 

manufactured allowing for 360deg. observation of 

sound power and identification of dominating 

frequencies. Tests were performed to investigate 

best relative setting of rotors and inlet taking into 

account noisiness.  

A tested model, presented in Figure 1 was a 

MAV propulsion system comprising two counter-

rotating propellers driven by one BLDC motor 

each. An inlet was formed by a contracted duct. The 

three elements are set along common axis and can 

be relatively translated. 

 

Rafał Dalewski, Witold Krusz, Konrad Gumowski, "Experimental testing and numerical simulations of a ducted counte592

mailto:rdalewski@meil.pw.edu.pl


 

Figure 1. The tested model 

To investigate and quantify the most interesting 

cases a numerical model was built and solved using 

Ansys/CFD tools (Fluent 15). This analysis was 

used predominantly for sound sources power and 

placement identification and quantification. 

Finally data was set and compared. Results 

were discussed.   

2. TEST RIG 

An experimental part was conducted using a 

setup comprising following elements: 

- an anechoic chamber 1000x1000x1000mm 

(in Figure 2), 

- a stand allowing for relative translation of 

the inlet duct, upper and lower rotor, 

- a microphone positioning mechanism, 

allowing for microphone rotation around 

the tested objects with various radii (in 

Figure 3), 

- calibrated microphone with data 

acquisition and analyse system, 

- a control setup for rotational velocity 

regulation. 

In the experiment a calibrated microphone 

setup was used. Signal was processed using fast 

Fourier transform method (FFT) and analysed with 

regard to various rotors velocities and inlet 

positions (those three elements can be set in 

different relative position, moving along a common 

axis).  

A special configuration without rotors blades 

comprising only the rotating elements working in 

similar conditions to identify the engine and 

remaining parts noise was tested. Results were 

analysed in frequency domain taking into account 

short and long period sampling for identification of 

different working condition and modes. The 

influence of surface roughness was taken into 

consideration. Results are presented in chapter 5. 

 

 

Figure 2. Testing chamber setup 

 

Figure 3. Test model setup 

3. CFD MODEL 

Numerical calculations used to determine the 

source of sound in the tested object were carried out 

using the RANS methods implemented in a 

commercial package Fluent 15.  

A computational model was built, consisting of 

a domain divided into the inlet part with the inlet 

pressure boundary condition, domains containing 

the geometry of the inlet duct and the outlet part 

with the pressure outlet boundary, as well as two 

rotary domains containing the geometry of the 

upstream and downstream rotor. 
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Figure 4. CFD model of two counter-rotating 

propellers and a duct 

The domain was meshed using unstructured 

mesh method with 16 million nodes, with the 

possibility of parametric modifications associated 

with the movements of the lower rotor and the inlet 

duct. 

Turbulence was modeled using a 4-equations 

Transition SST model which allows for modeling of 

the laminar-turbulent transition. Y+ parameter in 

near wall region was below 1.  

 

 

Figure 5. Cross section of CFD mesh. 

Calculations were carried out in the following 

manner: at the beginning of a simulation it was 

done with a use of an option “Moving reference 

frame”, after obtaining a satisfactory degree of 

convergence and after the forming of intake 

velocity field, calculations were switched to 

transient mode using a “Moving mesh” option. The 

calculations were modeled on equal rotational 

speeds on the upstream and downstream rotor 

amounting to 2304 rad/s (app. 360 Hz). 

Aeroacoustics phenomena were modeled using a 

broadband noise model. Sources of sound were 

identified using the linearized Euler equations  

(LEE). Those equations can be derived from the 

Navier-Stokes equation by decomposing flow 

variables on average acoustic and turbulent 

components, assuming that the acoustic components 

are significantly smaller than the average flow and 

turbulence components. The result is a linearized 

Euler equation (1) on the acoustic velocity 

components. Index "a" relates to the respective 

acoustic indexes, and " ' " relates to turbulent 

components. 

 

 

(1) 

 

The right side of equation (1) is a part 

responsible for sound generation. First two 

components of the right side of the equation are 

referred to as "shear-noise" source terms, as are 

associated with tangential stress. The third 

component is referred to as "self-noise" source 

term, because it involves only turbulent velocity 

components. 

 

 

(2) 

A turbulent flow field essential for the 

calculation of source conditions LEE is obtained by 

a method of random generating of noise and 

radiation. In this method, the turbulent velocity field 

and its derivatives are calculated from the sum of N 

Fourier modes (2). 

 4. CFD RESULTS 

The main task of the part related to numerical 

calculations was to determine the source of sound in 

the test model of a flying microrobot.  

Validation of CFD results were performed 

using stand equipped with three tensometers . There 

were tested two rotors configuration printed using 

SLS method (Solid Laser Sintering). Two sets of 

rotors were tested: a rough configuration, with 

higher roughness and a smooth - hand polished. For 

design point, thrust components of inlet, upstream 

and downstream rotor were measured.  

Comparisons of experimental results confirmed 

correctness of CFD model.  

Table 1. Comparision of total thrust for 

propulsion system presented in publication. 

Force in G (Gram).  

 Total thrust 

CFD 54,6@22W 

SLS rough 59@20W 

SLS polished 48@17W 
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The used LEE model allowed to define noise-

generating points on the surfaces of blades. View 

from the top on the rotor blades (Figure 5) shows a 

significant noise emission surface on the upstream 

surface of the downsteam rotor, with a visible part 

of noise-wiping by vortices generated in the upper 

rotor. As shown in the attached contours, the lower 

rotor is the main source of aeroacoustic noise. 

 

Figure 6. LEE Self Noise X-source (m/s2), view 

from outlet side 

 

 Figure 7. LEE Self Noise X-source (m/s2), view 

from inlet side 

The downstream rotor (Figure 6), due to 

working in turbulent wake conditions in the 

slipstream behind the upstream rotor, is working in 

different conditions. In fact, entire lower and upper 

surfaces of its blades are sources of sound emission. 

An upstream rotor is much better dampened due to 

working in a quiet, undisturbed air flow from the 

intake. 

 

 

Figure 8. Acoustic Power Level (dB) on 

upstream rotor. Contours presented on vorticity 

isosurfaces. 

Curle’s Integral formulation [6] based on 

acoustic analogy were used to approximate local 

contribution from the body surface turbulent layer 

to the total acoustic power. The Boundary Layer 

Noise Source Model was used for Acoustic Power 

calculations.  

In the picture above (fig. 7) contours of an 

Acoustic Power Level in (dB) are presented on the 

vorticity isosurfaces. Similarly, by analysing the 

distribution of values, a significant generation of 

acoustic energy on a lower blade can be observed 

(Figure 8). 

Experimental tests have performed to validate 

this phenomenon. With the differential speed 

setting, the lower rotor always emits sound of 

greater intensity. 

 

 

Figure 9. Acoustic Power Level (dB) on 

downstream rotor. Contours presented on 

vorticity isosurfaces. 
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5. EXPERIMENTAL RESULTS 

As a result of fast Fourier transformation signal 

analysis folowing results (Figure 9,10 and 11) were 

presented. The first (fig. 9) one depicts result taken 

from a wake behind the propulsion system (radius 

100 mm from the point on axis of rotation and the 

top of upper rotor). Rotor speed 330Hz (app. 20 

kRPM – kilo rotations-per-minute). 

 

 

Figure 10. Frequency spectrum of a signal 

recorded from a wake; BF-Blade Frequency 

mode, MF-Motor Frequency mode 

For the position of the microphone at a distance 

of 100 mm from the test object, a strong noise of  

high intensity up to 2kHz was registered. For 

frequencies 330, 660 and 990Hz there is a single 

peak equal to the rotor speed and 2nd and 3rd mode, 

and for about 2 kHz peak relevant to the sum of the 

sounds generated by the engines and blades. Up to 1 

kHz a broadband noise is observed. 

 

 

Figure 11. Frequency spectrum of a signal 

recorded outside the wake (10°, 100mm); BF-

Blade Frequency mode, MF-Motor Frequency 

mode, BSC- Brushless engine controler 330Hz 

For the angle more then 10 degrees from the 

axis (100 mm radius), an impact of the wake is not 

registered (Figure 10). A far less noisy signal 

spectrum is recorded. The component with the 

highest amplitude of 80 dB is the peek for 

frequencies corresponding to the work of a  6-poles 

brushless motor. This is its first mode of 1,98kHz 

frequency. A more distinct peak is the one related to 

the work of the blades for 990 Hz (rotor radial 

velocity 3rd mode). The remaining peaks 

correspond to the subsequent modes related to 

propellers’ speeds multiplications of basic rotor 

frequencies 330, 660 and 990Hz and basic engines 

frequency 1,98kHz. Spectral components below the 

value connected to the rotational speed of the blades 

correspond most probably to vibrations of the 

robot’s support construction.  

 

 

Figure 12. Frequency spectrum of a signal 

recorded outside the wake (90°, 100mm); BF-

Blade Frequency mode, MF-Motor Frequency 

mode, BSC- Brushless engine controler 330Hz 

Acoustic spectrum for the probe angle of 90 

degrees to the axis of rotation is characterized by a 

decreased volume for the frequency component 

connected to the work of engines and by an 

increased sound correlated with the first and second 

frequency mode related to the rotational speed of 

the blades (Figure 11). Lower sound power app. 65 

dB is observed. 

Following two pictures (Figure 12 and 13) 

present graphs of the sound power level for selected 

frequencies as a function of the measurement beam 

angle rotation for the basic configuration at the 

speed of 330Hz. The sound sensor was positioned 

100 mm from the tested object. The charts show the 

dependence of amplitude on essential aeroacoustic 

data. F1 corresponds to the frequency of the rotor 

drive system, F2 is a frequency connected with the 

work of a 6-pole brushless motor summed with the 

other mode of blades, F3 and F4 are the subsequent 

frequency modes. 

 

 

Figure 13. Sound Pressure Level (SPL) observed 

100 mm 10° from the top of upstream rotor and 

the axis when the downstream rotor is separated 

from the inlet-upper lower block.  
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Figure 14. Sound Pressure Level (SPL)observed 

around the tested object for selected frequencies 

The biggest changes in the sound levels occur 

during the passage through the wake stream (Figure 

13). In the area outside the stream, the changes are 

minimal and difficult to notice. For the beam angle 

of 90 degrees, a minimum sound level is achieved 

for the frequency related to the work of motors, 

which is an effect of shielding of the drive through 

the duct. For the same conditions, for a blade-

related frequency, a maximum level is achieved. In 

the given configuration, the measurement directed 

at the downstream rotor is recorded, which is the 

main source of aeroacoustic sound according to 

CFD calculations. 

Another measurement concerned measuring 

four dominant frequencies in the sound spectrum. 

Frequency levels were recorded connected with 

blade velocity F1 (990Hz) and F3 (2,97kHz) and an 

accumulated frequency of blades and engine F2 

(1,98kHz) and F4 (3,96kHz) as a function of 

moving away the upper rotor from the downstream 

rotor (Figure 12). A 360 degree characteristics of an 

overall sound power level is presented in Figure 14. 

 

 

Figure 15. Circular acoustic characteristic of 

propulsion system. Values of Sound Pressure 

Level SPL (dB), microphone position 100mm. 

from target, upstream and downstream rotor 

rotates with 2304 rad/s. 

6. RESULTS DISCUSSION 

Presented results allow for preliminary study of 

this MAV aeroacoustics characterization.  

As initially assumed, basic frequencies are 

related to rotors rotational velocities (330, 660 and 

990 Hz). The following most intense peaks (1,98 

Hz, 2,97Hz, etc.) are related to the third mode of 

blade rotation originated sound. Those could be 

intensified by two effects: - interaction (cutting) of 

vortices and – BLDC motor noise. An increment in 

separation of the downstream rotor seems also 

beneficial regarding noise reduction. A small (10 

mm) separation of rotors should allow for 1,98 kHz 

frequency reduction by 15 dB, and 5 dB overall 

which seems to be a promising direction. 

An overall noisiness of the propulsion system is 

accepted (app. 80 dB, 100 mm form the object), 

although in close spaces it may by to loud, a 10-20 

dB decrement will be a perfect target. This can be 

obtained by rotors sheltering, but also what more 

challenging by source intensity reduction. These 

studies will be further conducted varying rotors 

velocities to identify more clearly the origins of 

certain sound sources and frequencies and what 

follow, further sound power level decrement. 
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ABSTRACT  

The counter-rotating propelling system for a 

Micro Air Vehicle (MAV) with a contraction inlet 

was tested experimentally and simulated in 

ANSYS/Fluent 15 environment.  

The propulsion system was manufactured by 

means of Selective Laser Sintering (SLS), a rapid 

prototyping method, of polyamide (PA) with 

additional finishing made of polished coatings. A 

correlation between various setting of the 

mechanism (relative position of rotors and inlet, 

with and without presence of a duct) and loads was 

investigated. Results were compared for a ducted 

and non-ducted configuration and in two finishing – 

rough and polished. 

Chosen configurations were also simulated in 

ANSYS/Fluent 15 environment with the usage of 

RANS capabilities to measure the impact of upper 

rotor vortex interaction with the boundary layer of 

the lower rotor and mutual interaction of vortices. 

The results were validated against experimental 

results. 

 

Keywords: Counter-rotating propellers, Ducted 

propulsion systems, MAV Design, PIV. 

1. INTRODUCTION  

Micro Air Vehicles require efficient propulsion 

system. It stays in contradiction with their small 

dimensions and inefficient low Reynolds flow 

regime. An interesting option is a ducted propulsion 

system.  

This kind of drive was used to build a flying 

robot, designated to move in indoor and bushy 

scenario. Apart of aerodynamic advantages it 

provides also safe operation for fast rotating 

propellers in difficult environment. 

Rotors were designed basing on hybrid 

BEM/Actuating disc theory with corrections. The 

main configuration was tested and described in 

authors’ previous publications [2]. The current 

configuration was designed to work without the 

main section of the duct. 

The scope of this work was to investigate 

further properties of the modified system without a 

complete duct (significant decrease of mass), but 

with a contracted inlet. 

Therefore a test setup was designed and 

manufactured allowing for independent 

measurements of forces on inlet elements, upper 

rotor and lower rotor plus nacelle. Two propertiess 

were quantified – thrust force and power consumed. 

As in the previous research [2] samples were tested 

polished and unpolished. Resulting surface 

roughness is presented in Table 1. 

Table 1. Roughness measurements result [2] 

Sample Ra (μm) 

SLS rough 16.53 (+8.93/-4.78) 

SLS finished 

upper/lower 

0.39 (+0.04/-0.06) 

 

Tests were performed to investigate best 

relative setting of rotors and inlet.  

2. TEST RIG 

The experimental setup presented in Figure 1 

provided measurements of axial loads of each 

particular element of the system (upper rotor, lower 
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rotor, inlet duct). Elements were placed in the test 

rig allowing for spacing adjustment in the axis of 

rotation. A strain gauge was dedicated to each 

element of the system thus allowing for independent 

measurements of elements’ loads contribution to the 

system.  

Data acquisition system was built basing on NI 

cards, and an control and acquisition system was 

developed with Labview software.  

Data were gathered for a matrix with two 

variables i.e. elements relative positions (inlet – 

upper rotor, upper – lower rotor). Dimensions were 

changed by 2 mm. 

Two rotors (the same geometry) designed for a 

ducted system were used – in first data series rough 

(app. 16 µm roughness), in the second smoothed 

after surface treatment. Propelling system was 

externally powered, electrical conditions (current, 

voltage and power consumed) were measured. 

Rotors were dynamically balanced. 

 

 

Figure 1. The tested model 

The important factor was to compare a ducted 

and non-ducted system, where in the open 

configuration (with contracted intake duct) 

propeller spacing was adjusted to observe the effect 

of spacing on the minimization of the effects of 

induced drag. PIV measurements were performed 

for tip vortices visualization and quantification of 

field properties for a single rotor. Additionally the 

aim of PIV measurement was to observe vortex 

appearance and interactions in the helical wake to 

identify the conditions for strong and weak vortex 

formation in the upper and lower rotor. 

3. CFD MODEL 

Simulations were performed in Fluent 15 CFD 

environment. A model presented in Figure 2 was 

employed. Mesh consisting of 18 M cells was 

created. Calculations were performed using RANS 

model with k-ω SST turbulence model with 

transition modelling ability. Model allowed for 

propellers rotation (mesh sliding). 

 

 

 

Figure 2. Model used for simulations. 

4. EXPERIMENTAL RESULTS 

The aim of experimental testing was to observe 

force and power consumption variation generated 

by the set of elements and its individual elements in 

the partially ducted CRP system. Variation of forces 

was observed in function of three different variables 

– two types of spacing (inlet translation against 

upper and lower rotor, lower rotor translation 

against lower-upper rotor block) and different 

rotational velocities. Forces were given in grams (of 

force, sensors were scaled in grams). Distance d0 is 

a reference value equal to rotor diameter 54 mm. 

Rotational velocity was given in rotations per 

minute (RPM). 

In Figure 3 we can observe an effect of inlet 

separation from the upper and lower rotor block 

(they remain in initial position). What can be clearly 

seen is the loss of total thrust when separation 

increases. It is due to the loss observed for the inlet, 

partially compensated by increment of thrust on the 
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upper rotor. It is however not that beneficial and 

final thrust loss is equal to 9%. 

 

 

Figure 3. Influence of inlet separation from 

rotors block (19800 RPM, both rotors). 

In the following Figure 4 an influence of lower 

rotor separation from the inlet-upper rotor block 

may be observed. Its influence is far less critical 

then the inlet separation, although for rotational 

velocity equal to 19,8 kRPM it is 3,2%. Although 

individual rotors thrusts variation can by observed 

up to 1,5 characteristic dimension, the total remains 

untouched from separation equal to 0,5 d0.  

 

 

Figure 4. Influence of lower rotor separation 

from inlet-upper rotor (19800 RPM, both 

rotors). 

Finally in Figure 5 we can observe a variation 

in total and individual thrusts in case where 

rotational velocities are not equal. With higher 

lower rotor velocity it appears that bigger separation 

(+10% for 21/19,8 velocities ratio) becomes 

beneficial for total thrust. 

 

 

Fig. 5. Influence of lower rotor separation from 

inlet-upper rotor (19800 RPM, upper rotor, 

21000 RPM lower rotor). 

Two main observations may be formed on the 

basis of above fig 3-5. Firstly inlet separation 

influences total force produced significantly even 

with relatively small separation, secondly the lower 

rotor movement influence is less significant, and for 

a long distance almost unchanged. We can also 

observe that for uneven rotors velocities the closest 

upper to lower rotor distance is not the most 

beneficial.   

Further extracted results were set in table 2 and 

3 presenting total force difference for closest and 

furthest position obtained by propelling system 

when inlet is translated (table 2), lower rotor is 

translated (table 3). In table 4 results are gathered 

when different rotational velocities are indicated for 

upper and lower rotor by different positions of 

lower rotor. 

 

Table 2. Difference in total force produced by 

propelling system for maximum and minimum 

separation of inlet, for different rotational 

velocities (RPM). 

RPM 18000 19800 21600 

ΔFtot [%] 10,4 9 8,3 
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Table 3. Difference in total force produced by 

propelling system for maximum and minimum 

separation of lower rotor, for different rotational 

velocities (RPM). 

RPM  19800 21600 

ΔFtot [%] 3,2 4,7 

 

Table 4. Maximum force produced, maximum to 

force produced for minimum separation force, 

position for which maximum force was obtained, 

for different rotational velocities. 

Upper RPM 18600 19800 19800 19800 

Lower RPM 19800 19800 20400 21000 

Ftot max 42,27 48,08 51,23 52,06 

F0/Ftotmax 1 0,995 0,983 0,998 

d/d0 0 0,037 0,1 0,07 

 

The last table extract observation regarding 

optimal position of lower rotor for different 

rotational velocities for upper and lower rotor. 

Table 2 and 3 show that opposite tendency occurs – 

for greater rotational velocities inlet separation is 

less influencing, where for lower rotor separation – 

more.   

5. REULTS OF SIMULATIONS 

Results of simulations are presented in Figure 6 

to 9. In the first (fig. 6) one can observe velocity 

induced by the propulsion system. For 19800 

rotations per minute (RPM) it is equal to mean 16 

m/s for a wake stream. Its turbulence intensity is on 

the mean level of 5-6%.  

In the second picture (figure 7) a pressure 

distribution over the upper rotor upper surface can 

be observed. It shows good surface loading due to 

the in-duct blade tip working conditions. 

On the other hand in figure 8 a lower rotor 

upper surface pressure distribution can be observed. 

It shows uneven loading with conditions for strong 

helical wake formation, which can be observed e.g. 

in figure 9 and PIV measurements for individual 

rotor. In the same picture (fig. 9) we can observe 

that the lower rotor forms a stronger tip vortex then 

the upper. The upper produce its vortex due to not 

perfect sheltering effect of the duct, which covers 

only a part of the blade. 

 

 

Figure 6. Velocity distribution for both rotors 

and in the wake (19800 RPM, both rotors, initial 

position) 

 

Figure 7. Pressure distribution over the upper 

rotor upper surface (19800 RPM, both rotors, no 

separation) 
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Fig. 8 Pressure distribution over the upper rotor 

upper surface (19800 RPM, both rotors, no 

separation) 

 

Fig. 9 Influence of lower rotor separation from 

inlet-upper rotor (19800 RPM, both rotors). 

6. PARTICLE IMAGE VELOCIMETRY 
(PIV) 

To identify and quantify tip vortex formation a 

PIV measurements were additionally performed. It 

shows a strong but unstable due to wake high 

turbulence intensity formation. As one can observe 

in figure 10 and 11 three blades vertices can be 

observed lasting for a single rotation and further 

mixed into the wake stream.  

PIV confirmed also high turbulence intensity is 

on the mean level in the close wake of 5-6%. It has 

to be stressed out that this constitutes a completely 

different working conditions for the lower rotor, 

what can be clearly seen in fig. 3 – 5.   

 

 

Figure 10. Picture taken from PIV system 

showing tip vortices formation (single rotor, 

22000 RPM, both rotors) 

 

Figure 11. Vorticity field from PIV system 

showing tip vortices formation and a turbulent 

wake (single rotor, 22000 RPM, both rotors) 

 

6. RESULTS DISCUSSION 

Three groups of observations can be discussed 

in presented results summary. The first group 

relates directly to experimental results and pure 

separation effect influence, the second relates to 

flow properties and the third describes comparison 

with previously measured ducted (long duct) 

propulsion system properties. 
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Going to the first group we can formulate 

following observation – ducted inlet presence is 

beneficial and its position is of great importance for 

total thrust production. Lower rotor should be 

adjusted to different working conditions (higher 

turbulence), but low Reynolds number with high 

turbulence will still decrease its efficiency. When 

different rotational velocities are expected (which 

due to unequal moment production and autorotation 

balance is usually the case) increased separation 

may positively influence total thrust production. 

High loading of the blades is not beneficial for 

blades working outside the duct. Because blades 

were designed for in-duct conditions its open rotor 

performance is not very impressive. Therefore a 

strong helical wake is produced (PIV), and a very 

turbulent wake is present. On the other hand, 

however fig. 4 shows that for significantly wide 

separation both rotors produce almost equal portion 

of thrust. 

Finally in the table 5 and 6 results for tested 

propulsion system and a fully ducted (both rotor 

sheltered) are set. 

First observation in this group depicts a strange 

correlation between rough rotors of the model 

described in this paper and its ducted ancestor. Also 

in the comparison to the finished surface results 

obtained for the configuration presented it is 

unexpected and needs to be further tested. Namely 

results obtained for rough configuration are 1) 

higher than for the polished ones an 2) they are 

higher than for rough ducted results. This needs to 

be retested.  

Taking into account only polished 

configurations – ducted drive is more efficient, 

produces more lift at less power consumed (app. 

10% more lift at 8% less power required). Fluent 

made computation are in relatively good correlation 

to the experimental results what confirms assumed 

method of testing (turbulence and transition 

models). 

 Those type of drives seem to be most 

promising for small propulsion system of MAV. Its 

current efficiency (3 gram of 1 Watt) for this flow 

regime is relatively promising but further testing of 

roughness influence may lead to increment of 

current efficiency. 

 

Table 5. Thrust force in gram (@power-

supplied) results. Force in G (gram) for a ducted 

drive [2]. 
    

 19 kRPM 21 kRPM 22.5 kRPM 

SLS 

rough 

28@12W 36@14.7W 40.7@16.9W 

SLS 

finished 

42@13W 53@15.5W 60.5@17.6W 

Fluent 42@14W - 58@18.5W 

 

Table 6. Thrust force in gram (@power-

supplied) results. Force in G (gram) for a 

propulsion system presented in this publication. 
    

 19800 

RPM 

21600 

RPM 

19800 

RPM d/d0 

= 86% 

SLS 

rough 

48@16W 59@20W 43@16.8W 

SLS 

finished 

37@16W 48@17W - 

Fluent - 54,6@22W - 

 

ACKNOWLEDGEMENTS 

This work has been supported by the Polish 

National Centre for Research and Development, 

Lider III Programme under contract No. 

LIDER/04/143/L-3/11/NCBR/2012. 

REFERENCES 

 

[1] Drela, M., 1989, XFOIL: an Analysis and 

Design System for Low Re Airfoils Springler-

Verlag Lec. Notes in Eng. 54  

[2] Dalewski, R., T., Gumowski, K., Barczak, T., 

Godek J., 2014, “Performance of a Micro-UAV 

lifting system built with the usage of rapid 

prototyping methods”, Journal of Physics 

Conference Series 08/2014. DOI: 

10.1088/1742-6596/530/1/012027 

[3] Schafroth, D., M., 2010, Aerodynamics, 

Modelling and Control of an Autonomous 

Micro Helicopter, DISS. ETH NO. 18901, 

Zürich 

[4] Kunz, P., J., 2003, Aerodynamics and Design 

for Ultra-Low Reynolds Number Flight, PhD 

Dissertation, Standford 

[5] Kunz, P., J., Kroo, I., 2001, Analysis and 

Design of Airfoils for Use at Ultra-Low 

Reynolds Numbers, Fixed and Flapping Wing 

Aerodynamics for Micro Air Vehicle 

Applications, edited by T. J. Mueller, Vol. 195, 

Progress in Aeronautics and Astronautics, 

AIAA, Reston, VA, 2001, Chap. 3. 

[6] Glauert, H., 1948, The Elements of Aerofoil 

and Airscrew Theory, Cambridge University 

Press, London. 

[7] McCormick, Barnes, W., 1999, Aerodynamics 

of V/STOL Flight Dover Publications Inc., 

New York. 

CMFF15-126 603



Conference on Modelling Fluid Flow (CMFF’15) 

The 16th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

EFFECT OF GROOVES SHAPE ON AERODYNAMIC 

CHARACTERISTICS OF SQUARE AND CIRCULAR CYLINDER 

IN 2 DIMENSIONAL FLOW 

Tengku Fikri1, Hiroo Okanaga2,  
 

1 Corresponding Author. Department of Mechanical Engineering, Tokai University. 259-1292, 4-1-1 Kitakaname, Hiratsuka-shi, 

Kanagawa, Japan. Tel.: +81 4 63(58) 1211, Fax: +81 4 63(59) 2207, E-mail: tengkufikri@gmail.com 
2 Department of Fluid Mechanics, Tokai University. E-mail: okanaga@tokai-u.jp 

 
 

ABSTRACT  

The fluid flow characteristics and drag reduction 

of square and circular cylinder with grooves are 

investigated. The grooves, which are linear to the 

flow direction and applied to bluff bodies’ surface, 

have three shapes (arc, rectangular and triangular 

shape). The drag coefficient is measured from wind 

tunnel experiment and the flow around square and 

circular cylinder are visualized from the spark 

tracing method and the suspension method. Results 

from wind tunnel experiment showed that, in the case 
of square cylinder, the square cylinders with 

rectangular grooves have optimum drag coefficient 

than that of arc and triangular grooves. Moreover, the 

reduction of circular cylinder’s drag coefficient is 

higher than that of square cylinders. From the flow 

visualization experiments, the tendency of flow 

patterns of grooved square and circular cylinders are 

similar to their drag coefficient reduction pattern. 

Keywords : grooves, square cylinder, circular 

cylinder, drag reduction, drag coefficient 

NOMENCLATURE  

 

CD [-] drag coefficient 

D [N] drag force 

ρ [kg/m3] density 
A [m2] frontal projected area 

U [m/s]  velocity (wind tunnel) 

w [mm] grooves’ width 

i [mm] grooves’ intervals 

b [mm] grooves’ depth 

d [mm] length/diameter of test models 

w/d [-] width ratio 

i/d [-] interval ratio 

b/d [-] depth ratio  

Re [-] Reynolds number 

R [-] Reduction rate (%) 

CDo [-]  S0’s drag coefficient 

CDx [-] grooved models’ drag coefficient 

u [mm/s] inlet velocity along X-axis (water 

tunnel) 

u0 [mm/s]  inlet average velocity (water 

tunnel)  

|u/uo| [-] absolute velocity (water tunnel) 

M [mm] separation width 

X, Y   coordinates (water tunnel) 

1. INTRODUCTION  

Drag reduction on bluff bodies has been studied 

for past few years. It is understood that drag 

coefficient of bluff bodies is influenced by bluff 

bodies’ shapes and surface structure.  

Naudascher [1] carried out experimental 

analysis on controlling the flow separation of square 

cylinders with the various corners shapes. In Japan, 

Mizota and Okajima [2] investigated the relationship 

between the aspect ratio of the rectangular cylinder 

and drag coefficient. They indicated that the 

maximum drag coefficient CD is 3.0 when aspect 

ratio is at 0.62. 
Sushanta Dutta [3] studied the flow past a square 

cylinder at an angle of incident at low Reynolds 

number. At Re 410, a minimum of drag coefficient is 

observed at 22.5°. This effect attributes are caused 

by wake asymmetry originating from shear layers of 

unequal lengths on each side of the cylinder. When 

the wake area loss its symmetry, the transverse 

velocity and the base pressure increases making the 

drag force lower.  

T.TAMURA [4] studied the effect of corner 

shape (chamfered and rounded) and its presence to 
aerodynamic characteristics of a square cylinder. 

From the experiment result, drag coefficient of 

square cylinder with corner shape is lower than 
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normal square cylinder. The drag coefficient of 

chamfered and rounded square cylinder decreased 

compared with the drag coefficient of normal square 

cylinder because the separated shear stress at side of 

square cylinder becomes closer and reduces the drag 

force.  

M. KOIDE [5] studied the effect of grooves to 

the aerodynamic characteristics around square 

cylinder. The grooves represent the balcony of tall 
buildings. Furthermore, B.AFIQ[6] focused on the 

effect of grooves width and interval to the 

aerodynamic characteristics of square cylinder. From 

the experiment, the drag coefficient of square 

cylinder with grooves is lower than normal square 

cylinder. In addition, the drag coefficient becomes 

lower as the grooves interval is larger.  

Y.WAKAI and S.TAKAYAMA[7] studied the 

effect of grooves shape(arc, rectangular and 

triangular) to the flow characteristics and the drag 

reduction of circular cylinder. The grooves are 
applied along the axial direction on the surface of the 

circular cylinder. Their experiment results showed 

that circular cylinder with triangular grooves has 

lower drag coefficient than other grooves shape 

because the boundary layer flow over triangular 

grooves is thinner than arc and rectangular grooves, 

and also has higher transverse velocity which 

resulted low drag force for the circular cylinder.  

These literature reviews indicates that studies of 

aerodynamic characteristics around bluff bodies are 

important for its application in various industrial 
uses. It is known that drag coefficient can be reduced 

by changing the bluff bodies’ shape and grooves 

implementation on its surface. However, there are 

only few researches that discussed about the effect of 

grooves shape to drag coefficient of bluff bodies and 

the overall effects remain unknown. Therefore, this 

paper reports the aerodynamic characteristics of 

bluff bodies with various grooves’ shapes. The 

objective of this study is to clarify the optimum 

grooves’ shape and the groove’s interval whose drag 

coefficient is the lowest. 13 square and 7 circular 

cylinder as bluff bodies with three different grooves 
shapes which are rectangular, arc and triangular are 

used in this experiment. Drag coefficient is measured 

by wind tunnel experiment. Furthermore, flow 

visualization around square and circular cylinder is 

carried out by spark tracing method and water 

suspension method.  

2. INSTRUMENTAL APPARATUS 

2.1. Model Configuration 

The test model which served as the basic 

structure for experiment is shown in figure 1. It is 

consisted of ABS synthetic resin with 40 mm length 

(d) and 100 mm height (h). Moreover, 20 types of 
grooved square and circular cylinder with different 

sizes of grooves’ interval ratio (i/d) and width ratio 

(w/d) had been used in the experiment as shown in 

table 1. The groove depth (b), is set to 2 mm in all 

square and circular cylinder except for triangular 

grooves which have 1.5 mm and 2 mm depth.  

 
(a) Cross section of test models 

 

 
(1)Rectangular[R]  (2)Arc[A]     (3)Triangular[T] 

(b) Grooves shape 

Figure 1. Test model Configuration 

Table 1. Models Configuration 

Type Grooves Ratio 

 

A 

[mm2] 

i/d b/d 

S0 0 0 0.004000 

SR22 0.05 0.05 0.003800 

SR32 0.075 0.05 0.003840 

SR52 0.125 0.05 0.003888 

SA22 0.05 0.05 0.003821 

SA32 0.075 0.05 0.003857 

SA52 0.125 0.05 0.003900 

ST21 0.05 0.0375 0.003950 

ST31 0.075 0.0375 0.003960 

ST51 0.125 0.0375 0.003972 

ST22 0.05 0.05 0.003900 

ST32 0.075 0.05 0.003920 

ST52 0.125 0.05 0.003944 

C0 0 0 0.004000 

CR22 0.05 0.05 0.003800 

CR32 0.075 0.05 0.003840 

CR52 0.125 0.05 0.003888 

CA22 0.05 0.05 0.003821 

CA32 0.075 0.05 0.003857 

CA52 0.125 0.05 0.003900 
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The implementation of grooves onto the surface 

of square and circular cylinder along the flow 

direction also effected the size of frontal projection 

area (A). The frontal projection area (A) for grooved 

bluff bodies is calculated by omitting the grooves area 

as shown in table 1.                           

 

2.2. Drag Measurement  

 

Figure 2. Apparatus for drag coefficient 

measurement 

Figure 2 shows the experimental apparatus used 

for drag coefficient measurement and flow 
visualization around the square cylinder. The wind 

tunnel have a test section of 400 mm × 400 mm and 

the flow velocity used for this experiment was 30 m/s 

(Re =8.0 × 104). The turbulence intensity in this 

velocity range of this wind tunnel is 0.3%. The test 

model is placed at the center of the test section to 

minimize blockage effects. The distance between the 

upper plate and the test model is approximately 0.5 

mm. The test model is attached to a three component 

load cell to measure the drag, lift and yawing 

moment. Equation for drag coefficient is shown in 
eq. (1). 

 

2

2

AU

D
CD


                                                    (1) 

 

Where D is the drag force which are measured 

from the component load cell, ρ is the density of air, 

A is the frontal projection area and U is the flow 

velocity. 

 

2.3. Flow Visualization by Suspension 
Method 

Figure 3 shows the schematic view of the 

visualization experiment and figure 4 the definition of 

coordinates for the absolute velocity distribution 

measurement point. The visualization experiment 
using a laser light sheet and a high speed camera 

(HAS-500 KATOKOKEN CO, LTD). The tracer 

particles for this experiment are Orgasol (average 

diameter = 50 μm, relative density = 1.03). By using 

a laser and high speed camera, the movements of the 

tracers are taken to observe the flow characteristic 

around the square and circular cylinder. The 

experiment is carried out as follows; shutter speed 

1/200 Sec and Re=8000. All image of the experiment 

are analyzed by using a PIV analysis software. 

(FlowExpert - KATOKOKEN CO, LTD) 

 

Figure 3. Apparatus for water tunnel experiment 

 

 
Figure 4. Definition of coordinates 

2.4. Flow Visualization by Spark Tracing 
Method 

Figure 5 shows the experimental apparatus of the 

spark tracing method. The power source for this 

experiment is a high-voltage/high frequency pulse 

generator. The applied voltage is 250 kV, the pulse 

interval is 150 μs and the number of pulse is 150. The 

electricity is stored in a pulse drive unit and then 

passed through a pulse transformer and two fixed 

electrodes. The electrode material is tungsten, and has 

a diameter of the electrode is 0.3 mm. The first electric 

spark from the pulse wave arcs to another electrode 

and the air is ionized. This ionized air moves together 
with the flow. The second electric spark from the 

pulse wave passes through this ionized air because the 

electric resistance of the ionized air is low, and the 

second electric spark again produces ionized air. The 

ionized air from the second electric spark moves 

together with the flow and the third electric spark 

moves through the ionized air from the second 

electric spark. The flow pattern around the test model 

can be visualized by repeating this process. The 

Reynolds number of this experiment is the same to 

drag coefficient measurement which is Re =8.0 × 104. 
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Figure 5. Apparatus for spark tracing method 

3. EXPERIMENT RESULT 

3.1. Drag Measurement 

 

 
Figure 6. Drag Coefficient of Square Cylinder 

 

Figure 6 shows the relationship between drag 

coefficient and grooves interval ratio for square 

cylinder with different grooves shape. From the 

result, the drag coefficient of normal square cylinder 

is approximately 2.0, which is similar to the result 

from past researches. Therefore, this result 

considered to be reliable. The drag coefficient of 

grooved square cylinder is lower than the normal 

square cylinder. Furthermore, the square cylinder 

with rectangular grooves has the lowest drag 

coefficient followed by arc and triangular grooves. 

In the case of increasing grooves’ interval ratio(i/d) 

from 0.05 to 0.125, the drag coefficient of square 

cylinder with rectangular grooves shows decreasing 

pattern. Meanwhile, the drag coefficient for arc 

grooves decreased from i/d=0.05 to 0.075, and 

increased after i/d=0.075. The drag coefficient of 

square cylinders with triangular grooves with depth 

ratio of 0.0375 and 0.05 is higher than the normal 
square cylinder and its trendline showed irregular 

pattern where drag coefficient of trianglular grooves 

with depth ratio of 0.0375 decreased from i/d=0.05 

to i/d=0.125 while depth ratio of 0.05 shows no 

significant changes. Therefore, the square cylinder 

with rectangular grooves with an interval ratio of 

0.125 is the best model for the effect of drag 

reduction in the case of square cylinders.  

 

 
Figure 7. Drag Coefficient of Circular Cylinder 

 

Figure 7 shows the effect of grooves shape to 

drag coefficient in circular cylinder. From the result, 

the value of  drag coefficient of circular cylinder is 
close to 1.2, thus this result is reliable. Furthermore, 

it is clarified that the effect of grooves to drag 

coefficient of circular cylinder is similar to the 

square cylinder which its drag coefficient decreases 

as grooves are applied onto its surface. In the case of 

increasing grooves’ interval ratio for circular 

cylinder, circular cylinder with rectangular grooves 

has lower drag coefficient than arc grooves.  

Figure 8 and 9 shows the graphs of reduction rate 

of drag coefficient for square and circular cylinder. 

The reduction rate of drag coefficient is calculated 
from eq. (2). 

 

100(%)
0

0 



D

DxD

C

CC
R            (2) 

 
Where R is the percentage of reduction rate of drag 

coefficient, CD0 is drag coefficient of S0 and C0 and 

CDx is drag coefficient of 18 types of grooved square 

and circular cylinders. From figure 8, square cylinder 

SR52 has the highest reduction rate of drag 

coefficient at 13.12%. In the case of circular cylinder 

as shown in figure 9, circular cyinder with arc 

grooves CA52 has the highest reduction rate at 
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19.1%. Thus, the reduction of circular cylinder’s 

drag coefficient is higher than that of square 

cylinders 

 

 
Figure 8. Reduction rate (%) of drag coefficient 

in square cylinder 

 

 
Figure 9. Reduction Rate (%) of drag coefficient 

in circular cylinder 

3.2. Flow visualizations by spark tracing 
method 

 

 
Figure 10. Flow visualization of spark tracing 

method 

 

Figure 10 shows the picture taken from Spark 

Tracing Method experiment and  the definition of M. 

50 pictures of flow around each square cylinder were 

taken due to the unsteady flow and the separation 

width (M) for each 50 images is measured and the 

average value of separation width for each square 

cylinder is shown in figure 11. From the result, it is 

clarified that the separation width decreases as the 

drag coefficient decreases because of higher 

transverse velocity across grooved square cylinder 

surface. Furthermore, rectangular grooves has the 
lowest separation width followed by arc and 

triangular grooves, thus justified the drag coefficient 

result in figure 6.  

 

 
Figure 11. Relationship between separation width 

and drag coefficient of square cylinder (Spark 

tracing method) 

3.2. Flow visualizations by water tunnel 
experiment 

In figure 13(a), the letter M indicates the size of 

separation width.and figure 13(b) and 13(c) shows 

the colour-contra images of average of absolute 

velocity around the square cylinder, which are 

analysed from video with a duration of 10 seconds 

taken by a high speed camera of 200 fps, by using a 

PIV analysis software.  

Figure 13(b) and 13(c) show images of absolute 

velocity around S0 and SR52. It is observed that the 
low velocity region (dark blue colour region) of 

SR52 is narrower than S0 because of SR52 has lower 

drag coefficient than S0 that lead to the flow velocity 

around S52 faster than S0. 

 

 
(a). Definition of separation width (M) 
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(b) Average of absolute velocity around square 

cylinder S0 

 

 
(c) Average of absolute velocity around SR52 

(i/d=0.125) 

Figure 13. Differences of low velocity region 

between S0 and SR52  

 
Figure 14. Separation width in square cylinder 

(Water Tunnel Experiment) 
 

 
Figure 15. |u/uo| distribution at X/d=0, 

Y/d=0.5~0.75  

 

Figure 14 shows the relationship between size of 

separation width and drag coefficient for square 

cylinder. S0 has the highest separation width because 

it has the highest drag coefficient than the grooved 

square cylinders. This result shows that separation 

width decreases as drag coefficient decreases which 

is similar with the result obtained from spark tracing 

method as shown in figure 11. However, triangular 

grooves showed an irregular pattern, thus more 

experiments are needed to clarify these phenomenas. 

Figure 15 shows the absolute velocity 

distribution result for square cylinders from Y/d=0.5 

to 0.75 at X/d=0. From the result, grooved square 
cylinders have higher velocity than the normal 

square cylinder S0 that causes the low velocity 

region to become narrower. 

 

 
(a) Average absolute velocity around C0 

 

  
(b) Average absolute velocity around CA52 

(i/d=0.125) 

 

 
(c) Average absolute velocity around CR52 

(i/d=0.125) 

Figure 16. Differences of low velocity region 

between C0, CA52 and CR52 

Figure 16 shows images of different size of low 

velocity region for circular cylinders. It is observed 

that there is no difference of flow pattern between 

normal circular cylinder C0, CR52 and CA52 except 

that the separation point for C0 precedes more than 

CR52 and CA52.  
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Figure 17. Absolute velocity distribution results 

at measurement point of X/d=0 

 

Figure 17 shows the absolute velocity 

distribution (|u/uo|) results calculated at X/d=0 for 

circular cylinder. The circular cylinder with grooves 

has higher flow velocity than circular without 

grooves. As a result, it is clarified that 

implementation of grooves onto the circular cylinder 
surface increases the flow velocity of X-direction 

around circular cylinder resulted in lowering its drag 

coefficient. Furthermore, the flow velocity for each 

circular cylinder gradually increases as it flows 

further away from circular cylinder in Y-direction. 

 

4. CONCLUSIONS 
In this study the influence of various groove 

shape and body shape to the aerodynamic 
characteristics around square cylinder is investigated 

by wind tunnel experiment and flow visualization. 

Furthermore, flow around the square and circular 

cylinder can be concluded as follows; 

 

(a) Conclusion for square cylinder; 

1. The lowest drag coefficient for grooved square 

cylinders occurs when the square cylinder has 

rectangular grooves and has an interval ratio i/d 

of 0.125 (SR52).  

2. The square cylinder with triangular grooves with 
depth of 1.5 mm (b/d=0.0375) has higher drag 

coefficient than other square cylinders. 

3. Separation width of square cylinder decreases 

when the drag coefficient decreases 

 

(b) Conclusion for circular cylinder; 

1. The trendline of drag coefficient for circular and 

square cylinder with rectangular grooves is 

similar. 

 

(c) Conclusion for both square and circular cylinder 

is as follows; 
1. Test models with low drag coefficient possesses 

flow with a high velocity. 

2. The reduction rate of drag coefficient of circular 

cylinder is bigger than square cylinder. 

REFERENCES 

[1] E. Naudascher, J.R. Weske and B. Fey, 

„Exploratory study on damping of galloping 

vibrations”, Journal of Wind Engineering and 

Industrial Aerodynamics, Vol. 8, Issues 1–2, 

1981, pp211–222. 

[2] T MIZOTA, A OKAJIMA, „Experimental 

studies of time mean flows around rectangular 

prismas”, Journal of JSCE, No.312, 1981, pp 

39-47. 

[3] Sushanta Dutta, P. K. Panigrahi and K. 

Muralidhar, “Experimental Investigation of 
Flow Past a Square Cylinder at an Angle of 

Incidence,” Journal of Engineering Mechanics, 

Vol. 134, Issue 9, 2008, pp. 778-803. 

[4]   T. TAMURA and T. MIYAGI, 1999, “The 

effects of turbulence on aerodynamic forces on a 

square cylinder with various corner shapes,” 

Journal of Wind Engineering and Industrial 

Aerodynamics, Vol. 83, Issues 1-3, pp. 135-145  

[5] M.KOIDE, H.OKANAGA and K.AOKI, 2006, 

“Effect of grooves on the aerodynamics around 

corner cut square cylinder”, Proceeding of The 
School of Engineering of Tokai University, Vol. 

46, No. 2, pp. 79-84 (in Japanese). 

[6] B.AFIQ and H.OKANAGA, 2012, 

“Aerodynamic characteristics of square cylinder 

with grooves (Effect of width and interval of 

grooves)”, Proceedings of The School of 

Engineering of Tokai University, Vol. 37, pp. 

29-34. 

[7] Y.WAKAI, S.TAKAYAMA and K.AOKI, 

2004, “Flow characteristics and drag reduction 

mechanism on the groove shape of circular 

cylinder with grooves”, Proceedings of The 
School of Engineering of Tokai University, Vol. 

44, No.2, pp. 61-65.  

CMFF15-127 610



Conference on Modelling Fluid Flow (CMFF’15) 

The 16th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

THE EFFECT OF SURFACE STRUCTURES TO THE AERODYNAMIC 

CHARACTERISTICS OF SOCCER BALL WITH OR WITHOUT ROTATION 

Takuto Mizusawa1, Mohad Eqkhmal2, Gou Yagi3 

Hiroo Okanaga4, Katsumi Aoki5 

 
1 Department of Mechanical Engineering, Tokai University. 4-1-1 Kitakaname, Hiratsuka-shi, Kanagawa, 259-1292 Japan. Tel.: +81-

463-58-1211,  E-mail: 1bem2239@mail.tokai-u.jp 
2 Department of Mechanical Engineering, Tokai University. E-mail: eqkhmalrazak@gmail.com 
3 Mechanical Engineering, Graduate school of Engineering, Tokai University. E-mail: 3bmkm055@mail.tokai-u.jp 
4 Corresponding Author.  Department of Mechanical Engineering, Tokai University.  E-mail: okanaga@tokai-u.jp 
5 Department of Mechanical Engineering, Tokai University. E-mail: katsumi@keyaki.cc.u-tokai.ac.jp 

 

ABSTRACT 

Nowadays various types of balls are used in 

sports. For example, many types of soccer balls 

show different air flow characteristics that impact 

the outcome of the game. Mach research on the 

aerodynamic characteristics of type of soccer balls 

have been done. However, the effects of surface to 

the aerodynamic characteristics are still unkown. In 

this paper, the effects of surface structure of balls 

with or without rotation on the aerodynamic 

characteristics of balls are investigated by using a 

wind tunnel experiment. Seven types of model balls 

made by 3D printer are used in this experiment. For 

the aerodynamic characteristics, a wind tunnel was 

used to measure the drag of the balls and for the 

flow visualization in an oil film method was used to 

measure the angle between stagnation point and 

separating point on the balls. In the results, for balls 

without rotation, the critical Reynolds number for 

balls with few panels is higher than that of the balls 

with many panels. In visualization, the separating 

angle becomes a high angle as the Reynolds number 

becomes higher. In addition, the effect of the 

various kinds of surface structures of balls with 

rotation is also investigated. 

Keywords: Aerodynamic characteristics, Ball 

with rotation, Model ball, Soccer ball, Various 

surface structure 

NOMENCLATURE 

CD [-] drag coefficient 

CL [-] lift coefficient 

A           [m2]       area 

ρ            [kg/m3]  density 

U [m/s] velocity 

θ [°] separation angle 

Subscripts and Superscripts 

L, D lift, drag 

1. INTRODUCTION  

Nowadays various types of moving balls are 

used in sports. Some ball games, for example  

football or baseball, are some of the most popular 

sports. The surface structures of balls in these sports 

are different. For example, in football games, many 

non-rotating curved balls have been used recently. 

Jabulani was used in the 2010 soccer World Cup. 

The aero characteristics of this ball is interesting 

because the number of panels is lower and the 

movement in a knuckle shot is greater than that of 

previous balls.  

There has been a lot of research on the 

aerodynamic characteristics of various moving balls. 

For example, Ito studied the effect that a soccer 

ball’s surface roughness has on its aerodynamic 

characteristics. The results of the visualization and 

wind tunnel experiments show almost identical 

results for rough and smooth soccer balls [1]. In 

addition, Asai carried out a visualization experiment 

for non-rotating soccer balls. From the results of the 

visualization, ring-shaped vortexes were produced 

behind the ball [2]. Moreover, we studied the 

relationship between the surface structure and 

aerodynamics of soccer balls. Our results show that 

an increasing number of panels for a non-rotating 

ball made the Reynolds number of the critical 

region decrease [3] [4]. Furthermore, Seo carried 

out an experiment regarding drag coefficients of 8 

kinds of soccer balls. His study shows that total 

seam length influences the drag coefficient [5]. 

However, the flow characteristics of various kinds 

of soccer balls are still unknown. In this paper, the 

effect of the surface structure of soccer balls on the 

aerodynamic characteristics of the ball is 

investigated by using model balls made by a 3D 
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printer that changed the number of panels and the 

shape of the panel. The experimental method  used 

wind tunnel experiments and an oil film method for 

the flow visualization. 

2. EXPERIMENTAL APPARATUS  

2.1. Wind tunnel 

A blow-down type wind tunnel made for the test 

soccer balls was used for the aerodynamic 

measurements and flow visualization. The size of 

test section is 400mm × 400mm. In this experiment, 

the flow velocity is changed from about 15 to 60 

m/s. The turbulence intensity in this flow velocity 

range is within 0.3%. A rectangular frame of 

500mm×500mm is placed at 175mm from the outlet 

of the wind tunnel as shown in Figure 1. The test 

ball is fixed at the center of the frame using a piano 

wire, giving tension at both the fixed ends. The 

diameter of the piano wire is 2.6mm. The ratio (dp 

/d) of the piano wire diameter (dp) to the sphere 

diameter (d) is 0.037 or less, so the effect of the 

piano wire is assumed to be negligible [6]. In this 

study, dp/d was 0.024. Furthermore, the blockage 

ratio in this wind tunnel test is 5.9%. 

The drag D and lift L acting on the test balls 

are measured by taking the mean value of 2000 data 

at every 1.0 × 10-3 intervals, using the three 

component load cells with the attached strain gauge. 

The Reynolds number of this experiment is between 

0.6×105 and 2.8×105. 

 

Figure 1. Schematic diagram of wind tunnel 

2.2. Measurement of Drag and Lift 

The drag coefficient CD and lift coefficient CL 

are calculated with the following equations (1). 

 

𝐷, 𝐿 = 𝐶𝐷,𝐿
𝜌𝐴𝑈2

2
 (1) 

                                                                                                                                                                                                    

2.3. Flow visualization 

The oil film was made by oleic acid, titanium 

dioxide, liquid paraffin, and linseed oil. Oleic acid 

was added to prevent the oil film from drying. In 

addition, titanium dioxide was used for white 

coloring. The mixing rate is oleic acid: 1ml, 

titanium dioxide: 2g, liquid paraffin: 5ml, linseed 

oil: 1ml. The moisuture, the dust, and so on on the 

surface of the balls were removed. Moreover, the 

oil film was spreaded thinly and uniformly all over 

the surface of the balls. 

2.4. Experimental balls 

Figure 2 shows the front surface of the Smooth 

ball and model balls, which are shown from the 

front surface of the wind tunnel. The size of the 

Smooth ball is 220mm, and the model balls are at 

1/2 scale,  110mm. These model balls were made 

with the 3D printer; the material is Polylactic acid. 

Model 0 is the model ball which have no groove. 

Model 1 is the model ball of a 32 panel soccer ball 

in general use. Models 2 to 6 have differing 

numbers of ball panels in order to reseach the effect 

of panel numbers. Model 2 has 32 panels, Model 3 

has 20, Model 4 has 14 panels, Model 5 has 12 

panels, and Model 6 has 8 panels. The depth of the 

grooves of these balls are all 0.8mm. In this study, 

we define 0° as the aspect that becomes axial 

symmetry.  

 

   
Smooth Model 0 Model 1 

   
Model 2 Model 3 Model 4 

  
Model 5 Model 6 

Figure 2. Experimental balls (0° ) 

Figure 3 and 4 show the surface at 45° and 90° of 

the model balls. The changing angle was made by a 

left turn when we saw the top of the balls. 

 

   
Model 2 Model 3 Model 4 

  
Model 5 Model 6 

Figure 3. Experimental balls (45° ) 

D

L
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Model 2 Model 3 Model 4 

  
Model 5 Model 6 

Figure 4. Experimental balls (90° ) 

3. EXPERIMENTAL RESULTS  

3.1. Drag and Lift coefficient 
measurement (0°) 

Figure 5 shows the drag coefficients at 0° for 

Smooth and Model 0 to 6. 

 

Figure 5. The drag coefficient measurement (0°) 

 It is known that the CD value for smooth sphere 

is largely independent (CD≒0.45) of the Reynolds 

numbers in the sub-critical region (Re≦2.0×105) 

[7]. In this experiment, the CD value is as same as 

that value in the sub-critical region. The tendency of 

Model 0 is as same as Smooth in this experiment 

region. The critical Reynolds number for each balls 

are Model 1: Re=1.0× 105~1.6× 105; Model 2: 

Re=1.0×105~1.8×105; Model 3: Re=1.6×105~2.4

×105; Models 4 and 5: Re=1.4×105~1.8×105;  

Model 6: Re=1.6× 105~2.2× 105. From these 

results, the critical region of Models 1 to 6 sift to 

low Reynolds number than that of smooth sphere.  

This is caused by surface structure. Models 4 and 5 

which have nearly equal numbers of panels have the 

same critical Reynolds number. In addition, the 

critical Reynolds number of Model 2 which has the 

most number of panels of all model balls is the 

lowest of all balls. It is said that the critical 

Reynolds number increase as the number of panels 

decreases, in other words, the surface of the balls 

becomes smoother [8]. However, Model 3 shows a 

different tendency and the critical Reynolds number 

of this model is equal to that of Model 6. 

Figure 6 shows the lift coefficients at 0° for 

Models 1 to 6. From this result, the region of 

Reynolds number of lift coefficient changing is the 

same as the critical Reynolds number of the drag 

coefficient.  

 

 Figure 6. The lift coefficient measurement (0°) 

Figure 7 shows the relationship between the 

number of panels and the critical Reynolds number 

at 0°. We define the critical region where the drag 

coefficient suddenly changes as shown in Figure 5. 

In Figure 7, plots indicate the middle of the critical 

region, as the critical Reynolds number and the 

error bar shows uppest and lowest Reynolds number 

of critical region. The critical region of these balls 

changes from a high Reynolds number to a low 

Reynolds number as the number of panels increases. 

However, the critical Reynolds number of Model 3 

is higher than balls with fewer panels.  

 

 Figure 7. Relationship of number of panels and 

critical Reynolds number (0°) 

Figure 8 shows the relationship between total 

groove length and critical Reynolds number at 0°.  

The critical Reynolds numbers for Models 1 and 2 

(total groove length is over 2000mm) are lower than 

the other balls. Moreover, the critical Reynolds 

number becomes lower, as the total seam length 

becomes longer. However, the critical Reynolds 

number of Model 3 is higher than balls with shorter 
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total seam lengths. This tendency is the same as the 

relationship between the number of panels and the 

critical Reynolds number. 

 

Figure 8. Relationship of total seam length and 

critical Reynolds number (0°) 

3.2. Drag and Lift coefficient 
measurement (45°) 

Figure 9 shows the drag coefficients at 45°. The 

drag coefficient of all balls in the sub-critical region 

and super critical region are the same as that at 0°.  

 

Figure 9. The drag coefficient measurement (45°) 

Figure 10 shows the relationship between the 

number of panels and the critical Reynolds number 

at 45°.  

 

Figure 10. Relationship of number of panels and 

critical Reynolds number (45°) 

The critical Reynolds number of Models 2, 4 

and 6 is higher than that at 0°. However, the critical 

Reynolds numbers of the other balls are the same as 

those at 0°. In addition, the critical region of Model 

2 became narrower than that at 0°, but the critical 

region of Models 3 to 6 became broader than at 0°. 

Figure 11 shows the relationship between total 

groove length and critical Reynolds number at 45°.  

The critical Reynolds number  becomes  lower as 

the total seams length becomes longer. The critical 

Reynolds numbers in Models 2, 4 and 6 are higher 

than at 0°. These tendencies are the same as the 

relationship of panels and critical Reynolds number 

at 45°. 

 

Figure 11. Relationship of total seam length and 

critical Reynolds number (45°) 

3.3. Drag and Lift coefficient 
measurement (90°) 

Figure 12 shows the drag coefficients at 90°. In 

the sub-critical region, it is higher than that at 0° 

and 45° of Model 6. On the other hand, it is lower 

than that at 0° and 45° of the other balls. 

 

Figure 12. The drag coefficient measurement 

(90°) 

Figure 13 shows the relationship between the 

number of panels and the critical Reynolds number 

at 90°. The tendency at 90° is the same as that at 

45°. However, the critical Reynolds number at 90° 
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in Models 2 and 5 are lower than at 0°. On the other 

hand, Models 3 and 6 are higher than at 0°. The 

critical region of Model 2 became broader than that 

of the other angles. In Model 3, the critical region is 

swifter to lower its Reynolds number than the other 

angles. In Model 4, the critical region at 90° is the 

same as that at 45°, but the region is broader than 

that at 45°. In Model 5, the critical Reynolds 

number shifts about Re=0.2 × 105 to a lower 

Reynolds number compared with the other angles. 

Last, in Model 6, the critical region at 90° is the 

same as that at 45°, and this region is higher than 

that at 0°. 

 

 Figure 13. Relationship of number of panels and 

critical Reynolds number (90°) 

Figure 14 shows the relationship between total 

groove length and critical Reynolds number at 90°. 

The critical Reynolds number  becomes  lower as 

the total seams length becomes longer. This 

tendency is the same as the relationship of panels 

and critical Reynolds number at 90°. However, the 

critical Reynolds number in Model 4 and 5  don’t 

show this tendency.  

 

 Figure 14. Relationship of total seam length and 

critical Reynolds number (90°) 

3.4. Flow visualization(0°)  

Figure 15 shows the result of the oil film 

method for smooth spheres in each region. These 

images were taken from the left side of the ball by a 

still camera. The wind velocity of the sub-critical 

region is 11[m/s]; of the critical region is 22[m/s]; 

and of the super critical region is 33[m/s]. Flow 

visualization was carried out 5 times at each region. 

Furthermore, we define the separation angle which 

is measured between the stagnation point and 

separation point, and the average angle was 

measured from these images. 

 
   

Sub-critical 

region 
Critical region 

Super critical 

region 

Figure 15. The results of flow visualization of 

smooth sphere in each region 

Figure 16 shows the relationship between each 

region and the separation angle for a smooth sphere. 

The separation angle of the sub-critical region is the 

lowest of the three regions and the super critical 

region is the highest. From these results, the 

separation angle becomes rear side as Reynolds 

number becomes higher. Moreover, the separation 

angle is about 80° in the sub-critical region. This 

result is an agreement with the separation angle of 

smooth sphere [8]. 

 

Figure 16. The relationship between each regions 

and separation angle of smooth sphere(0°) 

Figures 17 to 19 show the relationship between 

the number of panels and separation angle in sub-

critical region, in critical region and the super 

critical region. The separation angle become rear 

side as the wind velocity is higher compared with 

that of a smooth sphere.  
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 Figure 17. The relationship between number of 

panels and separation angle (sub-critical region) 

 

 Figure 18. The relationship between number of 

panels and separation angle (critical region) 

 

Figure 19. The relationship between number of 

panels and separation angle (super critical 

region) 

3.5. Flow visualization(45°)  

Figure 20 shows the differences of the 

separation point from the right side and left side at 

45°. Therefore, measurements of the separation 

angle were carried out on two sides. 

 

Figure 20. The differences between the right side 

and left side at 45° 

Figure 21 shows the relationship between the 

number of panels and separation angle in the sub-

critical region on the two sides. The separation 

angles are different from the right sides and left side 

of Model 3 and 4. In particular, the difference of 

Model 3 and 4 was bigger than the other balls. On 

the other hand, the relationship between the 

separation angle and the lift coefficient was not 

shown. 

 

 

Figure 21. The relationship between the number 

of panels and separation angle in the sub-critical 

region 

Figure 22 shows the relationship between the 

number of panels and separation angle in the critical 

region on the two sides.  

 

 Figure 22. The relationship between number of 

panels and separation angle in critical region  

FLOWRight Side Left Side
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The differences of separation angles are smaller 

than those in the sub-critical region. Moreover, the 

lift coefficient is lower than that of the other region, 

and it is almost 0. 

Figure 23 shows the relationship between the 

number of panels and separation angle in the super 

critical region at two aspects. The tendency is the 

same as in the critical region. 

 

 Figure 23. The relationship between number of 

panels and separation angle in super critical 

region 

3.6. Flow visualization(90°)  

Figures 24 to 26 show the relationship between 

the number of panels and separation angle in the 

sub-critical region, in the critical region and the 

super critical region. The separation angle become 

rear side as the wind velocity is higher. This 

tendency is the same as that of 0°. However, the 

separation angle of Model 6 in the critical region is 

different from the other balls in the same region. 

 

 Figure 24. The relationship between number of 

panels and separation angle (sub-critical region) 

 

Figure 25. The relationship between number of 

panels and separation angle (critical region) 

 

Figure 26. The relationship between number of 

panels and separation angle (super critical 

region) 

3.7. Drag and Lift coefficient 
measurement (with rotation) 

Figure 27 shows the drag coefficients of 

rotating balls of Models 2 to 6. The number of 

revolutions is 1000[rpm]. 

 

Figure 27. The drag coefficient measurement of 

rotating balls 

As Reynolds number higher, the drag 

coefficient are lower. Over than Re=1.6×105, drag 

coefficient are fixed amount. In Model 2, the lowest 

drag coefficient is after Re=1.0×105. Moreover, the 

drag coefficient of Model 6 is higher than that of 

CMFF15-130 617



Models 3, 4 and 5 from Re=1.0×105 to Re=1.8×
105.  

Figure 28 shows the lift coefficients of rotating 

balls for Models 2 to 6. The lift coefficient value of 

Model 2 is higher than that of the other balls in all 

Reynolds numbers. 

 

Figure 28. The lift coefficient measurement of 

rotating balls 

Figure 29 shows the Relationship of number of 

panels with drag coefficient and lift coefficient at 

Re=2.0 × 105. This Reynolds number in this 

equipment is the super critical region. The more 

panel numbers, the lower the drag coefficient of 

each balls. However, as the number of panels 

increase, the lift coefficient increase. 

 

Figure 29. Relationship of number of panels with 

drag coefficient and lift coefficient at Re=2.0×
105 

CONCLUSION 

In this study, the flow characteristics and flow 

visualization of a model balls are investigated. Drag 

and lift coefficient are measured. Flow visualization, 

by using the oil film method is carried out, and the 

following conclusions can be made about flow 

around the balls 

Non rotation: 

・Critical region of Model 2-Model 6 changes 

to a low Reynolds number as the number of panels 

at 0°, 45°, and 90°. 

・The drag coefficient is the lowest and the lift 

coefficient is the highest in Model  2 with rotation. 

・The separation angle moves to the rear side 

as to the Reynolds number becomes higher. 

・Differences of the separation angle are seen  

between the left side and right side at 45° in the 

sub-critical region. However, the differences are 

smaller as the Reynolds number becomes higher. 

・ The effect of the surface structure on 

aerodynamic characteristics is bigger when the 

panel number is 20 or less. 

With rotation (1000[rpm]): 

・As Reynolds number higher, the drag coefficient 

and lift coefficient are lower. Besides, more than 

Re=1.6×105, these values are fixed amount. 

・As the number of panels at the super critical 

region increase, the drag coefficient is lower. 
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the Cinder Cone Butte in Idaho, U.S.A. [7], which 
provides both airflow and gas concentration data.  

2. NUMERICAL MODELS 
The modelling methodology is based on that 

presented by Persson et al. [8], Castro et al. [9], and 
Apsley and co-workers [10,11] for the 
axisymmetric hill, Askervein hill, and Cinder Cone 
Butte cases using high-Reynolds number k-ε 
turbulent flow models.  Therefore, the modelling 
methodology is essentially summarized here, with 
emphasis on instances of departure from these 
studies.   

The axisymmetric hill geometry was 
constructed using SolidWorks, a standard CAD 
software.  For Askervein hill and the Cinder Cone 
Butte, MicroDEM, Thrimble SketchUp 8, and 
SolidWorks, were used to import and process actual 
terrain geometry from digital geographical 
databases into ANSYS Version 15.0 
DesignModeler.  The geometry was spatially 
discretized using ANSYS Meshing, with the 
governing equations solved using Fluent.   

All models were solved as steady-state, with 
unsteady flow modelling also investigated for the 
Askervein case.  The computational method, given 
in [4], is based on a cell-centered, unstructured 
finite volume discretization and a SIMPLE-type 
[12] segregated solution procedure.  All 
computations were performed using second-order 
upwind scheme for the convective terms and central 
differencing for the diffusive terms.  Given the 
industry’s preference towards computationally 
robust, economical models, that permit the 
evaluation of a large set of possible release 
scenarios with reasonable accuracy, the standard 
high-Reynolds number k-ε flow model [13], which 
has been widely used for the modelling of 
atmospheric boundary layer flows, was applied as a 
starting point for all three cases, in conjunction with 
a standard wall function formulation [14].  As 
previous studies have reported improvements in 
prediction accuracy using other formulations of the 
k-ε model (i.e., Renormalization group (RNG) and 
Realizable k-), these models were also investigated 
here for certain cases.  The fluid flow, thermal and 
species transport boundary conditions applied for 
the respective cases are based on those modelled in 
[8-11].  All solutions were verified to be 
computational domain size and mesh independent, 
with comparison made to previous numerical 
studies [8-11].  Cell orthogonal quality typically 
ranged from 0.30 to 0.95 (average, 0.9); skewness 
from 8 x 10-5 to 0.8 (average, 0.20); and cell aspect 
ratio from 1.1 to 15 (average, 4.5). 

2.1. Axisymmetric Hill 
The experimental configuration of Simpson and 

co-workers [5,15,16] consists of a three 
dimensional axisymmetric hill with a circular base, 

mounted on the centre floor of a wind tunnel having 
a length of 7.62 m, width of 0.91 m and height of 
0.25 m.  The hill is 78 cm high and has a base 
radius equal to twice the hill height, with the hill 
surface coordinate defined in Simpson et al. [5].  
Despite the simplicity of the hill geometry, the 
airflow reported by Simpson and co-workers 
[5,15,16] is complex and highly three-dimensional.  
The flow accelerates and the pressure decreases 
over the top of the hill.  The flow decelerates 
downstream due to the adverse pressure gradient.  
On the lee side, flow separation takes place due to 
the streamwise flow meeting the backflow induced 
by flow originating from the sides of the hill. 

Given the symmetry of the experimentally 
observed flow phenomena, half geometry model 
was constructed.  The computational domain shown 
in Figure 1 extended 12, 10 and 3.205 times the hill 
height in the streamwise, spanwise, and cross-
stream directions respectively.  The computed 
streamwise, spanwise, and cross-stream velocity 
profiles are to be compared to the experimental and 
numerical data at five cross-stream rakes in plane 
z/h = 3.69, the locations of which are shown in 
Figure 1.  At the domain inlet, that is at a distance 
of 3.4 times hill height upstream of the hill centre, a 
normal power law airflow velocity profile was 
prescribed [8]: 

௫ݒ ൌ ቊܷሺ
௬

ఋ
ሻଵ/	

ܷ
 
ݕ ൏ ߜ
ݕ	   (1)              ߜ

where U refers to the free-stream velocity, 27.5 m/s, 
δ refers to the boundary layer thickness, x and y are 
the stream-wise and transverse coordinates, and 

݊ ൌ log 	ሺܴ݁ሻ = 7.1               (2) 

The Reynolds number, Re, in Equation (2) is based 
on the distance between the wind tunnel test section  

 

Note: Butte dimensions, height h = 78 mm, base radius, Ø = 2 h.  
Domain dimensions, 12h x 10h x 3.205h (streamwise x spanwise 
x transverse free-stream flow directions). 

Figure 1. Computational domain for the 
axisymmetric hill model, showing locations of 
analysis plane for velocity profile predictions. 

Pressure outlet 
boundary 

Symmetry boundary 
condition 

Wall boundary 

Symmetry boundary 
condition 

Analysis plane for 
velocity profiles 

(z/h=3.69) 
Hill 

Inlet velocity 
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tetrahedral meshes ranging from 2 to 15 million 
cells.  Based on prediction sensitivity analyses, the 
final computational domain size was set at 6 km x 4 
km x 0.5 km, and was discretized using a hybrid 
mesh having 15.1 million cells, which exceeds the 
grid densities applied in [9,17,22].   

2.3. Cinder Cone Butte 
The Cinder Cone Butte is a two-peaked almost 

axisymmetric, isolated 105 m high hill.  The base of 
the hill is nearly circular and approximately 1 km in 
diameter.  Phase II experiments focused on 
simultaneous SF6 and CBrF3 tracer concentration 
measurements, with smoke plume releases [7].  
Concentration data was supplemented by wind 
speed and ambient air temperature measurements at 
fixed sites, Laser Interferometry Detection and 
Ranging (LIDAR), and photographic observations 
of plume behaviour.  The airflow data was recorded 
using six meteorological towers.  Air samples were 
collected by automatic bag samplers on the hill 
surface and analysed by gas chromatography to 
determine hourly average surface concentrations.  
In comparison with the extensive ground 
concentration data set, the corresponding flow field 
data set is limited.   

Case 206, 0500-0600 local time, was selected 
for the present study.  The hourly average wind 
speed and direction were 2 m/s and 127° (i.e., from 
South East by East, SEbE), respectively.  SF6 was 
released continuously for one hour at a rate of 0.062 
g/s from a source located 595 m from the hill centre 
at an orientation of 123.5°, and 35 m above the 
ground.  This case is characterized by very stable 
atmospheric conditions, with a release source 
located at, or very near, the dividing-streamline 
height, defined in [10]. 

The computational domain (Figure 4) extended 
11 x 5 x 1.2 km in the streamwise, spanwise and 
cross-stream directions, respectively.  At the 
domain inlet, positioned 5 km upstream of the hill  

 

Note: Hill dimensions, height h = 100 m, nearly circular base 
diameter, approximately 1 km.  Domain dimensions, 11 x 5 x 1.2 
km (streamwise x spanwise x transverse flow directions). 

Figure 4. Computational domain for the Cinder 
Cone Butte model. 

centre, a power-law velocity profile [10] that 
models the experimental profile measured up to 150 
m altitude [7], was imposed: 

ܷሺݕሻ ൌ ൜
ܷሺ150/ݕሻ

ܷ
     

ݕ ൏ 150	݉
ݕ  150	݉   (4) 

where U0 = 9.14 m/s and n = 0.9.  This profile 
leaded to unrealistic velocities at the upper 
boundary of the domain.  A second profile, defined 
as in Equation (4) for y ≤ 150 m, but with a uniform 
free-stream velocity for y > 150 m, was therefore 
also assessed.  The potential temperature () profile 
prescribed at the domain inlet follows [10]: 

ሻݕሺ	ߐ ൌ ߐ  ቀௗ
ௗ௬
ቁ
ஶ
ቂݕ  ಾೀ

ହ
ln ቀ ௭

௬బ
ቁቃ     (5) 

where 0 = -2.16C, (d/dy) = 2.98 x 10-2 K/m is 
the measured hourly-average potential temperature 
gradient, and the Monin-Obukhov length, LMO = 33 
m.  Similarly to the inlet velocity profile, to 
avoiding unrealistic temperature values in the upper 
region of the domain as per Equation (5), a 
modified form of the above potential temperature 
profile was also investigated, having constant 
values of potential temperature for y > 150 m.  
Uniform turbulent intensity and turbulent viscosity 
ratio were prescribed at the domain inlet, with three 
uniform turbulent intensity values (i.e., 1%, 5%, 
and 10%) tested to assess prediction sensitivity to 
this variable.   In addition, the profiles of turbulent 
kinetic energy (݇) and its dissipation rate (ߝ) 
derived from [23,24] were also tested.  A uniform 
pressure boundary condition was applied 6 km 
downstream of the hill centre.  Symmetry boundary 
conditions were applied at the domain upper 
boundary, and 2.5 km from the hill centre in the 
spanwise flow direction.  A no-slip boundary 
condition was imposed along the lower horizontal 
wall, with a surface roughness length of 0.1 m [10].  
A roughness length of 0.3 m was also evaluated.  
Two values of heat flux on the ground surface were 
investigated, QH = 0 and QH = 20 W/m2, with the 
latter value employed by [10].  The emission source 
was modelled as a point source.   

A hybrid prism-hexahedral mesh was 
employed.  The mesh density, 4.67 million cells, 
exceeds that employed in [10], i.e. 0.15 million 
cells for a domain size of 13 x 5 x 2 km.  

3. COMPARISON OF NUMERICAL 
PREDICTIONS WITH PUBLISHED DATA 

For each case, the predicted main flow and/or 
dispersion features are described and compared 
with corresponding experimental and numerical 
data.  Due to space constraints, a representative data 
sample is presented for each case.  The impacts of 
boundary conditions, turbulence model, and spatial 
discretization are discussed.   

Pressure outlet 
boundary 

Symmetry boundary 
condition 

Symmetry boundary 
condition 

Gas release 

Hill 

Inlet velocity and 
temperature profiles 

Wall 
boundary
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3.1. Axisymmetric Hill 
The predicted time-averaged streamwise, 

spanwise and cross-stream, velocity profiles at five 
cross-stream rakes in plane z/h = 3.69 (Figure 1), 
are compared with corresponding experimental [5] 
and numerical [8] data in Figure 5.   

In Figure 5a, the predicted streamwise velocity 
profiles are in good agreement with experimental 
and numerical reference data at x/h values of 0.33, 
0.81, 1.3 and 1.79, as well as with numerical 
reference data at x/h = 0 (centre plane).  However in 
the centre rake (x/h = 0), both sets of numerical data 
underpredict the streamwise velocity component up 
to an elevation y/h = 0.8, relative to measurements.   

Both predicted spanwise velocity profiles in 
Figure 5b are very similar, and in reasonable 
agreement with measurement, but are 
underpredicted at x/h = 0.33.  In Figure 5c, good 
agreement is obtained at all analysis rakes, except in 
the centre rake (x/h = 0), where the cross-stream 
velocity component is overpredicted.  To 
summarise, the predictions display reasonable 
agreement with the experimental data, except near 
the central plane, where RANS does not capture the 
complex flow phenomena.  Improved prediction 
accuracy in this region was obtained using LES by 
Persson et al. [8], which is consistent with other 
numerical studies for similar cases.   

3.2. Askervein Hill 
In Figure 6, the predicted speed-up factor 

profile along Plane A (Figure 2) at an altitude of 10 
m above the ground, S, is overall in good 
agreement with both measurement and the 
numerical data of Castro et al. [9].  Although not 
shown due to space constraints, similar agreement 
was obtained along Plane AA (Figure 2).  The 
localized discrepancies observed at x =  500 m are 
attributable to digital terrain data truncation on the 
periphery of the hill base.   

The non-dimensional turbulent kinetic energy 
(k*) profile along Plane A is overall qualitatively 
captured in Figure 7, but the computed profile is 
underestimated relative to measurement.  The 
profile predicted by [9] is overestimated by a 
similar magnitude.  This may be partly attributable 
to the alignment error for gill anemometers reported 
by [6].  Similar trends were obtained for Plane AA.   

Prediction sensitivity to turbulent flow model, 
steady versus unsteady flow treatment, and surface 
roughness length were assessed.  The predicted 
speed-up factor was found to display minimal 
sensitivity to turbulent flow model for the standard, 
RNG and Realizable variants of the high-Reynolds 
number k- model.  The recirculation region 
observed experimentally on the leeside of Plane A 
[6] was found to be captured only using unsteady 
flow treatment.  Zero and 0.2 surface roughness 
lengths were considered as lower and upper limits  

 
a) Streamwise velocity profiles 

 

 
b) Spanwise velocity profiles 

 

c) Cross-stream velocity profiles 

Figure 5. Comparison of predicted and 
measured velocity profiles downstream of the 
axisymmetric hill at analysis rakes defined by 
z/h=3.69 and x/h values of 0, 0.33, 0.81, 1.3 and 
1.79, from left to right (Figure 1).  SKE refers to 
the k- model. 
 
for prediction sensitivity analysis in the present 
case.  As surface roughness length increased, the 
predicted speed-up factor at a given measurement 
location significantly decreased.  The default 
roughness length of 0.03 m was found to yield good 
agreement between predictions and measurements 
in Figures 6 and 7. 
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Note: x = 0 represents the location of H/T in Figure 2. 
Computational mesh size of 15.1 million cells. 

Figure 6. Comparison of predicted and 
measured speed-up profiles in Plane A at an 
altitude of 10 m above Askervein hill’s surface.   

Note: x = 0 represents the location of H/T in Figure 2. 
Computational mesh size of 15.1 million cells. 

Figure 7. Comparison of predicted and 
measured non-dimensional turbulent kinetic 
energy profiles in Plane A at an altitude of 10 m 
above Askervein hill’s surface.   

3.3. Cinder Cone Butte 
Fluid flow and SF6 concentration predictions 

are compared to both the measurements of [7] and 
numerical predictions of Apsley and co-workers 
[10,11].  As previously noted, the available 
experimental flow field data for this case is limited, 
in comparison with the concentration data, which 
may not permit sources of gas dispersion prediction 
discrepancies to be fully isolated.   

The predicted wind velocity profile at 
meteorological Tower A, which is located 
approximately 2 km away from the hill centre, is 
underpredicted at low altitudes (i.e., up to 60 m) 
relative to the measured data of Strimaitis et al. 
[25], as indicated in Figure 8.  Alteration of the 
prescribed boundary conditions, as described in 
Section 2.3, was not found to yield a better match  

Note:  Configurations 1 to 4 represent sensitivity analyses to 
turbulent boundary conditions at the domain inlet.  Configuration 
1 corresponds to default predictions.  TI and TVR refer to 
turbulence intensity level and turbulent viscosity ratio applied at 
the computational domain inlet. 

Figure 8.  Comparison of predicted and 
measured [25] wind velocity profiles over Cinder 
Cone Butte at Tower A.   
 
between the shapes of the predicted and measured 
velocity profiles.  Analysis of the velocity profile at 
Tower A is not reported in Apsley and co-workers 
[10,11].   

Although not shown due to space constraints, 
the predicted flow streamlines in a horizontal plane 
25 m above the ground suggest that the present 
model predicts less lateral flow divergence at that 
altitude than Apsley’s [10] model.  In addition, 
unlike in [10], no recirculating flow region is found 
on the lee side of the butte at 20-25 m altitude.  
More pronounced flow lateral divergence as well as 
flow recirculation are however predicted at lower 
altitudes (i.e., < 10 m) in the present model.   

The maximum SF6 ground level concentration 
predicted by the present model in Figure 9a is in 
good agreement with Lavery et al.’s [7] 
experimental data (Figure 9b).  However, 
discrepancies in measured and predicted 
distributions of SF6 ground level concentration are 
evident, which may be related to discrepancies 
between the measured and predicted velocity 
profiles in Figure 8, and underestimation of lateral 
flow divergence.  The predicted dispersion cloud is 
narrower than Apsley’s [10] predictions, and 
essentially covers the central part of the Butte, 
whereas Apsley’s [10] plume covered much of the 
Butte’s north-east face.  Apsley [10] related the 
crosswind spread of their plume to the downwind 
separation of streamlines initially close together, 
which is not significant in the present study. 

Several factors may contribute to discrepancies 
between the present predictions, corresponding  
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a) Present predictions 

b) Experimental [7]  
Note: Height contours presented at 10 m intervals, beginning 
with the 5 m height contour.  Concentration in ppt. 

Figure 9.  Comparison of predicted and 
measured SF6 ground level concentrations over 
Cinder Cone Butte. 
 
measurements [7] and Apsley and co-workers’ 
modelling [10,11].  Considering experimental 
measurements: 
 Uncertainties exist in the temperature and 

velocity profiles above 150 m altitude. 
 Experimental wind velocity, temperature, and 

concentration data are hourly averaged.  The 
wind velocity and direction fluctuated during 
the experiment, which may have impacted the 
concentration field [7,10,11]. 

Considering comparison with Apsley and co-
Workers’ predictions [10,11]: 
 The predictions reported in [10] were obtained 

using a form of the standard high-Reynolds 
number k- flow model, that intended to limit 
the computed turbulent length scale by a 
specified maximum scale.  This modification 
aimed at overcoming the excessively diffusive 
nature of the standard k- model, which 

otherwise eroded the approach-flow 
temperature profile encountering the hill.   

 To reduce computational expenses, an 
analytically calculated concentration field was 
prescribed in the vicinity of the emission 
source in [10], rather than explicitly solving for 
this concentration field using CFD.   

 Computational mesh size and distribution 
differ, with approximately ten times larger 
mesh size employed in the present study 
relative to [10,11].   

 The geometry modelled in [10] was digitized 
manually from the height contours in the EPA 
Milestone Report [7] and mapped onto a 
rectangular grid using a local weighting 
method. 

 A local equilibrium thermal boundary 
condition (zero normal flux derivative) was 
imposed on the ground surface in [10]. 
The sensitivity analyses undertaken here 

indicate prediction sensitivity to these variables. 

4. SUMMARY 
Three sets of published studies having both 

experimental and numerical data for environmental 
airflow and gas dispersion over isolated hills were 
identified to develop and evaluate a CFD modeling 
methodology for atmospheric pollutant dispersion.  
For the axisymmetric and Askervein hill cases, 
good prediction accuracy was obtained relative to 
both measurements and previously published 
numerical data, suggesting that airflow over actual 
isolated hills is reasonably well captured in this 
study.  For the Cinder Cone Butte case, despite 
good agreement in the magnitude of the predicted 
maximum ground level gas concentration, 
discrepancies in the concentration distribution were 
observed, which may be related to flow field 
prediction discrepancies.  Potential sources of 
prediction discrepancies include experimental 
measurement uncertainty, which is compounded by 
limited flow field data, uncertainties in boundary 
conditions, and turbulent flow model.  An 
additional benchmark for gas dispersion could be 
considered.   

To permit the prediction of pollutant flow and 
dispersion in hydrocarbon fields, the present 
modelling work needs to be extended to i) terrain 
with more complex topographies, including 
multiple hills, ii) facility building topologies, and 
iii) the full range of local environmental conditions 
(seasonal, day/night), which would result in 
different atmospheric stability conditions. 
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ABSTRACT
By the nature of their working process, the clear-

ances within the volumetric compressors are sub-
jected to complex deformations. Therefore, deform-
ing mesh has to be used to simulate transient effects
with CFD codes. Using dynamic meshing makes the
simulation of essential phenomena such as leakage
flows and heat transfer effects quite challenging be-
cause the desired mesh quality close to the bound-
aries and within the narrow seal cavities is not easily
maintainable in every instant as a result of deforming
numerical domain. To achieve the desired mesh qual-
ity several methods are available. ANSYS Fluent
has inbuilt smoothing and re-meshing options which
give relatively limited control to the user. To over-
come this issue predefined meshes can be used which
can assure appropriate resolution at certain positions
of the rolling cylinder which can help to keep the
mesh quality within acceptable limit for the whole
cycle. For more elaborate solution the mesh can be
also fully controlled by using user defined functions
which allows for creating unique meshing algorithm
for the given problem. The aim of this study is to
compare the accessible models within ANSYS Flu-
ent and find a proper meshing method which allows
to provide accurate prediction about the performance
of a rolling piston compressor in the early stage of
the design process.

Keywords: CFD, dynamic meshing, rolling piston
compressor

1. INTRODUCTION
Because of the urgent need to use environmen-

tally friendly energy resources, many new progres-
sive solutions have been developed or are under on-
going development in recent years. Part of these
solutions extract electric power from geothermal
sources which can be an efficient way when eas-
ily accessible high thermal energy sources are avail-
able. However recently further efforts have been

made to extract electric power from low enthalpy
heat sources. Same sources are already widely used
for air conditioning and heating purposes mainly for
small individual households. Nevertheless, power
generation using low enthalpy heat sources is more
challenging since the low temperature ratio already
restricts the thermal efficiency of the applied ther-
modynamic cycle. Therefore, the efficiency of the
individual components used to realize the thermo-
dynamic cycle has to be as high as possible to pro-
vide a cost efficient solution, even if waste amount
of heat is available from the source. In case of con-
ventional solutions the compressor and the expander
are key elements of the system. To get the high-
est efficiency, choice of the construction type for the
given purpose is as important as the careful design
and manufacturing is. Here the traditional rolling
piston type compressor design was used as a platform
and was further improved as it is shown in Figure 1
to achieve sufficiently high performance. The vane

DISCHARGE PORT

VANE

CYLINDER

PISTON

SUCTION PORT

Figure 1. Velocity distribution within the rotating
piston compressor designed by Magai [1]

which separates the high and low pressure cham-
bers was redesigned and it is directly driven from the
crankshaft of the piston which provides constant gap
between the vane and piston, regardless the rotation
speed without using extensive constrictive force and
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increasing the friction induced losses. The piston is
solidly mounted on the crankshaft and does not roll
along the inner surface of the cylinder. This design
makes it similar to the trochoidal compressors, which
do not require extremely small and expensive man-
ufacturing tolerances because of the closed sealing
border of the compression space and neither do they
need oil for sealing [2].

To verify the theory, Computational Fluid Dy-
namics (CFD) tool was chosen to estimate the perfor-
mance of this new design. Although CFD is known
to be a very economical tool during evolutionary de-
sign process [3], most of the positive displacement
compressor related studies are focused on develop-
ing and using concentrated parameter models since
these components were considered as mainly ther-
modynamic devices. But within the past decade the
havoc caused by fluid dynamics in destroying the ef-
ficiency has started gaining attention due to the press-
ing need for making these machines more energy ef-
ficient and reliable.

In 2004 two papers were presented at the Inter-
national Compressor Engineering Conference in Pur-
due by the same company introducing a parametric
CFD study related to the effect of the design of the
notch [4] and suction piping [5] in meaning of noise
and efficiency in case of a given double discharge
compressor architecture. In both cases STAR-CD,
a general CFD software was used for the simula-
tions. The applied meshing techniques were not dis-
cussed in details but figures presented in [4] show
a quadratic mesh within the cylinder with extended
region of highly skewed elements around piston-
cylinder gap and close to the vane. Despite these
anomalies, the results resembled well the theory. In
[5] where experimental tests were also conducted,
the numerically predicted efficiency was also aligned
well with the test results to verify the theory. More
importantly, the trends in the change of performance
parameters caused by geometry modifications, were
predicted in good fashion.

In a study from 2010 by Liang et al. [6] two dif-
ferent kind of rolling piston compressors were inves-
tigated which were implemented with pressure ac-
tivated discharge valves. The same solvers for the
solution and governing the motion of the deforming
mesh were used as in the above mentioned studies,
but no further details were enclosed either. The pre-
dictions were also compared with experimental re-
sults. The error of the cooling capacity and power
with the simulation and experiment test were less
then 7%. The pressure rise vs. cranckshaft angle
diagram of the simulation result is also claimed to
be very close to the experiment test, although evi-
dent discrepancies can be observed on the presented
graphs. Hui Ding et al. [7] from 2014 presented a
new approach for simulating the applied discharge
reed valve. For the simulations the PumpLinx CFD
package were used which is specially targeted for
simulating volumetric machines. According to the

figures the applied meshing and re-meshing algo-
rithms result in a good quality mesh within the whole
computational domain where no highly distorted el-
ements could been picked up. Here no further details
about the applied meshing methods were enclosed ei-
ther. Impressively, a whole revolution was claimed to
be simulated within five hours on a general purpose
quad-core Intel Xeon CPU at 2.67GHz machine. The
predictions seemed to be aligned well with the the-
ory, but obtained results were not compared to ex-
perimental test results.

Although deforming meshing seems to be ine-
ludible, in the study of Brancher & Deschamps [8]
the effect of the rotating rolling piston on the suc-
tion and discharge losses was estimated by steady
3D CFD solutions at different crankshaft angles. The
predicted effective flow area and effective force area
coefficients were implemented into a lumped param-
eter model. As a result significant improvement in
the performance estimation were confirmed by ex-
perimental data.

2. SIMULATION MODEL
3D representation of the of the numerical do-

main resembling the Magai design compressor is pre-
sented on Figure 2(a). Since in this case the model

(a) (b)

Figure 2. Comparison between original Magai
type compressor geometry (a) and the redesigned
model compressor geometry (b)

compressor is symmetrical, the numerical domain
was divided into two and only one half of it was
modeled and it was completed by using symmetry
boundary condition at the symmetry plane. The ini-
tial mesh was created using ANSYS Workbench but
during the simulation the mesh was controlled by
Fluent’s dynamic mesh models [9]. The domain
was meshed by triangular elements on the frontal
faces which were then extruded to the axial direc-
tion parallel to the crankshaft creating wedge type
elements as it is shown on Figure 3(a). During the
transient computation the mesh was only regenerated
on the frontal base mesh and this frontal mesh was
than projected to the parallel mesh surfaces similarly
as the base mesh was initially created. In ANSYS
fluent terminology it is referred as 2.5D approach.
The node points on the cylinder remained station-
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(a) (b)

Figure 3. Comparison of the numerical mesh for
original Magai type compressor geometry (a) and
for the redesigned model geometry (b)

ary and the nodes on the piston and vane surfaces
followed rigid body like motion, which means that
they kept their position respect to each other mean-
while the piston and the vane were rotated along their
axes. To control the node points on the base sur-
face spring/Laplace based smoothing and re-meshing
algorithms were used. Both algorithms are part of
the Fluent’s dynamic mesh models. As the distor-
tion of the cells increases by the large scale move-
ments, ANSYS Fluent agglomerates cells that vio-
late the initially defined skewness or size criteria and
locally re-meshes the agglomerated cells or faces. If
the new cells or faces satisfy the skewness criterion,
the mesh is locally updated with the new cells with
the solution interpolated from the old cells. Other-
wise, the new cells are discarded and the old cells
are retained [9]. This solution results in relatively
easy model setup since only the rigid body motion
of the moving parts has to be predefined by the user
by external User Defined Functions (UDF’s) and the
rest is taken care by the Fluent’s inbuilt algorithms.
The maximum size of the cells in the tangential di-
rection on the surfaces were limited by the gap be-
tween the moving elements to gain appropriate mesh
quality within the small clearances. The deforming
grid has to provide a connected domain of constant
area which means that no parts of the flow domain
can be isolated from the rest, therefore even in the
smallest gap a one cell high layer has to be remained.
Rest of the base surface is discretized with constant
size elements which resulted in unreasonable resolu-
tion outside the boundary regions. Several attempts
were made to preserve the initial mesh quality but
in every case after the first revolution of the piston
the computational domain got overlayed with homo-
geneous size distribution elements. This method re-
sulted in eminently time consuming simulations. The
simulation for one revolution took almost five days
on a quad-core i7 k2600 processor when the mesh
counted 2 · 105 cells in average, and the simula-
tion was parallelized for all four cores available in
one processor. The idea to use predefined meshes at
given crankshaft angles were dropped when attempts
to model the check valve were implemented. This is
because unlike in case of a piston which rotates at a

constant speed the position of the check or reed valve
at a given crankshaft angle cannot be predicted in ad-
vance [10].

2.1. Redesigned model and new re-
meshing approach

Because of the unexpectedly long solution time,
the old model was replaced and the new computa-
tional domain is shown in Figure 2 (b). Here the
vane was replaced by an impermeable blade with in-
finitesimal thickness which significantly reduces the
complexity of the original geometry. The new dis-
cretization is presented in Figure 3 (b) in comparison
with the original mesh. The mesh contains only hex-
aghedral elements. The position of the mesh nodes
within the cylinder were fully controlled by an exter-
nal UDF using designated macros provided by AN-
SYS Fluent. The re-meshing process is illustrated
in Figures 4 (a) and (b). During the rotation of the

P

O

A

A' V

(a)

O

A'

A

P

V

(Blade)
Vane

(b)

Figure 4. Illustration of the new meshing pro-
cess by two meshes taken at (a) 0o and (b) 135o

crankshaft angles

piston the axial position of the nodes do not change,
which means that the nodes do not move parallel to
the direction of the crankshaft. The motion of the
nodes on the piston resembles a rigid body like mo-
tion, where the point P, which is the center of the
piston, point V, which is the bottom point of the vane
on the piston, and point A, which is an arbitrary node
point on the piston surface, retain their position in
respect to each other at each instant of the cylinder
motion. This rigid body motion is described by the
motion of the imaginary O-V rod which is part of
the simple O-P-V crank mechanism where point O
is the center of the cylinder and also defines the po-
sition of the axis of the crankshaft. The crankshaft
angle is defined by the angular position of the O-
P section which rotates around point O. The move-
ment of point V is restricted to the vertical direction
which also means that the blade keeps its vertical po-
sition during the rotation of the cylinder. This mo-
tion resembles the motion of a piston in a hinged
vane compressor [11]. The position of an arbitrary
A’ node point on the cylinder surface is than defined
as the projection of point A from the piston surface
along the straight O-A-A’ line. The rest of the points
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between A and A’ are distributed equally within the
straight A-A’ section. This equal distribution is op-
tional and not restricted by the method. Also, the
method can be adapted to different blade thicknesses.
Using the same settings discussed in the following
section the simulation of one revolution took approx-
imately twelve hours on the same architecture using
just one core of the quad-core processor. The mesh
holds constant number of 2 · 104 cells. At this point,
parallelization was not implemented in the prewritten
UDF code, since the achieved simulation time was
already acceptable. Also, by running different cases
in parallel, the available computational capacity was
suitably utilized by the simultaneously running serial
processes.

3. COMPARISON BETWEEN THE DIF-
FERENT MODELS

For performance estimations, the compressor
was throttled back by adding a porous layer up-
stream from the exit of the outlet pipe. The porous
media was modeled by the addition of the Darcy-
Forchheimer type source term to the standard fluid
flow equations. For both models, the outlet pipe was
connected across a non-conformal mesh interface [9]
to the cylinder and the geometry of the outlet pipe
was identical in both cases. In case of the simplified
model the inlet pipe was also connected in the same
way to the cylinder. The inlet and outlet pipe tan-
gential position for the simplified model was defined
so that compression process would have the same ex-
tension as it is in the case of the original model. The
solver was used with the standard settings. To model
turbulent quantities, realizable k-ε turbulence model
was used, both at the inlet and the outlet the ambi-
ent temperature and pressure was imposed as bound-
ary conditions. For the preliminary computations the
walls were considered to be adiabatic. The working
fluid was taken as ideal compressible air.

Because of the meshing considerations, the mov-
ing elements are not connected directly to their coun-
terparts at the sealings, therefore here the flow is re-
stricted by a porous domain defined within a nar-
row area limited to couple of cells within a given
radius around the theoretical contact points. Here
the porous resistance was also defined by Darcy-
Forchheimer source term. In both cases, the viscous
resistance was set to the maximum allowed value, for
which the stability of the solution is ensured.

The models were tested at two distinct throttling
configuration. The predicted variation of the pressure
at the cylinder exit just upstream the porous zone is
shown in Figures 5 (a) and (b). The results align rela-
tively well in both low and high throttling cases. Al-
though, despite that the same loading was imposed
for both models, the predicted pressure ratio reached
higher values in case of the redesigned and simpli-
fied model compressor (Fig. 2 (b)) than in case of the
original design resembling the exact geometry of the
Magai compressor (Fig. 2 (a)). Hence, the gradient of

the curves representing the actual pressure rise in the
model compressor is slightly higher, both in Fig. 5
(a) and (b).
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Figure 5. Pressure difference between the in-
let and the outlet normalized with the maximum
value at (a) high and (b) low throttling conditions,
predicted by the original model resembling the
Magai type compressor geometry and the simpli-
fied model compressor

In case of the model compressor, the predicted
volumetric efficiency was 93% at lower throttling and
90% at higher throttling. On the other hand, the same
values are consecutively 88% and 84% in case of
the original Magai type compressor model. The dis-
crepancies are the result of the higher leakage flow
predicted by the original model. In the original ge-
ometry there are two extra sealings connected to the
vane which were not taken into the account in the
simplified model. However, the leakage flow can be
adjusted by changing the viscous resistance of the
porous zone at the sealing contact positions, and part
of the vane blade can be turned to be permeable to
simulate the leakage across the vane. Still, there is
not much chance to significantly improve the predic-
tions before relevant measurement data are available
for appropriate tuning.

4. COMPRESSOR AND DISCHARGE
VALVE

Rolling piston compressors are usually imple-
mented with a discharge valve to prevent back flow

CMFF15-135 630



when the discharge port is connected to a high pres-
sure reservoir. The applied valves are usually sim-
ple reed valves made of high-grade steel. However,
the Magai type compressor was planned to be cou-
pled with a commercially available pneumatic check
valve for the duration of the first test period because
of practical reasons. The numerical model is pre-
sented in Figure 6.

Valve disc

Core mesh Outer mesh
Upper stationary end

Lower stationary end

Figure 6. The numerical model of the discharge
valve in closed and fully opened position

Ds II.

Ds I.

Figure 7. Representation of the different setups

The core and the outer part of the mesh is con-
nected across a non-conformal mesh interface. The
core part between the upper and lower stationary end
is dynamic and follows the movement of the pressure
activated valve disc. The position of the node points
within this dynamic region is controlled by ANSYS
Fluent’s smoothing algorithm and no re-meshing was
applied. This solution can be only used with the sim-
plified compressor model, since the smoothing algo-
rithm is not accessible when the 2.5D model is active.
Because of the vane design of the Magai type com-
pressor, the tangential distance between inlet and the
outlet ports is relatively high compared to the tradi-
tional rolling piston type compressor architectures.
This can result in decreased volumetric efficiency,
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Figure 8. Ratio between the inlet and the cylin-
der outlet pressure in function of the Crankshaft
angle in case Ds I. and Ds II.

since the effective compressed volume is reduced. To
investigate the effect of the tangential separation of
the inlet and outlet ports, two distinct designs were
tested as it is shown in Figure 7. In both cases loading
was imposed by the increased pressure at the outlet
boundary, which resembles a scenario when the out-
let port is connected to a pressurized system. This
ratio was set to be relatively low and the pressure at
the outlet boundary is twice as high as the inlet pres-
sure. Figure 8 show the variation of the pressure ra-
tio between the cylinder outlet pressure upstream the
discharge valve and the inlet ambient pressure. There
is no significant difference between the two curves.
However, in case of DsI., when the in-take and the
discharge ports are closer to each other, the pressur-
ization starts earlier and the discharge process takes
longer. There is a distinct overshoot in maximum
pressure compared to the outlet pressure at the out-
let boundary, which is the result of the throttling im-
posed by the sudden area change between the cylin-
der and the discharge pipe, and also of the additional
throttling imposed by the discharge valve itself. The
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Figure 9. The relative valve lift in function of the
Crankshaft angle in case Ds I. and Ds II.

relative valve lift is presented in Figure 9. The area
ratio between the outlet port and free surface of the
opened valve is 0.95. The variation of the valve lift
also confirms the longer discharge process in case of
Ds I., although no significant difference can be ob-
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served. However the predicted volumetric efficiency
is dropped from 94% to 86% as the angular distance
was increased between the inlet and outlet ports from
Ds I. to Ds II..

5. CONCLUSION
To improve the performance of the traditional

rolling piston type compressors, a new design was
introduced. To verify the expectations regarding the
redesigned system the CFD model of the new geom-
etry was prepared and tested.

To increase the computational efficiency and re-
duce computational, original model was simplified
and a new 3D moving mesh approach was intro-
duced.

The new method was compared to the original
algorithm which was provided by the ANSYS Fluent
solver.

Despite some marginal discrepancies, the viabil-
ity of the new method was proven although no final
conclusion can be withdrawn before sufficient exper-
imental data will be available.

The new moving mesh approach has proved the
potential for further development and the possibility
to adapt it for more complex geometries. Finally, a
more complex compressor model coupled with a dis-
charge valve was introduced to investigate the effect
of the increased angular separation between the suc-
tion and the discharge port.

It was estimated that it has moderate effect on the
overall performance at low pressure ratios. If these
trends can be experimentally confirmed than a future
parametric study can be conducted with a new model
to find an optimal design.
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ABSTRACT
The mathematical model of 2D flow of vis-

cous incompressible stratified fluid is presented in
this paper. The flow over the cosine-shaped hill
was calculated in the Atmospheric Boundary Layer
(ABL). The influence of different boundary condi-
tions on stationarity of the flow and generation of
turbulent eddies was studied. Navier – Stokes equa-
tions of fluid flow in Boussinesq approximation were
solved by finite volume method on structured non-
orthogonal grid. The AUSM method with MUSCL
reconstruction was used. The integration in time was
approximated by BDF formula, the artificial com-
pressibility was used in dual time. Further numer-
ical experiments are presented with different bound-
ary conditions. In order to eliminate the interaction
between the original and reflected lee waves from
upper boundary, the boundary domain method was
added. The influence of boundary domain damping
functions was studied.

Keywords: atmospheric boundary layer, bound-
ary conditions, boundary domain, finite volume
method, CFD, stratified fluid flow

NOMENCLATURE
g [m/s2] gravity acceleration
p [Pa] pressure
Fext [−] external fluxes
H [−] inviscid fluxes
R [−] inviscid fluxes
τ [s] artificial time
G [ms−2] volume acceleration vector
Hp [−] artificial pressure diffusion

flux
n [−] outer normal to the cell
u [m/s] velocity
W [−] vector of unknowns
Z [−] Difference between time steps
∆ [m resp. s] step size
δ [−] Kronecker delta

µ [Pa.s] dynamic viscosity
ν [m2/s] kinematic viscosity
ρ [m3/s] density
ξ [−] damping function

Subscripts and Superscripts
∗ average variable in domain
, t time derivative
, xi space derivatives
0 background variable
bd boundary domain values
i, j vector coordinates (∈ {1, 2})
n time index
′ perturbation
+/− AUSM upstream index

1. INTRODUCTION
The pollution in the ABL is increasing these

days and its different effects on human life are more
investigated. The numerical modelling can help us to
predict the transmission of the pollution and to un-
derstand its behaviour. However there are a lot of
models for concentration, the core of this problem
lies in an accurate fluid flow modelling. Dangerous
areas can be easily identified from exact simulation
of the velocity field and density distribution. Ex-
amined problems cover the research field of micro-
meteorology [1].

The computational fluid dynamics has its own
specifics, which differ from another problems arise
from measurement in real atmosphere or in wind tun-
nels. Even for simple mathematical model, the solu-
tion depends strongly on boundary conditions. In our
case the flow is described by 2D Navier–Stokes equa-
tions for incompressible stratified fluid. The Coriolis
terms are neglected due to the micro-scale [2]. The
additional transport equation for density (its perturb-
ation) is coupled to the momentum equations through
a buoyancy term. Consequently this buoyancy terms
generate lee waves behind an obstacle such as cosine-
shape hill, which propagate on long distance. These
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waves are affected by the artificial boundaries of the
computed domain.

The similar geometric arrangement of the com-
puter domain as in article [3] is selected as reference.
Three experiments with different boundary condi-
tions take place in this study. First, the homogen-
eous Neumann boundary condition for the perturba-
tion of density on bottom boundary was changed to
homogeneous Dirichlet condition and the influence
on stationarity of the flow were evaluated. Second,
the input profile was changed because undeveloped
input current creating unphysical waves near the in-
put boundary, the effects on these unphysical waves
were studied. Third, the boundary domain on the top
boundary was added and it was expected, that its in-
fluence on the wave reflection from the top boundary
would be observed.

Goal of this scope lies in creating (and imple-
menting) new stable 2D model for fluid flow in ABL.
This Basis should serve for future model of pollution
concentration transport (near highway) in ABL.

2. MATHEMATICAL MODEL
This section describes in detail development and

simplification of the mathematical model for incom-
pressible fluid flow with variable density. Necessary
assumptions and approximations are introduced.

2.1. Simple incompressible model
The fully incompressible fluid with negligible

heat transmission is assumed. This assumption is
similar to consideration of the fluid with infinite
Prandtl number, therefore the equation for conserva-
tion of heat is not needed.

The assumption of fluid incompressibility is jus-
tified because the velocity in ABL is low. Incom-
pressible fluid flow has to satisfy the divergence-free
constraint:
∂u j

∂x j
= 0, (1)

where index j = {1, 2} indicates 2D vector compon-
ents and Einstein’s summation convention is used.
The flow of this fluid is described with conservations
laws. The conservation of mass is given by the con-
tinuity equation with variable density ρ

∂ρ

∂t
+
∂ρu j

∂x j
= 0. (2)

Using the eq. (1) and the chain rule of differentiation
this equation leads to the transport equation for dens-
ity in a form:

∂ρ

∂t
+ u j

∂ρ

∂x j
= 0. (3)

The conservation of momentum is described by
Navier – Stokes equation:

∂ρui

∂t
+
∂ρu jui

∂x j
= −

∂p
∂xi

+ µ
∂2ui

∂x2
j

+ ρGi, (4)

where ui is the velocity vector, p denotes the pressure
, µ is kinematic viscosity and Gi denotes the vector
of volume acceleration. Using chain rule of differen-
tiation for the left side of this equation together with
eq. (3) leads to:

∂ui

∂t
+
∂u jui

∂x j
= −

1
ρ

∂p
∂xi

+ ν

∂2ui

∂x2
j

 + Gi. (5)

Expressing further the gravity force Gi = −gδi2 leads
to the following set of equations :

∂u j

∂x j
= 0,

∂ρ

∂t
+ u j

∂ρ

∂x j
= 0, (6)

∂ui

∂t
+
∂u jui

∂x j
= −

1
ρ

∂p
∂xi

+ ν

∂2ui

∂x2
j

 − gδi2.

2.2. Boussinesq approximation

We assumed that pressure and density fields are
perturbation of hydrostatic equilibrium state:

p(t, x1, x2) = p0(x2) + p′(t, x1, x2),
ρ(t, x1, x2) = ρ0(x2) + ρ′(t, x1, x2). (7)

The background density and pressure fields are
linked via the hydrostatic relation:

∂p0

∂x2
= −ρ0g. (8)

It is common to use the Boussinesq approxima-
tion for these premises for simulations in the ABL.
The transport equation for density (3) can be rewrit-
ten (using divergence-free constraint (1)):

∂ρ0

∂t
+
∂ρ′

∂t
+ u j

∂ρ0

∂x j
+ u j

∂ρ′

∂x j
= 0. (9)

Since background density depends only on the ver-
tical coordinate (ρ0 = ρ0(x2)) it leads:

∂ρ′

∂t
+ u j

∂ρ′

∂x j
= −u j

∂ρ0

∂y
δ j2. (10)

The vertical hydrostatic pressure in eq. (5) is re-
placed by eq. (8). The newly formed term is given
together with gravitational force term and according
to eq. (7) the horizontal part of the background pres-
sure gradient is equal to zero. It leads to:

−
1
ρ

∂p
∂xi
− gδi2 = −

1
ρ

∂p′

∂xi
−
ρ′

ρ
gδi2. (11)

At the end density is approximated by average
density in computing area ρ∗

. The system of equations in Boussinesq approx-

CMFF15-136 634



imation is then:

∂u j

∂x j
= 0,

∂ρ′

∂t
+
∂u jρ

′

∂x j
= u2

∂ρ0

∂x2
, (12)

∂ui

∂t
+
∂u jui

∂x j
= −

1
ρ∗

∂p′

∂xi
+ ν

∂2ui

∂x2
j

 − ρ′

ρ∗
gδi2,

where the second equation in (12) was modified us-
ing (1), to obtain the conservative form of the equa-
tions. These are integrated in space and the Gauss-
Ostrogradsky theorem can be used.

2.3. Vector form of equations

The whole system (12) can be rewritten into a
vector 2D conservative form:

PW,t + H(W)(i)
,xi
− ν(R(W)(i)

,xi
) = Fext, (13)

where the W = [p′, ρ′, u1, u2]T is vector of unknowns,
matrix P = diag[0, 1, 1, 1]T , symbol (.),xi

or (.),t
denotes derivatives, matrices Hcontain the invis-

cid fluxes:

H(1) = [u1, u1ρ
′, u2

1 + p′/ρ∗, u1u2]T ,

H(2) = [u2, u2ρ
′, u1u2, u2

2 + p′/ρ∗]T . (14)

Matrices R are the viscous fluxes

R(1) = [0, 0, u1,x1 , u2,x1 ]T

R(2) = [0, 0, u1,x2 , u2,x2 ]T (15)

and vector Fext is the source term

Fext = [0,−u2
∂ρ0

∂x2
, 0,−

ρ′

ρ∗
g]T (16)

3. NUMERICAL APPROXIMATION
The high resolution finite volume method was

used. Discretization was done by the methods of
lines.

3.1. Spatial discretization

The AUSM scheme was used for space discret-
ization of inviscid fluxes:∫

∂Ω

[H(1)n1 + H(2)n2]ds ≈

≈

4∑
l=1




1
ρ

u1+/−

u2+/−

 un +
p
ρ∗


0
0
n1
n2


 sl, (17)

where quantities p and ρ on the cell face are ap-
proximated by the central formula from neighbour-
ing cells. Velocities on the cell face are computed
using MUSCL reconstruction according to van Leer

[4]:

u+ = uk+1 −
1
2
δ+, resp. u− = uk +

1
2
δ− (18)

with the Hemker-Koren slope limiter function:

δ+/− =
a+/−(b2

+/− + 2) + b+/−(a2
+/− + 1)

2a2
+/−

+ 2b2
+/−
− a+/−b+/− + 3

,

a+ = uP+1 − uP; a− = uL+1 − uL,

b+ = uP − uP−1; b− = uL − uL−1. (19)

The numbers P, L ∈ Z denote index values of the ve-
locities (e.g. face between cells (k) and (k + 1) i.e
P = k + 1 (index by u+) a L = k (index by u−)).
Since the pressure is approximated by central differ-
ence, the scheme is stabilised by the artificial pres-
sure diffusion introduced in [5]. The discrete version
of the additional flux i.e. for face between cells (k)
and (k + 1) is given by:

H(p) = [
pk+1 − pk

βp
, 0, 0, 0]T , (20)

where βp = Umax + 2ν
∆

, ∆ is the step size of grid.
The viscous fluxes are discretized in the central way
on dual (diamond type) mesh. This scheme is of the
second order in space. See details in [6].

3.2. Time integration

The artificial compressibility method with dual
time was used in time discretization. The result-
ing system of ODEs was integrated in physical time.
Suitable Runge–Kutta multistage scheme was used
in dual time

After the space discretization the time derivative
is approximated by the robust second order BDF for-
mula:

W,t ≈
3Wn+1 − 4Wn + Wn−1

2∆t
. (21)

The time step ∆t can be chosen according to the prob-
lem. If we define the reziduum as:

Rez(Wn+1) := P
3Wn+1 − 4Wn + Wn−1

2∆t
+

+H(Wn+1) + R(Wn+1) − Fext(Wn+1), (22)

then the following system of equations has to be
rewritten for the time step n + 1:

Rez(Wn+1) = 0. (23)

This equation is solved by principle of artificial com-
pressibility method in an artificial (dual) time τ. The
dual time derivative of pressure is added to the con-
tinuity equation. The stationary solution of the fol-
lowing system is sought:

P̃W,τ + Rez(Wn+1) = 0, (24)

where P̃ = [1, 1, 1, 1]T . The system of ODEs is
solved by an explicit 3-stage Runge-Kutta method.
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4. THE NUMERICAL EXPERIMENTS
The numerical experiments were computed in

the 2D computational domain 90 × 30 m large, with
the cosine shaped hill with hight h = 1 m. The whole
situation is shown in the Fig. 1. The structured, non-
orthogonal grid with 233 × 117 points was used. The
smallest vertical step was ∆x2 = 0.03 m. This do-
main is based on the model suggested in [3] for the
purpose of easy validation.

Figure 1. Base computational domain

4.1. Set up of parameters
These physical parameters where used in our

computations. The average density was ρ∗ = 1 kg
m3

and the gradient of background density was set for all
experiments to the same value ∂ρ0

∂x2
= −0.01 kg

m4 . The
stratification of fluid is given by the Brunt-Väisälä
frequency

N2 = −
g
ρ∗

∂ρ0

∂x2
. (25)

We have calculated several cases under the different
stratification, which can be achieved by the different
gravity acceleration g = −5, −10, −20, −50 m

s2 . The
propagation of lee waves depends on stratification.

The same kinematic viscosity as in [3] was
chosen ν = 10−3 m2

s . This set up ensure lower in-
fluence of turbulence, because the Reynolds num-
ber is approximately Re = 1000. The greater Reyn-
olds number should be used for real atmosphere, but
the turbulence model would be required in this case.
Characteristic velocity was U0 = Umax = 1 m

s . Phys-
ical time step was chosen to ∆t = 0.1 s.

4.2. Boundary conditions
The boundary conditions for validation are intro-

duced here. Different settings are mentioned directly
in description of the each experiment. The boundary
conditions are realised by ghost cells method. The
values of the unknowns are calculated through the
linear extrapolation to obtain the right values on the
boundaries.
Inlet: The horizontal velocity component is pre-
scribed by power law wind profile u1 = Umax( x2

h )1/40.
The homogeneous Dirichlet condition was prescribe

for other variables as mentioned in [7], only the pres-
sure was extrapolated.
Outlet and top: Homogeneous Neumann condition
was prescribed for all variables.
Bottom: The pressure was extrapolated. The no-slip
(homogeneous Dirichlet) condition for velocity com-
ponents was prescribed and the homogeneous Neu-
mann condition for the density (its perturbation) was
given.

5. VALIDATION
The wavelength of lee waves was compared to

the theoretical values and the profiles of vertical ve-
locity on sectional line were compared to the ones
within the original article [3], for validation of the
numerical model results. The shape and character
of waves was quite similar. Small differences in the
wavelength was probably caused by different evalu-
ation time. The article do not provide the time of
evaluation.

5.1. Wavelength
The theoretical values of wavelength were com-

puted from the Brunt-Väisälä frequency for each
stratification. Than the wavelength was measured
by two methods: the distances of the wave maxima
were determined and the wavelengths in section line
perpendicular to the direction of waves propagation
were plotted. The results are shown in Table 1. Con-
sidering the errors in measurement (approx. 1 m), the
values are in a good agreement.

Table 1. The comparison of theoretical and meas-
ured values of wavelength

Theory Measure
Distance Section

line
|g|
[

m
s2

]
wavelength [m]

5 31 33 33
10 22 23 17
20 15 17 12
50 10 10 7

5.2. Vertical velocity profile
The values of vertical velocity were plotted

along the sectional line started in the middle of the
hill and the inclination was 45 degrees. The plotting
was done for each stratification and it was compared
to vertical velocities profile from [3]. The amplitudes
and the shape of results in Fig. 2 are similar to the
original ones in Fig. 3.

The lee waves are observed in both figures, there
are more waves for higher gravity acceleration in the
original figure. It can be caused by a little bit differ-
ent time of evaluation. Even if there is declared to
have the final (stationary) flow in the original figure,
the flow is changing a little bit all time and the waves
are slightly moving.
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Figure 2. Vertical velocities profiles

Figure 3. Vertical velocities profile from [3]

6. DIFFERENT BOUNDARY CONDI-
TIONS

Three changes of boundary conditions are de-
scribed in this section and the result are presented.
First, the boundary condition for the density (its per-
turbation) at the bottom was changed to homogen-
eous Dirichlet condition. Second, the wind profile
on input was changed to reduce the waves occuring
at the entrance. The boundary domain was added on
the upper boundary and the behaviour of the flow was
studied in the third numerical experiment.

6.1. Boundary condition for the density
If the homogeneous Neumann condition for

density perturbation is prescribed on the bottom
boundary, some non-stationary behaviour of the flow
occures in the vicinity of the hill. This fact is dis-
turbing, so the homogeneous Dirichlet condition was
tried. The new condition has stronger restrictions on
the flow.

The differences between two consecutive phys-
ical time steps were calculated as:

Z(W) :=

√
1
N

∑
j

(Wn+1
j )2 − (Wn

j )2. (26)

he pressure component of the this differences was ob-
served. Figs. 4 and 5 show this differences plotted
in dependence on iterations of physical time. The
first one is more stationary then the second one, be-
cause the stronger restriction prevents the formation
of vortices. The plots are from the experiment with
g = −50 m

s2 , because the effect is most visible there.
The effect is more obvious, when the vertical ve-

locity profile on the horizontal section line is plotted.

Figure 4. Differences Z for Dirichlet boundary cond.

Figure 5. Differences Z for Neumann boundary
cond.

The section line was in h = 1 m above surface (tan-
gent to the top of the hill). Fig. 6 shows this profile
for g = −10 m

s2 . The original experiments from pre-
vious section are marked in blue ("val"), it shows the
situation with homog. Neumann condition for dens-
ity perturbation. This condition produced vortexes
behind the hill, unlike homog. Dirichlet condition.
The figure also shows situation, when the slope lim-
iter from eq. (19) is omitted (mark "lam") - in this
case the flow is much more damped, and the effect is
not noticeable.

The physical explanation of the numerical exper-
iment lies in the thermal influence of the ground. If
the density perturbation is not constant (homogen-
eous Neumann condition), the air could be heated
from the ground. However no heat transfer is still
assumed in the fluid. The heating from the ground
is neglected in the case of homogeneous Dirichlet
condition - the corresponding situation in real ABL
can be found in a very stable stratification when the
sun does not heat the ground properly. The stable
stratification terms are very important for modelling
the pollution transport, because the pollution is most
transported in a lower part of atmosphere where it is
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Figure 6. Horizontal profile of vertical velocities

most dangerous.

6.2. Input velocity profile
The wind profile for the input horizontal velocity

was changed. The flow was allowed to developed
into the 10 m periodic channel (with the same top and
bottom boundary conditions as in computational do-
main). After 100 cycles the wind profile at the output
of the channel was prescribed to the input of com-
putational domain. The Fig. 7 shows the result for
g = −50 m

s2 , which can by compared with figures in
Appendix (validation).

Figure 7. The field of vertical velocities for other
input profile

The waves occuring at the entrance are smaller,
but the amplitudes of vertical velocities in the domain
are not the same as in the validation experiments.
It can be caused by the different mass flow rate, al-
though the maximum velocity of the input profile was
the same.

This change on the input boundary condition has
got influence on the stationarity as well, as it is illus-
trated in Fig. 8 (in comparison to Fig.5), where the
differences Z in dependence on iterations of physical
time were again plotted for g = −50 m

s2 .

6.3. Boundary domain
The technique of boundary domain (bd) was ad-

opted for the top boundary. It means the domain

Figure 8. Differences Z for the other input profile

in which all waves were damped was added to the
boundary. The new variables in domain are com-
puted as follows:

Wbd = W + ξ(ybd)(W −W), (27)

where W is the average of values over the whole bd ,
and damping function ξepends on vertical coordinate
of domain:

ybd =
x2 − (xtop − hbd)

hbd
, (28)

where hbd is the thickness of the boundary domain
and xtop = max(x2). The damping function has to
fulfill the following conditions, according to [8]:

ξ(0) = 1,
∂ξ

∂ybd
(ybd) ≤ 0,

ξ(1) = 0,
∂ξ

∂ybd
(0) = 0. (29)

The pressure has to be omitted from the damping,
because prescribe pressure value on the boundary is
disabled (see [7]).

The numerical experiment was performed for
g = −50 m

s2 , because the lee waves are shorter, and
the bd could be small. The hight of the bd was chosen
to hbd = 10 m because the waves with wavelength ap-
proximately 10 m have to be dampened (see Table 1).
The simple damping function fulfilling (29) was
computed ξ(ybd) = 1− y2

bd. The situation is well doc-
umented in Figs. 9 and 10. The waves were reflected
from both boundaries - the top boundary and the bot-
tom of the bd. The results are shown in figure 9 .

The vertical velocities were plotted in the same
section line as in Fig. 2. The validation values are
marked by the blue dashes line ("val_bd" for the
whole domain and "val" for the original domain).
The bd method deforms whole field of the velocity
(near the boundary of bd at 30 m) as it can be seen in
Fig. 11.

It is difficult to achieve the good results with
simple damping function and small domain. Large
bd could produced the desired effect, unfortunately
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Figure 9. Vertical velocity field in experiment with
bigger domain including bd

Figure 10. Vertical velocity field in the same domain
without damping

Figure 11. Vertical velocity plotted to the section line

the larger bd would extend the computational time
(because of the added grids). It is better to try an-
other approach to the non-reflecting boundaries.

7. SUMMARY
The three experiments with boundary condition

were presented. The bottom boundary condition for
the density perturbation and the input profile have the
positive influence on the stationarity of the flow.

The boundary domain method with simple
damping function was presented. Unfortunately this
setting does not give sufficient results.
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APPENDIX
The validations vertical velocity plots for every
stratification.

Figure 12. Field of vertical velocity for g = −5 m
s2
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Figure 13. Field of vertical velocity for g = −10 m
s2

Figure 14. Field of vertical velocity for g = −20 m
s2

Figure 15. Field of vertical velocity for g = −50 m
s2
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ABSTRACT 
We study a basic mechanism of glass fiber 

dispersion in a twin-screw extruder with backward-
mixing screw (BMS) and forward kneading disk 
(FKD) elements using the computational fluid 
dynamics (CFD). The result of CFD for BMS and 
FKD elements reveals that the melt mixing by a 
BMS is highly effective to act the required stress on 
overall polymer. We propose the time-integrated 
stress as evaluation index of glass fiber dispersion 
and can obtain a good correlation between the 
incidence probability of undispersed glass-fiber 
bundles measured experimentally and the minimum 
value of the time-integrated stress distribution 
obtained from the flow simulation.  

Keywords: Melt mixing, Twin-screw extruder, 
Mixing element, Dispersion, Glass fiber  

1. INTRODUCTION 
Twin-screw extruders (TSEs) are widely used 

in compounding process of polymer composites 
because of their high operability and high kneading 
performance. Uniform kneading of various fillers 
within the molten polymer is required for molding 
process and product designs from the viewpoint of  
functional expression of fillers. The glass-fiber-
reinforced plastic (GFRP) is a representative 
polymer composite and dispersion techniques for 
GFRP can be mainly classified into two categories: 
glass fiber fracture techniques in which fibers are 
broken to a target length and glass-fiber bundle 
dispersion techniques that dissociate glass-fiber 
bundles into individual fibers. The present study 
discusses to quantitatively elucidate the mechanism 
about the effectiveness of a backward-mixing screw 
(BMS) for glass-fiber bundles dispersion using 
three-dimensional flow analysis. We also establish 
the evaluation index for glass-fiber bundles 
dispersion by the simulation. 

2. EXPARIMENT 
 
We used a polybutylene terephthalate (PBT, 

polyplastics Co., Ltd., Tokyo, Japan) as a matrix 
resin. To facilitate the observation of dispersion 
failure of glass fiber bundles, black PBT pellets, 
which were prepared with carbon black (CB) by a 
master batch process, were added. For the glass 
fiber, we used E-glass (Nippon Electric Glass Co., 
Ltd., Otsu, Japan) which is 13 m in average 
diameter and 3 mm in average length. Each glass 
fiber bundle contained several thousand fiber 
combined with a binder. The TSE employed was a 
TEX44II (screw diameter = 47mm, screw length = 
2,800 mm, Japan Steel Works, Ltd.).  The PBT 
pellets are completely melted in the melting section 
before the glass fiber bundles are added through the 
feeder and dispersed in the mixing section. The 
screw configuration in the mixing section consisted 
of two types of screw element forms, i.e., a forward 
kneading disk (FDK) and a backward mixing screw 
(BMS) as shown in Fig.1. Five screw configurations 
were utilized in the mixing section: FKD with L/D 
= 1.0 and 2.0, and BMS with L/D = 1.0, 2.0 and 2.5. 
To quantify the degree of dispersion of the glass 
fiber bundles, we counted the number of 
undispersed pellets per 10 kg (approximately 
700,000 pellets) by the direct observation of a white 
substance on the pellet cross section using a loupe 
on plastic sheet. 

 
 
 
 
 
 
 

Figure 1.  Configuration of Mixing Element for 
(a) Backward Mixing Screw (BMS) and (b) 
Forward Kneading Disk (FDK) . 

(a) (b) 
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Figure 2. Analysis Domain for (a) BMS and (b) 
FKD. 

3. NUMERICAL SIMULATION 
A three-dimensional flow simulation was 

performed to clarify the dynamics in a TSE using 
the commercial software Screwflow-Multi (R-flow, 
Japan) based on the finite volume method. Figure 2 
shows the analysis domains used. We analyzed the 
non-isothermal flow under the following conditions: 
1) material is fully filled in the analysis region, 2) 
inertia effect is negligible and 3) fluid is purely-
viscous and has a shear-thinning viscosity. 
Boundary conditions are as follows: 1) no-slip and 
220 ºC on barrel surface, 2) experimental condition 
of velocity and natural condition of temperature on 
screw surface, 3) constant velocity and temperature 
corresponding to experimental values on inlet 
section and 4) natural conditions of velocity and 
temperature on outlet section. Particle tracer 
analysis was also performed, using about 7,000 
tracer particles which were uniformly distributed in 
the cross section near the inlet at initial state, to 
discuss the flow patterns and obtain the physical 
properties locally along particle tracer trajectories.  

 

4. RESULTS AND DISCUSSION 
Figure 3 shows the experimental result for 

probability of undispersed glass-fiber bundle. The 
experimental results demonstrate that number of 
pellets containing undispersed glass-fiber bundles 
for BSM was much less th an for FKD. However, it 
is increased with hroughput, i.e. rotational speed of 
screws, even though the local stress increases with 
screw rotation speed. 

To understand the basic mechanism of flow and 
mixing for BMS and FKD elements, we carried out 
the flow simulation of one screw rotation and 
calculated the maximum stress acting on tracer 
particles for one screw rotation. The result is shown 
in Fig.4. We classified into three ranges of 
maximum stress, i.e. low (0-100kPa), mid (100-
200kPa) and high (lager than 200kPa) stress ranges. 
We can see some probability in low stress range for 
FKD but not for BMS. On the other hand, all the 
tracer particles pass through the middle or high 
stress region during one rotation for the BMS. From 
the experimental result that the incident probability 

 
 
 

Figure 3. Incident Probability of Pellets 
Containing Undispersed Glass Fiber Bundles for 
L/D=1.0. 

 
of undispersed glass-fiber bundle increases with 
throughput, the probability is related to both the 
stress magnitude and residence time. We consider 
the time-integrated stress along the trajectory of 
tracer as following equation: 

 
where t is time, x is coordinate,  is stress invariant, 
and Xi and Ti are position and residence time of the 
i-th tracer, respectively. 

Figure 5 shows the probability distribution of 
the time-integrated stress at Q=300 kg/h and 
Ns=300 rpm for different mixing elements. We first 
tried to take a correlation between incident 
probability of pellets containing undispersed glass 
fiber-bundles and the average values of probability 
distribution of time-integrated stress, but good 
correlation could be obtained. Then we consider the 
minimum value of probability distribution of time-
integrated stress is more suitable because the 
probability of undispersed fiber-bundle is very low. 
It is thought that stress over a certain value is 
required to dissolute glass–fiber bundles in melt 
section. The result is shown in Fig. 6 and we can  
 

 
 

Figure 4. Probability of Maximum Stress Acting 
on Tracer Particle during One Screw Rotation. 
Low: 0-100kPa, Middle: 100-200kPa, High: 
>200kPa 
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Figure 5. Probability of Time-Integrated Stress. 

 

Figure 6. Correlation between Minimum Time-
Integrated Stress and Incident Probability of 
Undispersed Pellet. 

obtain good correlation even though configurations 
of mixing elements and operation conditions are 
different. 

If the time-integrated stress is increased by the 
extruder operating conditions or screw element 
configuration, the temperature increases greatly due 
to viscous heating of the resin melt and thermal 
degradation of the resin will be concerned. We 
obtained the limitation of throughput at which the 
minimum value of time-integrated stress is less than 
75 kPaˑs from the Fig.6. This means that incident 
probability of pellets containing undispersed glass 
fiber-bundles is less than 0.002%. We obtained 
another limitation of throughput at which the 
temperature in outlet section is less than 290 ºC by 
the numerical simulation because PBT decomposes 
thermally at 300 ºC. Figure 7 shows the operation 
window for throughput and length of mixing region, 
considered both the incident probability of pellets 
containing undispersed glass fiber-bundles and 
thermal degradation. The intersection point denotes 
the optimal condition. 
 

5. CONCLUSIONS 
We carried out the three-dimensional flow 

simulation and tracer particle analysis for dispersion 
of glass-fiber bundles in the melt-mixing region 
within a twin screw extruder. The result of flow 
simulation for a BMS and FKD reveals that the melt 
mixing by a BMS is highly effective to act the 
required stress on overall materials. In addition, we 
can obtain a good correlation between the incidence 
probability of undispersed pellets measured 
experimentally and the minimum value of 
distribution of the time-integrated stress calculated 
numerically.  

 

 

Figure 7.  Window for Predicting the Operation 
Conditions in which Incidence Probability of 
Undispersed Glass-Fiber Bundle and Thermal 
Degradation. 
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ABSTRACT
Turbulent reacting flows in model combustor

are investigated both numerically and experiment-
ally. The main purpose is the validation of the experi-
mental data against the numerical results. For numer-
ical simulation of the reacting flow, a flamelet model
based on the progress variable approach is used with
presumed PDF for the mixture fraction and progress
variable. Numerical simulation were performed with
URANS k − ω SST turbulence model. The numer-
ical results showed good agreement with the exper-
imental data. The numerical study is extended with
the consideration of alternative fuels (bio- and syn-
gas) flames and compared with the natural gas flame
within the URANS context. The peak temperature
obtained with the syngas and biogas fuels was nealy
equal but considerably less that natural gas flame.

Keywords: biogas, flamelet progress variable
method, SST, syngas

NOMENCLATURE
C [−] Progress variable
Cp [Jkg−1K−1] Specific heat capacity at con-

stant pressure
Q [Jm−3s−1] Volumetric heat release
Re [−] Reynolds number
T [K] Temperature
U [ms−1] Velocity
Y [−] Mass fraction
Z [−] Mixture fraction
Z
′′2 [−] Variance of mixture fraction

k [m2s−2] Turbulence kinetic energy
p [kgm−1s−2] Pressure
β [−] Probability density function
χ [s−1] Scalar dissipation rate
ε [m2s−3] Turbulence dissipation rate
λ [−] Progress parameter
µ [kgm−1s−1] viscosity

ω [s−1] Turbulence eddy frequency
φ [−] Vector of Y, T and θC
σ [-] Schmidt number
θC [kgm−3s−1] Source term for progress vari-

able equation

Subscripts and Superscripts
i Species index
t Turbulent value
u, b Unburned and burned state
¯ Mean value˜ Favre averaged

1. INTRODUCTION
Flue gas recirculation (FGR) is a promising tech-

nology to improve the combustion efficiency of the
gas turbines and reduce the COx emissions. COx
produced by the combustion of fossil fuels is one of
the major contributor to the climate change. How-
ever, FGR technology changes the operation of the
gas turbines by effecting the combustion behaviour.
The main idea of this technology is to capture some
of the exhaust gas of combustion and add it to incom-
ing fresh air. The effect of the varying FGR ratios
was discussed in [1] for different fuels. The goal of
the present paper is to numerical investigate this phe-
nomenon and validate with the experimental data.

Numerical investigation of isothermal swirling
flows was performed in [2, 3, 4] for flows with re-
latively low Re (5000-7000). These conditions do
not represent the typical gas turbine where the Re are
very high (>50,000). Swirling flows with high turbu-
lence (Re >50,000) were investigated in [5, 6]. The
effect of the various turbulence modeling approaches
based on URANS and LES procedures was investig-
ated in detail in [6]. The effect of grid independency
for LES was shown for swirling flow. However, this
was only for isothermal flows without chemical reac-
tions.
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The goal of the present paper is twofold. Firstly,
a validation study is performed for the methane-air
flame with small amount of FGR to the inlet air. The
numerical results are validated with the experimental
data. Secondly, the validated combustion model is
then applied to other fuels (biogas and syngas) and
the numerical results are compared with methane-air
flame. However in this part, the simulations were
performed without FGR to analyze the combustion
characteristics only.

2. EXPERIMENTAL SETUP
The CAD model of the combustor[1] is shown

in Fig. 1 where a single swirler with 12 channels is
used to induce the swirl to the inlet air. The exper-
iments were performed at Helmut Schmidt Univer-
sity, Laboratory of Turbomachinery, Hamburg. Fuel
is injected to the combustor nozzles connected to
the swirler channel vanes. After passing through the
swirler vanes both the fuel and air streams enter the
burner nozzle and into the main combustion chamber
of hexahedral crossection. A converging exhaust gas
nozzle is attached to the burner outlet to avoid the
reverse flow.

Figure 1. Experimental combustor setup.

3. NUMERICAL MODELING

3.1. Geometry, case setup and boundary
conditions

A block structured mesh was used for all the
simulations as shown in Fig. 2 with nearly 1.2 mil-
lion cell elements. The inlet boundary condition was
imposed on the swirler channed inlet with the given
mass flow rate and the zero gradient was considered
at the outlet for velocity. The pressure at the out-
let was taken as the atmospheric pressure. The mass
flow rate of fuel and air stream was 0.0009217 kg/s
and 0.03575 kg/s respectively. The composition of
the oxidizer stream(FGR20) is given in Table 1 and
the fuel used is natural gas (NG) with the composi-
tion given in Table 2.
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ICEM CFD 15.0; sohail34@xcor1.mv.fh-duesseldorf.de
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X
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ZFigure 2. Combustor geometry and mesh

Table 1. Composition (vol-%) of oxidizer stream.

O2 H2O CO2 Ar N2

FGR0 20.6 1 - 0.9 77.5
FGR20 17.9 2.3 2.2 0.9 76.7

3.2. Governing equations

The continuity and momentum equations for
transient compressible flow are given in Eq. (1) and
(2).

∂ρ̄

∂t
+

(∂ρ̄Ũ j)
∂x j

= 0 (1)

∂(ρ̄Ũi)
∂t

+
∂(ρ̄Ũ jŨi)
∂x j

= −
∂p̄
∂xi

+
∂τ ji

∂x j

+
∂

∂x j

µt

∂Ũi

∂x j
+
∂Ũ j

∂xi

 − 2
3
ρ̄k

 (2)

For computational investigation, opensource CFD
program OpenFOAM[7] was used. For modeling µt
a two equation k −ω SST model [8] was used within
unsteady RANS context. A second order upwind
scheme was used to discretize the convective terms
in the transport equations for all the variables. A first
order Euler scheme was used for time stepping with
the time step size corresponding to a Courant number
of less than 1.

3.3. Turbulence-chemistry Interaction

In this paper, the steady laminar flamelet model
developed at our institute based on the progress vari-
able appoach [9] is used. The steady laminar flamelet
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Table 2. Composition (vol-%) of fuel stream.

CH4 C3H8 CO2 CO H2 O2 N2

NG 92.5 5.2 1.3 - - - 1
BG 49.5 - 36 - 10 1.8 2.7
SG 10 22 4 22 40 - 2

equations are given in Eq. (3).

ρ
χ

2
∂2Yi

∂Z2 − ṁi = 0

χ = 2DZ(∇Z)2
(3)

The assumption of unique functional depend-
ence of χ on Z leads to the state relation given by
Eq. (3),

φ = φ(Z, χst) (4)

The solution of the flamelet equations results in
a so called S-shaped curve shown in Fig. 3. The up-
per branch represents the stable burning flamelets till
the turning point which corresponds to the quenching
limit. After the quenching limit the curve continues
to decreasing scalar dissipation rate and describes the
unstable flamelets whereas the lower branch corres-
ponds to non-burning flamelets. Pierce and Moin [9]
parametrized the flamelets based on a new flamelet
parameter λ by projecting the flame states horizontlly
along the S-shaped curve. The parameter λ for this
study is defined through progress variable C given by
Eq. (5).
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Figure 3. S-shaped curve for NG-FGR20 flame.

C =
T − Tu

Tb − Tu

λ = max(C)

θC =
Q

Cp(Tb − Tu)

(5)

Hence, the solution of Eq. (3) can then be rep-
resented as,

φ = φ(Z, λ) (6)

Assuming that Z and λ are independent, the mean
value of the scalar φ is given by Eq. (7). The mean
values of the scalars φ are stored in the form of 3D
lookup-tables of the form (Z̃, Z̃′′2, λ̃).

φ̃ =

∞∫
0

1∫
0

φ(Z, λ)β(Z̃, Z̃′′2)δ(λ − λ̃)dZdλ (7)

The conversion of the lookup tables from λ̃

space to C̃ is done by the remapping technique of
Ravikanti[10]. Once the tables are converted to C̃
space, a transport equation for each of Z̃,Z̃′′2 and C̃
given in Eq. (8) and (9) respectively is solved along
with momentum equations. The species mass frac-
tion and temperature are then calculated by using Eq.
(7).

∂(ρ̄Z̃)
∂t

+
∂(ρ̄Ũ jZ̃)
∂x j

=
∂

∂x j

( µ
σ

+
µt

σt

)
∂Z̃
∂x j


∂(ρ̄Z̃′′2)
∂t

+
∂(ρ̄Ũ jZ̃

′′2)
∂x j

=
∂

∂x j

µt
∂Z̃′′2

∂x j


+2

µt

σt

∂Z̃
∂x j

∂Z̃
∂x j
− cρ̄

ε

k
Z̃′′2

(8)

∂(ρ̄C̃)
∂t

+
∂(ρ̄Ũ jC̃)
∂x j

=
∂

∂x j

( µ
σ

+
µt

σt

)
∂C̃
∂x j

 + ρ̄̃θC

(9)

The steady laminar flamelet solutions were ob-
tained using FlameMaster code [11]. The chemical
mechanism used for the combustion of NG-FGR20
flame is GRI 3.0 with unity Lewis number for all the
species and the assumption of adiabatic flame.

3.4. Results and Discussion
Time-averaged results of NG-FGR20 flame us-

ing the flamelet progress variable model are shown in
Fig. 4. The numerical simulation was performed for
a period 2τ for the flow field to develop in the whole
combustor, where τ is time required for an arbitrary
particle of fluid to travel the whole length of the com-
bustor. After the flow field was developed in the com-
bustor, time-averaging was performed for a duration
of 4τ. The inner- and outer-recirculation zones which
help in stabilization of the flame are clealy visible in
the streamline plot of Fig. 4a. The temperature field
obtained for the flame is shown in Fig. 4b with a peak
value of nearly 1550K. The position of the flame is at
the exit of the inlet nozzle and inside the main com-
bustion chamber which is important for the integrity
of the experimental setup. The evolution of the CO
mass fraction is presented in Fig. 4c where its peak
value of 0.025 occurs in the reaction zone and is con-
sumed when the reaction is complete. The validation
of the numerical results with the experimental data
is shown Fig. 5 along the axis of symmetry of the
combustion chamber. In Fig. 5a temperature is com-
pared with the experimental data and the qualitative
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(a) Velocity Streamlines

(b) Temperature

(c) Mass fraction of CO

Figure 4. Numerical results of NG-FGR20 flame

agreement between the experimental and numerical
results is good. The peak value of the temperature is
slightly higher for the numerical result as compared
to experimental data. This can be due to the fact that
the flame was assumed to be adiabatic without heat
loss.

The comparison of the CO mass fraction
between numerical results and experimental data is
presented in Fig. 5b and shows similar trend which
was noticed for the temperature field. The value is
slightly higher for the numerical results. However
qualitative agreement is still good.

4. ALTERNATIVE FUEL GASES
In this part of the paper, the above study is exten-

ded using different fuel compositions and with sim-
ilar mass flow rate of fuel and air streams. Three dif-
ferent fuels were investigated i.e. natural gas(NG),
biogas (BG) and syngas (SG) with the compositions
given in Table 2. The oxidizer composition was kept
the same corresponding to FGR0 in Table 1.

4.1. Results and Discussion
The time-averaged simulation results for the

three fuels are shown in Fig. 6 for the temperature
field. A brief look at the results shows that the peak
temperature obtained for BG and SG was 950K.
However the temperature in the combustor was con-
siderably less than that for the NG flame where the
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Figure 5. A comparison of numerical and experi-
mental results.

peak value was 1570K.
The reaction zone for BG was extended inside

the combustor and is larger compared to NG. In case
of SG, flashback occured where the flame propag-
ated upstream into the inlet nozzle and stabilized as
shown in Fig. 6c. There are several mechanisms
that can trigger a flashback [12]. In the present
case, flashback due to combustion instabilites can
be ruled out, as implied by calculations and exper-
iments. Flashback due to Combustion Induced Vor-
tex Breakdown is less likely to be the cause, since the
expansion ratio, which is observed to correlate to this
phenomenon [12] is even smaller for SG (where the
flashback occurs) compared to the other cases. Thus,
it likely that the flashback is due to flame propagation
in the core or in the boundary layers due to increased
laminar flame speed by the higher hydrogen content
of SG.

The results of the numerical simulation for CO
mass fraction are shown in Fig. 7. The peak value
of the CO mass fraction for BG and SG considerably
smaller that the NG with a value of 0.025. The ef-
fect of the flashback in the case of SG can be seen in
Fig. 7c where a large amount of CO in the fuel stream
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(a) NG

(b) BG

(c) SG

Figure 6. Contour plot of temperature field.

is present till the reaction commences.

(a) NG

(b) BG

(c) SG

Figure 7. Contour plot of CO mass fraction field.

The effect of the FGR for NG flames can be seen
by comparison of Fig. 6a and Fig. 4b corresponding
to FGR0 and FGR20. The peak temperature is nearly
equal for both cases. However, the temperature at the
outlet is significantly less in case of FGR20.

5. CONCLUSION
Turbulent reacting flows in model combustor

are investigated both numerically and experiment-
ally. The main purpose is the validation of the experi-
mental data against the numerical results. For numer-
ical simulation of the reacting flow, a flamelet model
based on the progress variable approach is used with
presumed PDF for the mixture fraction and progress
variable. Numerical simulation were performed with
URANS k − ω SST turbulence model. The numer-
ical results showed good agreement with the exper-
imental data. The of the adiabatic flame showed
slight overprediction of temperature and mass frac-
tion of CO. The numerical study is extended with
the consideration of alternative fuels (biogas and syn-
gas) and compared with the natural gas flame results
within the URANS context. The peak temperature
obtained with the syngas and biogas fuels was nearly
equal but considerably less than natural gas flame. In
the case of syngas, the flame exhibited flashback by
igniting in the nozzle which should be avoided for
the safety of the combustion chamber.

FUTURE WORK
In the present paper, the effect of the adiabatic

flame assumption showed sligt over prediction of the
numerical results. This effect is more prominent in
the prediction of NOx emmissions and hence the heat
loss effects should be taken into consideration which
will be investigated in the future studies. Also, the
effect of the FGR for the biogas and syngas fuels will
be investigated further.
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ABSTRACT
A study was done to observe and to analyze the

behavior of various Sub-Grid Scale (SGS) models
in Large-Eddy Simulation (LES) for the flow where
laminar, transitional and turbulent regimes are found
during the evolution. Taylor-Green Vortex (TGV)
flow which shows the fundamental mechanisms of
vortex stretching and breakdown, transition to tur-
bulence and turbulent decay was selected as a chal-
lenging test case for this study. It is initially lami-
nar at early times. However, the effects of viscous
interactions result in vortex breakdown and disor-
dering of initially well-organized structures and the
flow undergoes transition to turbulence and decays
in time. From this point of view, it may serve as a
prototype for industrial flows where the flow regimes
can change rapidly. The tested SGS models are the
Smagorinsky, the dynamic Smagorinsky, the Vre-
man model, the WALE model and the one-equation
model. All the models tested capture the overall
physics of TGV flow. However, differences are ob-
served mainly during transition. It is under- or over-
predicted slightly, depending on the grid resolution.
The SGS models capable of scaling their inherent
dissipations produced better results when compara-
ble with the reference DNS solutions.

Keywords: Large-Eddy Simulation, Sub-Grid
Scale modeling, Taylor-Green Vortex flow, Tran-
sition to turbulence

NOMENCLATURE
DNS Direct Numerical Simulation
LES Large-Eddy Simulation
RANS Reynolds-Averaged Navier-Stokes
S GS Sub-Grid Scale
TGV Taylor-Green Vortex
WALE Wall-Adapting Local Eddy-Viscosity

1Present address: Division of Fluid Dynamics, Department of
Applied Mechanics, Chalmers University of Technology, 412 96,
Gothenburg, Sweden, E-mail:ilyasy@chalmers.se

K Mean resolved kinetic energy
L Domain length
Q Vortex detection criterion based on the 2nd

invariant of the velocity gradient tensor
S (n) High-order velocity-derivative moments,

skewness (n=3) and flatness (n=4)
U Characteristic velocity
− dK

dt Dissipation of resolved kinetic energy
Cs,CW ,Ck,Cε Constants in SGS models
Pksgs Production term
Re Reynolds number
Reλ Taylor micro-scale Reynolds number
S i j Strain-rate tensor tensor
∆ Grid size
δi j Kronecker delta
λ Taylor micro-scale
u velocity vector
∇ Nabla operator
ν Kinematic viscosity
νsgs Sub-grid scale kinematic viscosity
ω Vorticity
ω2 Enstrophy
ρ, ρ0 Density, Initial density
τ Non-dimensional time
τi j Sub-grid scale stress tensor
gi j Velocity gradient tensor
k Wave number
ksgs Sub-grid scale kinetic energy
p, p0, p∞ Pressure, initial pressure, ref. pressure
t Time
u0, v0,w0 Initial velocity field
ui Velocity component
xi Space component

Subscripts and Superscripts
< > Space averaged
¯ Grid filtered˜ Test filtered
rms Root mean square
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1. INTRODUCTION
Most of industrial and engineering flows are in-

herently turbulent. They may also be transitional,
i.e., subject to rapid changes in their flow regimes
in both time and space due to structural necessities,
instabilities in their origins, surface porosity, heat ef-
fects, etc. Their transitional/turbulent behaviors must
be predicted accurately to prevent high costs and to
make the flows feasible as well. Numerically, the
most direct way on ensuring this is Direct Numerical
Simulation (DNS). In DNS, all the scales of turbu-
lent are resolved properly. However, due to its ex-
cessive grid resolution and time-step requirements, it
is only available for relatively low Reynolds number
flows in simple geometries. The Reynolds-Averaged
Navier-Stokes (RANS) approach, which models all
the scales, has been used for many years with a re-
duced accuracy and limited capability. Nowadays,
RANS is not accomplishing current demands of engi-
neering. As a result, Large-Eddy Simulation (LES),
where most of the scales are resolved by grid and
the contributions coming from the Sub-Grid Scales
(SGS) are modeled, is becoming a natural choice.

LES is attractive method since it has a balance
among accuracy, capability, numerical cost and in-
dustrial/engineering demands. The major drawback
of LES is lacking of a universal SGS model which
is equally applicable to all kinds of flows including
curvature, separation-reattachment, buoyancy, heat
transfer, etc. Because of this reason, LES research
mainly focuses on developing efficient SGS mod-
els and its applications. Since choosing appropriate
models can not directly be known a priori, analyzing
the behavior of models and comparing them are al-
ways useful for many purposes, as it has been done
by many researchers for various flows.

In this study, we perform LES of Taylor-Green
Vortex (TGV) flow with five different SGS models.
TGV is the simplest fundamental flow that represents
vortex stretching and energy cascade processes that
lead to turbulence[1]. Initially, it is well-organized
and laminar. At later times, the viscous diffusion
plays an important role in dynamics and distorted
structures are formed. The decay rate of the ki-
netic energy reaches its peak after a couple of eddy-
turnover time, around ≈ 9. Then the flow struc-
tures die out due to the viscosity, following approxi-
mately the power-law spectrum. This transitional be-
havior is entirely determined by the viscosity. For
Reynolds number, Re ≥ 1000, this picture becomes
very clear[2]. Numerically, the kinetic energy should
be preserved during the inviscid simulations, due to
the lack of the viscous effects.

TGV basically represents the mechanism of
transition to turbulence and its decay. From this
point of view, it can be regarded as a canonical
example to some industrial/engineering flows and
serve as an appropriate test case for especially
turbulence modeling approaches.

The outline of the paper is as follows. Section
2 briefly describes the governing equation in LES,
SGS models used in this study and the solver as well.
Section 3 provides information about the numerical
setup of TGV flow. Section 4 presents the results
with detailed analyses and discussions.

2. SIMULATION METHODOLOGY

The central differencing finite-volume method
was used to discretize the governing equations on
a collocated grid. Second-order Crank-Nicolson
scheme was employed for time advancement[3]. The
numerical procedure is based on an implicit frac-
tional step technique combined with an efficient
multi-grid pressure Poisson solver [4].

The grid-filtered incompressible Navier-Stokes
equations in LES read

∂ūi

∂xi
= 0

∂ūi

∂t
+

∂

∂x j
(ūiū j) = −

1
ρ

∂p̄
∂xi

+ ν
∂2ūi

∂x j∂x j
−
∂τi j

∂x j

(1)

Here, τi j are the SGS stresses given as uiu j − ūiū j.

Most SGS models are eddy-viscosity models of
the form ,

τi j −
δi j

3
τkk = −2νsgsS̄ i j (2)

which relates the SGS stresses to the large-scale
strain rate tensor, S̄ i j,

S̄ i j =
1
2

(
∂ūi

∂x j
+
∂ū j

∂xi
) (3)

The SGS models used in this study are the Smagorin-
sky, the dynamic Smagorinsky, the Wale model,
the Vreman model and the one-equation model of
Yoshizawa. While the first four models compute
νsgs only using algebraic relations, the Yoshizawa
one-equation model solves an additional equation for
SGS kinetic energy, ksgs.

For the Smagorinsky model[5], νsgs is obtained
via

νsgs = (Cs∆)2|S̄ | (4)

where |S̄ | =

√
2S̄ i jS̄ i j. The Smagorinsky constant,

Cs, is set to 0.1 and ∆ is equal to grid size.

The dynamic Smagorinsky model tested here is
the one proposed in [6]. It uses the same analogy
with the Smagorinsky model. However, Cs in Eq.4
is not constant anymore. Instead, it is computed dy-
namically using a test filter as

Cs =
1
2

=
Di jPi j

Pi jPi j
(5)
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Here,

Di j = Ti j − τ̃i j

Ti j −
δi j

3
Tkk = −2C2

s ∆̃
2| ˜̄S | ˜̄S i j

Pi j = ∆2˜|S̄ |S̄ i j − ∆̃2| ˜̄S | ˜̄S i j

(6)

where (˜) denotes the test filter usually taken as twice
the grid filter and Ti j is the SGS stresses on the test
filter. This model allows backscattering, i.e., nega-
tive Cs from the small scales to the resolved flow.

The Wall-Adapting Local Eddy-Viscosity
(WALE) model[7] employs the traceless symmetric
part of the square of the velocity gradient tensor
which is

S d
i j =

1
2

(ḡ2
i j + ḡ2

ji) −
1
3
δi jḡ2

kk (7)

and calculates νsgs using

νsgs = (CW∆)2
(S d

i jS
d
i j)

3/2

(S̄ i jS̄ i j)5/2 + (S d
i jS

d
i j)

5/4
(8)

with CW = 0.33.
The Vreman model[8] is also an eddy-viscosity

model that has the following algebraic relation

νsgs = 2.5Cs
2

√
Bβ

αi jαi j
(9)

with

αi j =
∂ū j

∂xi

βi j = ∆2
mαmiαm j

Bβ = β11β12 − β
2
12 + β11β33 − β

2
13 + β22β33 − β

2
23
(10)

The last model introduced here is the one-equation
model by Yoshizawa[9]. The SGS kinetic energy
equation solved by the model reads

∂ksgs

∂t
+
∂

∂x j
(ū jksgs)

=
∂

∂x j

[
(ν + νsgs)

∂ksgs

∂x j

]
+ Pksgs −Cε

ksgs
3/2

∆

(11)

with Pksgs = 2νsgsS̄ i jS̄ i j , νsgs = Ck∆ksgs
1/2, Ck =

0.07 and Cε = 1.05.
Due to the formulations, the SGS models pre-

sented here, except the constant Smagorinsky model,
theoretically have capability to detect flow regions
including transitional, laminar, shear, wall and to
scale or vanish their SGS dissipations properly.

3. FLOW SETUP
The initial velocity field is given by

u0 = U sin(kx) cos(ky) cos(kz)
v0 = −U cos(kx) sin(ky) cos(kz)
w0 = 0

(12)

and the initial pressure field provided by the solution
of the Poisson equation is

p0 = p∞+(ρ0U2/16)(2+cos(2kz))(cos(2kx) cos(2ky))
(13)

where k is the wave number, 2π
L . L is the domain

length 2π.

Boundaries are triply-periodic. Since the charac-
teristic velocity is bounded by the unity and the char-
acteristic length is set to 1, the Reynolds number is
defined as the inverse of the kinematic viscosity, 1/ν
and set to 1600 . This also leads to an eddy-turnover
time of order unity. The Taylor micro-scale Re num-
ber (Reλ) can be defined as

√
2Re, giving an initial

value of 55. Simulations were performed on uni-
form 643 and 1283 grids and followed up to 15 non-
dimensional time-units with a time-step of 2.5×10−2.

4. RESULTS AND DISCUSSION

Fig.1 shows how the initially well-organized
structures lose their symmetries in time due to the
energy cascade and the vortex stretching and start to
break into smaller ones.

Fig.2 compares various flow diagnostics such as
evolution of the mean resolved kinetic energy (K),
skewness, flatness and Taylor micro-scale λ com-
puted by each model. K, which is computed as
K = 1

2 〈ūi〉
2, decreases due to increase in dynamic,

viscous interactions. Skewness (n = 3) and flatness
(n = 4) are the high-order velocity-derivative mo-
ments (structure functions) given by

S (n) =
1
3

∑
S i(n) (14)

where

S i(n) = (−1)n
〈
(
∂ūi
∂xi

)n
〉

〈
(
∂ūi
∂xi

)2
〉

n
2

(no summation on i) (15)

The skewness characterizes the rate at which en-
strophy increases by vortex stretching. Whereas,
the flatness is a measure of the intermittency of
the vorticity field driven by vortex stretching and
folding. Their average values given in the literature
change from 0.2 to 0.7 for skewness, and from 3
to 40 for flatness [10]. All the models produce
similar results which are in the given range and
show the same behavior. The largest discrepancies
between model results and the reference solution
are observed in skewness, both around t/τ ≈ 4 and
around transition time. The same discrepancy was
also observed by Hahn[11].

The Taylor micro-scale averaged over the three
homogeneous spatial directions is given as,

λ =
1
3

∑
λi (16)
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Figure 1. Q = − 1
2
∂ui
∂x j

∂u j

∂xi
iso-surfaces at τ =

0, 10, 20, 50 from top to bottom respectively. (Q =

0.019)

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

K

t/τ

 

 

Smagorinsky

Dyn. Smagorinsky

WALE

Vreman model

Yoshizawa one−eq.

(a) Mean resolved kinetic energy
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(c) Flatness
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Figure 2. Evolution of various flow diagnostics in
time on fine grid
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where

λi =

√√
〈(ui)2

rms〉

〈( ∂ūi
∂xi

)2〉
(no summation on i) (17)

The Taylor micro-scale is a length scale which was
first introduced by Taylor[12]. It does not have an ex-
act physical meaning [13]. However, it is often used
to define a Reynolds number that characterizes grid
turbulence [14]. It is an intermediate length scale be-
tween integral and Kolmogorov’s length scales. It is
roughly assumed that, below the Taylor micro-scale,
fluid viscosity significantly affects the dynamics of
turbulent eddies in the flow, the turbulent motions are
subject to strong viscous forces, and kinetic energy is
dissipated into heat [15].

In Fig.3, the dissipation of mean resolved ki-
netic energies, −dK/dt, are plotted for different reso-
lutions. Zoomed view of the transition peaks are also
provided. It seems that all the SGS models included
here are having difficulties in handling transition to
turbulence in time. Regardless of the grid resolu-
tion, the transition time is predicted slightly earlier
(t/τsim ≈ 8.2) by the models than the reference DNS
solution (t/τDNS ≈ 9). This behavior corresponds to
over dissipative nature of the SGS models for transi-
tion. Additionally, while the value of the transition
peak is higher than the reference on the fine grid, on
the coarse grid, it is vice versa. It points out an in-
creasing dissipation of mean resolved kinetic energy
with an increasing resolution. All the models also
have different peak structures. The Smagorinsky and
the dynamic Smagorinsky models show the most no-
ticeable differences among the models.

The mean enstrophy is given as the square of
vorticity(ω),

〈ω̄2〉 = 〈|∇ × ū|2〉 (18)

Enstrophy is the resolving power of a numerical
scheme that is a measure of its ability to represent
the flow physics accurately on a finite number of grid
cells [16]. As seen in Fig. 4, it follows a path similar
to the mean kinetic energy dissipation. Its value pre-
dicted by the models increases with increasing grid
resolution which points out high resolution require-
ment of models. The Yoshizawa one-equation model,
the Vreman model and the WALE model show no-
ticeably better performance, as it should be because
of their advanced differential operators in finding Cs
and computing νsgs.

The SGS viscosities plotted in Fig. 5a and 5b
are one of the most important quantities to make
some assessment when doing LES. First of all, no
backscattering is predicted by the models. The
Smagorinsky and the Dynamic Smagorinsky models
behave completely different than the others. Their
computed νsgs values are strongly depend on the grid
resolution. The Yoshizawa one-equation model have
a very smooth path in time, while evolution of the
others are relatively fluctuating in time.
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(c) Fine grid (1283)
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Figure 3. Dissipation of mean resolv. kin. energy
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0 5 10 15 20
0

5

10

15

20

e
n

s
tr

o
p

h
y

t/τ

 

 

Smagorinsky

Dyn. Smagorinsky

WALE

Vreman model

Yoshizawa one−eq.

(b) Fine grid (1283)

Figure 4. Evolution of enstrophy in time

Production term, Pksgs = 2νsgsS̄ i jS̄ i j in Fig.5c
and 5d computed by the models on the coarse grid is
wider than the fine grid solution which is narrow and
accumulated around the transition time. The mini-
mum values are given by the WALE model and the
Yoshizawa one-equation model. The largest values
are computed by the Smagorinsky and the Dynamic
Smagorinsky models. Unlike the SGS viscosities,
the production is almost independent of the grid res-
olution.

In order to observe the distribution of turbulent
kinetic energy among the wave numbers, the energy
spectrum is also computed at time t/τ = 8.2 when the
dissipation reaches its peak and plotted in Fig.6. Kol-
mogorov’s k−5/3 line in the inertial sub-range is also
plotted for comparison. There is no noticeable differ-
ence among them in the inertial sub-range. However,
at high wave numbers or smaller scales where the
viscous dissipation dominates the flow (i.e., dissipa-
tion range), there is an observable difference between
the Dynamic Smagorinsky and the Yoshizawa one-
equation model. The Dynamic Smagorinsky model
is the most dissipative in this range due to the largest
contribution of µsgs to the total dynamic viscosity.
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Figure 5. Evolution of Pksgs term and νsgs in time
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Figure 6. Turbulent kinetic energy (E(k)) .vs.
wave number (k)

This study shows that SGS models constructed
with advanced mathematical operators, which are
able to describe the flow structures and their inter-
actions in a physically correct way, produce results
close to DNS by adaptively scaling their inherent dis-
sipations. Further tests must be done for the flows in-
cluding other complex features such as spatial tran-
sition and separation-reattachment regions, for better
understanding of the behavior of SGS models.

ACKNOWLEDGEMENTS
IY thanks to The Scientific and Technological

Research Council of Turkey (TUBITAK) for sup-
porting his research stay in Sweden. The financial
support of SNIC (Swedish National Infrastructure for
Comp.) for computer time at C3SE (Chalmers Cen-
ter for Comp. Sci. and Eng.) under the Project C3SE
2015/1-11 is also gratefully acknowledged.

REFERENCES
[1] Taylor, G., and Green, A., 1937, “Mechanism

of the Production of Small Eddies from Large
Ones”, Roy Soc London Proc Series A, Vol.
158, pp. 499–521.

[2] Brachet, M., Meiron, D., Orszag,
S.A.and Nickel, B., Morf, R., and Frisch,
U., 1983, “Small Scale Structure of the Taylor-
Green Vortex”, J Fluid Mechanics, Vol. 130,
pp. 411–452.

[3] Davidson, L., and Peng, S. H., 2003, “Hybrid
LES-RANS modelling: A One-equation SGS
Model Combined with a k-ωModel for Predict-
ing Recirculating Flows”, Int J for Num Meth in
Fluids, Vol. 43 (9), pp. 1003–1018.

[4] Emvin, P., 1997, “The Full Multigrid Method
Applied to Turbulent Flow in Ventilated En-
closures Using Structured and Unstructured
Grids”, Ph.D. thesis, Dept. of Thermo and Fluid
Dynamics, Chalmers University of Technology.

[5] Smagorinsky, J., 1963, “General Circulation
Experiments with the Primitive Equations”,
Monthly Weather Review, Vol. 91, p. 99.

[6] Yang, K., and Ferziger, J., 1993, “Large-Eddy
Simulation of Turbulent Obstacle Flow Using
a Dynamic Subgrid-Scale Model”, AIAA Jour-
nal, Vol. 31 (8), pp. 1406–1413.

[7] Nicoud, F., and Ducros, F., 1999, “Subgrid-
Scale Stress Modelling Based on the Square
of the Velocity Gradient Tensor”, Flow, Tur-
bulence and Combustion, Vol. 62 (3), pp. 183–
200.

[8] Vreman, A. W., 2004, “An eddy-viscosity
subgrid-scale model for turbulent shear flow:
Algebraic theory and applications”, Physics of
Fluids (1994-present), Vol. 16 (10), pp. 3670–
3681.

[9] Yoshizawa, A., 1986, “Statistical theory for
compressible turbulent shear flows, with the ap-
plication to subgrid modeling”, Physics of Flu-
ids (1958-1988), Vol. 29 (7), pp. 2152–2164.

[10] Sreenivasan, K. R., and Antonia, R. A., 1997,
“The Phenomenology of small-scale turbu-
lence”, Annual Review of Fluid Mechanics,
Vol. 29, pp. 435–472.

[11] Hahn, M., 2008, “Implicit Large-Eddy Sim-
ulation of Low-Speed Separated Flows Using
High-Resolution Methods”, Ph.D. thesis, Cran-
field University, School of Engineering, De-
partment of Aerospace Sciences.

[12] Taylor, G., 1935, “Statistical theory of turbu-
lence”, Proceedings of the Royal Society of
London Series A, Mathematical and Physical
Sciences, Vol. 151 (873), pp. 421–444.

[13] Pope, S., 2000, Turbulent Flows, Cambridge
University Press.

[14] Tennekes, H., and Lumley, J., 1972, A First
Course in Turbulence, The MIT Press.

[15] Landahl, T., and Mollo-Christensen, E., 1992,
Turbulence and Random Processes in Fluid
Mechanics, Cambridge University Press.

[16] Shu, C.-W., Don, W.-S., Gottlieb, D., Schilling,
O., and Jameson, L., 2005, “Numerical Conver-
gence Study of Nearly Incompressible, Inviscid
Taylor–Green Vortex Flow”, Journal of Scien-
tific Computing, Vol. 24, pp. 1–27.

CMFF15-139 656



Conference on Modelling Fluid Flow (CMFF’15) 

The 16
th

 International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015  

CFD CALCULATION OF NEW LP STAGE BEFORE THE EXTRACTION 

POINT IN A 225 MW TURBINE 

Mariusz SZYMANIAK1, Andrzej GARDZILEWICZ2 

 
1 Corresponding Author. Turbine Department, Institute of Fluid Flow Machinery Polish Academy of Sciences. Fiszera 14, 80-231 

Gdansk, Poland. Tel.: +48 58 6995 106, Fax: +48 58 4116 144, E-mail: masz@imp.gda.pl 
2 Turbine Department, Institute of Fluid Flow Machinery, Polish Academy of Sciences. E-mail: gar@imp.gda.pl 
 

 

ABSTRACT 

A new design of steam turbine stage before the 

extraction point is presented. In this solution a 

special ring leads the steam leakage flow directly to 

the heat exchanger. The performed experiments and 

calculations confirmed operating and efficiency 

advantages of the new design, which has been  

applied, so far, in 30 old turbines with Baumann 

stages and, more recently, in the modernised LP 

exit parts of 225 MW turbines in the Polaniec, 

Kozienice, and Laziska power plants. In total, in 

recent 25 years the new solution has been applied in 

fifteen 225 MW turbines with new last stages of 

ND37 and ND41 type. 

Keywords: turbine stages, leakages, extraction 

point, axial flow turbomachinery 

NOMENCLATURE 

N [MW-] power 

Cm [m/s] axial velocity 

pt [bar] total pressure 

p [kPa] static pressure 

H [mm] height of blade 

t [degC] temperature 

qk [kJ/kWh] specific heat consumption 

1. INTRODUCTION 

For operating reasons, steam turbine stages 

should have clearances over the rotor blades. The 

steam flow through these clearances has higher 

energy than the main flow; also its direction is 

different. Consequently, it is a source of kinetic 

energy losses in this turbine part, mainly resulting 

from the formation of separation zones, intensive 

mixing processes, and blockage of the flow to 

regenerative heat exchangers. In particular, 

extremely intensive dissipative processes are 

observed in the area above the unshrouded rotor 

blades of LP turbine last stages, where the steam 

flow leaving the clearance accelerates to transonic 

velocities. These anomalies have been confirmed 

experimentally on 200 MW turbines [1, 2]. The 

measuring instruments used in those experiments 

are shown in Figure 1. 

 

Figure 1. Thermal measurement equipment used 

in the LP section of 200 MW turbine with 

Bauman stage; zones of influence of the tip 

leakage flow are shadowed grey. 

Plate probes inserted into the flow path enabled to 

measure pressure, temperature, and velocity 

distributions with high accuracy. Based on the 

analysis of the recorded data, a new very efficient 

solution has been proposed, patented and practically 

applied [3]. A concept of the new solution of steam 

turbine stage before the regenerative extraction 

point is shown in Figure 2. 

A properly shaped ring installed in the tip 

clearance area of the unshrouded rotor blade directs 

the leakage flow to the extraction chamber. Leaving 

aside details of the patent, its advantages mainly 

consist in eliminating the swirl zone in the flow, as  

the ring removes a so-called aerodynamic curtain 
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generated by the transonic steam flow behind the tip 

clearance. 

a) 

 
b) 

 

Figure 2. New design of the stage before the 

extraction point (a). Ring inside the turbine flow 

path [3] (b). 

Simultaneously, the steam flow capacity of the 

stage behind the extraction point is significantly 

increased by:  

 eliminating the mixing between the tip 

leakage flow and the main flow, as the 

leakage flow goes directly to the extraction 

chamber;  

 additional thermal loading of the first 

regenerative exchanger, which is usually 

underheated, by the high-energy leakage 

flow from the extraction chamber. It is 

noteworthy that the mass flow rate of the 

leakage flow is comparable to that of the 

extraction flow;  

 eliminating the liquid phase from the flow, 

since the ring operates as a separator of 

secondary water droplets existing in that 

part of steam turbine.  

The results of pressure measurements performed on 

an older 200 MW turbine before and after its 

modernisation are shown in Figure 3 [2]. For 

reference purposes, the diagrams in the figure also 

include calculated velocity distributions. The 

presented results of measurements and calculations 

confirm the advantages of the new solution. 

 

Figure 3. Distribution of total and static pressure 

along the measuring line before modernisation 

(upper diagram) and after ring introduction 

behind the 2-nd LP turbine stage (lower 

diagram) [2]. 

Quantitative benefits resulting from the use of 

the patent were evaluated for 400 - 800 kW, 

depending on operating conditions. Over the period 

of 1991 – 2015, the new solution has been applied 

in fifteen 225 MW turbines, with no operating 

trouble recorded [4]. 

2. PROPOSAL OF STAGE 
MODERNISATION IN APPLICATION TO 
225 MW LP TURBINE  

Possible applications of the patent in the low-

pressure parts of the 225 MW turbines, which were 

modernised in Poland, were presented in 2002 [5]. 

A general concept of stage modernisation is shown 

in Fig. 4. It was developed based on experimental 

investigations performed in a real steam turbine 

with ND 37 exit, produced by Alstom. A schematic 

diagram of the measurement system is shown in 

Fig. 4. The performed measurements enabled to 

detect the presence of a jet downstream the tips of 

the unshrouded rotor blades in the last-but-one 

stage. Like in older constructions, this jet disturbed 
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the flow structure by blocking the steam admission 

to the regenerative extraction system. 

These results of the measurements were confirmed 

by complementary computer simulations, selected 

results of which are shown in Fig. 5. The figure   

compares total pressure distributions in the stage 

before and after ring introduction. 

The presence of the jet flow and the blockage was 

confirmed by distributions of salt deposits observed 

on the surfaces of the last stage stator blades in the 

real turbine [6]. In fact, this jet was not only the 

source of energy losses, but also provoked untypical 

erosion damages of the last stage blade system (see 

Fig. 6). 

 

 

Figure 4. Measuring system in the new LP part 

of 225 MW turbine. 

 
 

 

Figure 5 Graphic presentations of pressure and 

streamline patterns in the gap between 225 MW 

turbine stages 3 and 4 [5]. 

Intensified damages of the leading edges in 

their tip sections were mainly caused by large water 

droplets, recorded in the steam flow, which were 

not disintegrated in the blockage area. Minor 

damages observed in the remaining part of the 

leading edge were generated by smaller droplets 

splashed by the leakage flow. In particular, the 

erosion defects situated in the blade area beyond the 

hardened zone, see arrow in Fig. 6, are very 

dangerous for the structure of turbine blades. The 

water droplets which reach this area have highly 

acidic nature (pH<5), which can be a source of 

dangerous cracks in the erosion zone [7]. 

 

 

Fig. 6. Leading edge damage patterns observed 

in the 225 MW turbine last stage stator blade 

system. 

To eliminate those unfavourable phenomena, a 

decision was made to install a ring in the blade 

system in the modernised 225 MW turbine with exit 

ND41A [8]. A design of the new solution is shown 

in Fig. 7. 

To estimate benefits and check the new solution, the 

experimental investigation [9] and the CFD 

technique were employed [10]. Due to the fact that 

the installed ring better organised the flow in the 

blade system and removed the effects of swirl, 

mixing and blockage, certain benefits of its 

installation were acquired. In this case the layout of 

the ring in the flow path was optimised numerically.  

CMFF15-141 659



When the ring is installed too high, it does not 

fully eliminate the blockage, but divides the flow 

into two parts. It does not separate water droplets 

collecting behind the last-but-one stage either (see 

Fig. 8a). On the other hand, when the ring is too 

low, it increases the swirl zone in the aerodynamic 

wake of the flow and unfavourably decreases the 

pressure in the extraction chamber. 

 

Fig. 7. Design of patent based ring assembly in 

the modernized exhaust ND 41A [8]. 

When the ring was too short, it rapidly stopped the 

leakage flow on the limiting wall, thus generating 

energy losses and possible erosion of the stator grip 

(Fig. 8b). And when it was too long, it undesirably 

intensified swirls in the extraction chamber (Fig. 

8c).  

The streamline pattern for the optimal ring 

position and dimension, in efficiency terms, is 

shown in Fig. 9 and compared to the pattern before 

modernisation. 

For this ring position, and for the thermodynamic 

data corresponding to nominal conditions of turbine 

operation, the pressure increase calculated in the 

extraction chamber was equal to 2-3 kPa, which is 

equivalent to 3-4 deg C rise of the feedwater 

temperature after the first exchanger.  

The numerical calculations also revealed that after 

the modernisation the efficiency of the last stage 

increased by about 1%, assuming the unchanged 

efficiency levels in the remaining stages. This 

efficiency increase results mainly from more 

uniform velocity distribution at inlet to the last 

stage stator after the modernisation. The gains are 

not impressive but worth noticing if we take into 

account that the nominal power of the last stages in 

both LP turbines exceeds 20 MW.  

 

a) 

 
b) 

 
c) 

 

Fig. 8 Total pressure distribution after the last-

but-one stage for different ring installations in 

the turbine flow (a) ring too high, (b) ring too 

short, (c) ring too long. 

The presented data, referring both to efficiency 

and pressure changes in the extraction chamber, 

were used to calculate gains resulting from the use 

of the patent, based on the thermal cycle balance of 

the entire turbine. The calculations made use of the 

in-home code DIAGAR, tuned to the turbine 

operation parameters measured in the power plant 

[11]. 

Figure 10 shows turbine power increase as a 

function of load and condenser pressure, for the 

same thermal parameters at turbine inlet and exit 

before and after modernisation.  
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For the turbine load ranging within 120-225 MW 

and the condenser pressure equal to 3-6 kPa we can 

expect the turbine power increase by 150-420 kW, 

which corresponds to the reduction of the specific 

heat consumption by 10-15kJ/kWh.  

 

 
 

 

Fig. 9. Comparing streamline patterns behind 

stage 3 before and after modernisation 

 

Figure 10. Power gain in the 225 MW turbine 

after patent application. 

The adopted design solution was carefully 

analysed in strength and dynamic aspects. The 

structure of the ring turned out safe and reliable. 

The performed calculations took into account 

different operating conditions, including start-ups 

and shut-downs [12]. 

The technology of manufacturing and assembly 

has been carefully elaborated [13]. It takes into 

account specific conditions of steam turbine 

operation. The ring installed in the turbine is shown 

in Fig.11. 

 
 

 

Fig. 11. Photos of the ring installed in stator 

grips in 225 MW turbine. 

Visual inspections, done after 2 years of turbine 

operation with the installed rings, did not reveal any 

increase of erosion threat. 

CONCLUSIONS 

1. The application of a new stage design before the 

extraction point in the LP part with the ND41A exit 

of the 225MW turbine leads to power gains 

exceeding 400 kW, which is equivalent to the 

reduction of the specific heat consumption by 15 

kJ/kWh. These gains result from higher load of the 
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first exchanger and improved flow efficiency of the 

last stage.  

2. Introducing the ring in the diffuser behind stage 3 

not only removes the steam leakage, but also 

eliminates water droplets separated in this turbine 

part, because the ring mounted inside the flow path 

operates as an ejector. This should reduce damages 

of the last-stage stator blade leading edges, 

especially in their unhardened sections.  

3. The new construction turned out relatively easy 

to assembly and safe in operation. The rings are to 

be precisely fixed in the turbine with respect to the 

stator grips, taking into account not only machining 

tolerances but also relative movements of the 

moving and stationary turbine parts during turbine 

start-ups and shut-downs.  

4. The planned final verification of the obtained 

gains will base on more precise thermodynamic 

measurements, and detailed inspection of the blade 

surfaces to assess erosion progress. 
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ABSTRACT 

Dam-break turbulent flow interacting with 

obstacles is simulated with the VOF method 

implemented in an in-house unstructured-grid 

finite-volume Navier-Stokes code. A special 

attention is paid to prediction of separation 

phenomena using low-Re computational grids that 

provide full resolution of viscous sublayers on the 

bottom and side confining walls, if any. Some 

original developments aimed at improvement of the 

VOF method robustness for such kind of flows are 

presented. The test case considered is interaction of 

the dam-break induced water stream with a 

triangular obstacle. Computations under conditions 

of experiments by Soares-Frazao (2007) have been 

carried out on the base of 2D and 3D formulations. 

It is shown that action of the bottom wall friction 

leads to formation of one or two separation 

“bubbles”, depending on the flow development 

phase, and to occurrence of associated hills at the 

free surface, which are observed in experimental 

photos as well. Taking into account presence of side 

walls of the experimental channel results in 

solutions with a considerably 3D shape of the 

computed free surface, and its side view much 

better agrees with the experimental photos than that 

given by 2D solutions. Moreover, local-in-time 

separation of the flow from the side walls is 

predicted with the 3D formulation. 

Keywords: CFD, dam-break flow, flow-obstacle 

interaction, viscosity induced separation, VOF 

method 

NOMENCLATURE 

v [m/s]  velocity vector 

p [Pa] pressure 

C [-] marker function  

t [s] time 

g [m/s
2
] gravitational acceleration vector 

 [kg/m
3
] density 

 [Pa·s] dynamic molecular viscosity 

F [m
3
/s] volumetric flux 

V [m
3
] computational cell volume 

S [m
2
] computational cell face area vector  

 

Subscripts and Superscripts 

 

l, g liquid, gas 

i, j current and previous time layers 

P  center of a computational cell 

f  center of a computational cell face 

1. INTRODUCTION  

Dam-break flows or other impact single-wave 

flows may cause damage of civil and industrial 

buildings and constructions. For the sake of the 

damage mitigation or minimization such kind of 

flows must be well studied including all the aspects 

of their interaction with different obstacles.  

To date experimental data is available for several 

model dam-break flows that interact with obstacles 

having different shape (triangular – [1, 2], trapezoidal 

– [3, 4], vertical wall – [5, 6] and others). As a rule, 

experimental works provide a set of photos showing 

free surface configuration for different time instants.  

Currently experimental studies are being 

displaced more and more by numerical simulation 

applicable to a wide variety of flows. Different 

numerical models have different computational 

costs and areas of applicability. According to this 

trend, experiment is increasingly used as a data 

source for validation of mathematical models and 

computational tools. Sure, this statement is 

completely applicable to the problems attributed to 

the dam-break flows.  

Traditionally numerical modeling of a single 

wave propagation and its interaction with different 
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obstacles is performed using a method of shallow 

water equations (SWE) (see for example [1, 7-10]), 

which provides a proper prediction of unsteady 

areas of water raise before the obstacles (positions 

of these areas and their height). However, the SWE 

method is not capable to reproduce details of wave-

obstacle interaction, such as overturning (breaking) 

of a negative wave, which appears when a stream is 

fully or partly reflected by an obstacle, and fails to 

predict accurately pressure distribution over walls of 

the obstacle (especially in case of bluff obstacles). As 

well, as pointed in some of the aforementioned 

contributions, the SWE method does not predict 

accurately propagation speed of the main intensive 

wave and reflected waves, and does not reproduce 

details of their free surface shape. 

Alternative to the SWE approach is solving the 

full 3D or 2D (in case of flow uniformity in the 

spanwise direction) Navier-Stokes (NS) equations, 

or the Reynolds Averaged Navier-Stokes equations, 

(RANS), if turbulence is considered as a significant 

factor. Capabilities of the SWE and NS approaches 

are compared, in particular, in [3] and [11]. 

Computational results obtained via solving the 

Navier-Stokes equations for dam-break flow 

interacting with different obstacles can be found in 

[2-5, 12, 13]. 

Separation zone may occur at front side of an 

obstacle. Such a zone can be seen, in particular, in 

the 2D velocity field computed with code Flow-3D 

for a model dam-break flow interacting with a 

trapezoidal obstacle [3]. Apparently, appearance of 

this zone is caused by an adverse pressure gradient 

occurring when the flow goes up at a front side of 

the obstacle. 

Application of numerical methods for analysis of 

such a complicated flow like the intensive single-

wave interaction with an obstacle requires a justified 

assurance that no scheme factors are affecting 

considerably a solution. This requirement is related 

to both the schemes used for prediction of free 

surface evolution and to the approaches employed for 

near-wall layer treatment. 

Typically, the flows under consideration are 

characterized by high Reynolds numbers, and are 

often (in most cases) modeled with usage of one or 

another turbulence model. Here it should be noted 

that majority of previous computations of free 

surface flow developing over a wall were performed 

with application of the standard wall function 

technique (using so-called high-Re computational 

grids) to satisfy no-slip condition on the solid wall 

or even with prescribing slip condition. It is well 

known however that the standard wall functions do 

not perform well in case of boundary layer 

separation caused by adverse pressure gradient.  

Nowadays the most popular approach for free 

surface tracking is the Volume-of-Fluid (VOF) 

method [14]. It allows performing computations in 

cases of strong deformation of free surface including 

the case of wave breaking. In this method free 

surface position is determined by space distribution 

of so-called marker function presenting volume 

fraction of fluid. Marker function is governed by a 

convective transport equation, and the quality of 

numerical schemes used for approximation of this 

equation affects directly the free surface artificial 

smearing or/and deformation. 

It is well known that application of conventional 

schemes for convective flux evaluation is not suitable 

for solution of the marker-function equation as it 

leads to smearing of a transitional area, where the 

fluid volume fraction must vary rapidly from zero to 

unity, over plenty computational cells. There are 

several specialized (so-called “compressive”) 

numerical schemes proposed in literature for 

approximation of this equation, for example HRIC 

[15], CICSAM [16] and M-CICSAM scheme [17]. 

The present work is aimed to development and 

application of 3D numerical techniques for 

modeling of dam-break turbulent flow interacting 

with an obstacle. Some original developments 

aimed at improvement of the VOF method 

robustness for such kind of flows are presented. A 

special attention is paid to prediction of separation 

phenomena using low-Re computational grids that 

provide full resolution of viscous sublayers on the 

bottom and confining side walls. Results of 2D and 

3D computations performed for a test configuration 

with a triangular obstacle are presented and 

discussed. 

2. COMPUTATIONAL METHOD 

Present developments and computations are 

based on using an in-house unstructured-grid finite-

volume Navier-Stokes code called Flag-S. In this 

code the VOF method is used for free surface 

tracking, and the SIMPLEC algorithm is used for 

pressure-velocity coupling in computations of 

incompressible fluid motion. Note also that all 

computational results presented below were 

obtained without taking into account effects of 

surface tension on the gas-liquid interface.  

2.1. VOF method 

As mentioned in Introduction, in the framework 

of the VOF method [14] free surface position is 

determined by spatial distribution of so-called 

marker-function C, which in fact is volume fraction 

of fluid in a computational grid cell: С=1 – cell 

contains only liquid, С=0 – cell contains only gas. It 

is assumed that the free surface coincides with an 

isosurface C=0.5. Herewith, liquid and gas can be 

treated as a single fluid having variable material 

properties defined as follows (this approach is 

called one fluid formulation): 

 

  
  gl 1  СC   (1) 
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  gl 1  СC   (2) 

 

Governing equations for this effective fluid 

motion are solved throughout the entire 

computational domain and no boundary conditions 

at the gas-liquid interface are needed. 

To apply the finite-volume method, the 

governing equations are written in a conservative 

form. Conservative form of the momentum equation 

is given by:  

 

  
    gvpvv

t

v







  (3) 

 

The equation governing convective transport of 

the volume fluid fraction can be also transformed to 

a conservative form (4) using continuity equation 

(5) applicable for incompressible liquid and gas. 

 

  
  0




vC

t

C  (4) 

 

  0 v  (5) 

 

According to the finite-volume technique, 

discretized forms of these equations are as follows 

(summation is performed over all faces of a control 

volume being a computational cell):  
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  (6) 

 

  
 

f

f 0F  
(7) 

 

Here Ff is volumetric flux defined as 

fff vSF  . Different values of parameter  

correspond to different time-discretization schemes. 

Note that form (6) ensures conservation of the 

marker-function total amount in the computational 

domain, i.e. ensures liquid and gas global 

conservation.  

As seen from (6), values of the marker-function 

at computational cell faces, Cf , are required. They 

should be evaluated via interpolation of C-values 

from neighboring cells. It is known that 

conventional upwind schemes most commonly used 

for discretization of convective terms (in 

momentum equation, for example) are inappropriate 

for equation (6) as they lead to smearing of the gas-

liquid interface over many computational cells.  

In the literature, several specialized (so-called 

“compressive”) numerical schemes are proposed for 

approximation of Cf. A detailed comparative study 

of performance of two popular schemes HRIC [15] 

and CICSAM [16], and also a promising 

modification of CICSAM scheme, M-CICSAM 

[17] was conducted in work [18]. The latter one has 

demonstrated its superiority over the other schemes 

examined: less dependence on quality of 

computational grid and time step size. According to 

these findings, the M-CICSAM scheme was chosen 

for the computations presented below. It was found 

also that the Crank-Nicolson scheme 

(corresponding to ) is preferable when solving 

equation (6) [18]. 

In case of taking into account turbulence 

effects, the set of above-given governing equations 

is added by transport equations of turbulence 

parameters that define the eddy viscosity, and the 

latter is simply added to the molecular one. For the 

present computations, two-equation SST turbulence 

model developed by Menter [19] was used, and the 

transport equations of this model were solved 

throughout the computational domain, i.e. with no 

boundary conditions at the gas-liquid interface. 

2.2. Approximation of convective part of 
the momentum equation 

Convective flux of momentum at a cell face is 

evaluated via application of an interpolation 

procedure using density and velocity values from 

neighbouring cells. At that, a specific issue arises 

when treating the area corresponding to the gas-

liquid interface since fluid density in this area 

changes rapidly by several orders. As a result of this 

rapid change, density approximation method has a 

dramatic effect on the cell-face momentum flux 

evaluated. As pointed in [20], writing momentum 

equation in the above given conservative form (3) 

implies that at the stage of their discretization the 

density interpolation procedure must provide those 

density values at cell faces that (together with the 

applied time approximation scheme) ensure 

fulfilment of discretized conservative form of non-

stationary continuity equation for the effective fluid. 

This requirement may be satisfied by using same 

time approximation for the momentum equation and 

for equation (4), and evaluating cell-face density 

values directly using Cf values that are computed at 

solving equation (6) [20]. 

However, the above described approach 

prevents implementation of special numerical 

“tricks” that can improve effectiveness and 

robustness of the VOF method and quality of the 

computed marker-function field. One of such 

“tricks”, aimed at extra sharpening of the gas-liquid 

interface, is reported in [21]. Another motivation for 

rejection of the approach elaborated in [20] is due to 

difficulties with its implementation in the 

framework of fractional step strategy, which is 

rather efficient and implies that several time steps 

are done at solving equation (6) within one time 

step at solving the fluid dynamics governing 

equations.  

To avoid the necessity of usage of fully 

consistent discrete approximations for equations (3) 

and (4) one could, in particular, employ the 

momentum equation written in the conventional 
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non-conservative form (8a), as it was done, for 

instance, in [22], or in the “partially” conservative 

formulation (8b) used in [23]:  
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  (8a) 
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  (8b) 

 

Discretized forms of these equations given by 

(9a) and (9b) illustrate that no density face values 

are needed: 
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These two variants were tried at 

implementation of the VOF method in code Flag-S 

(note that for time discretization of momentum 

equation the Crank-Nicolson scheme was used for 

all the computations presented below). It has been 

established, however, that both schemes (9) result in 

dramatic false deformation of gas-liquid interface 

even in relatively simple cases. As an example, 

Fig.1 depicts results of 2D test computations carried 

out with schemes (9a) and (9b) for case of gravity-

induced free falling of a circular liquid cylinder, 

diameter 0.04 m, surrounded by air (the latter 

remains at rest far from the cylinder). Obviously, 

that at very short times (when the cylinder velocity 

is small and liquid-air interaction is insignificant) 

the shape of the cylinder has to remain practically 

the same as at the initial instant. Fig. 1 shows, 

however, that both schemes (9) produce large 

deformations of the cylinder shape even for a time 

interval of 0.07 s that is sufficiently small (the 

cylinder passes less than one diameter). 

To overcome this issue, it is suggested to 

rewrite the momentum equation in novel form (10) 

and to use its discrete analog (11). This form 

provides a proper reduction of errors originated 

from numerical violation of mass balance in 

computational cells. 
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For the test case with falling liquid cylinder, 

results of computations preformed with scheme (11) 

are also shown in Fig. 1. One can see a radical 

improvement of the prediction quality, as compared 

with the case of using schemes (9a) and (9b). 

Note that a form analogous to (11) was used for 

discretization of convective term in transport 

equations of turbulence model. 

 

Figure 1. Effect of momentum convective term 

numerical approximation on the shape of free 

falling liquid cylinder: 1 – approximation based 

on using scheme (9а), 2 – (9б), 3 – (11) 

2.3. Approximation of pressure gradient 

The finite-volume discretization for pressure 

gradient in momentum equation (3) is given by: 

 

  
  

f

Sp
V

p ffP
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(12) 

 

Here again pressure values pf at cell face 

centers should be evaluated via interpolation of 

pressure values from neighboring cells. 

Unfortunately, conventional linear interpolation 

technique (13) works incorrectly in case of resting 

liquid and gas, which is characterized by 

discontinuity in pressure gradient. For the sake of 

clarity, consider a case where a mesh face coincides 

with a free surface (see Figure 2). In this case, 

usage of correct pressure values at centers of 

neighboring cells 1 and 2 will produce an 

overestimated pressure value at the face. As a 

result, for cells 1 and 2 application of (12) gives a 

pressure gradient value that is not balanced with the 

gravity force. Consequently, momentum equation 

will be not satisfied in case of zero fluid velocities 

(as it should be), and non-physical, increasing in 

time local oscillations of velocity and pressure 

fields will arise. 

 

  21

1221
linf

dd

dpdp
p






 
(13) 

 

 

Figure 2. Scheme of pressure distribution in the 

vicinity of gas-liquid interface for case of resting 

liquid and gas, and interpolated pressure values 

at a mesh face coinciding with the interface 
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It can be easily obtained that a correct face 

pressure value is generated when using a density-

weighted interpolation given by: 

 

  2211

112221
weightedf

dd

dpdp
p










 
(14) 

 

It has been established, however, that usage of 

scheme (14) in case of liquid and gas motion leads 

to occurrence of intensive even-odd pressure 

oscillations near the gas-liquid interface, in 

particular, in the above presented case of a free 

falling liquid cylinder. To overcome this issue, a 

combination of schemes (13) and (14) is proposed 

where the weight  is dependent on value of the 

angle  between normal to a grid face and the 

gravity vector: 

 

    2
linfweightedff 1 cos,ppp 

 
(15) 

 

Test computations performed in the present 

work with scheme (15) have shown that it works 

correctly in both the cases of resting and free falling 

liquid. 

2.4. Problems of accurate resolution of 
viscous near-bottom layer in case of 
liquid spreading along a dry wall 

As mentioned above, free surface flows, and in 

particular dam-break flows, are most commonly 

modeled using high-Re computational grids and 

standard wall-function technique for determination 

of wall friction. However, accurate prediction of 

flows with occurrence of near-bottom separation 

zones requires accurate resolution of near-wall 

viscous layer that implies using a low-Re grid 

strongly clustered near the wall (with normalized 

distance, Y
+
, of the first computational point to the 

wall less or about unity). First our attempts to use 

such a grid for simulation of dam-break flow 

developing along a dry bottom have highlighted a 

serious issue.  

Consider the simplest 2D dam-break test case, 

where after sudden removal of the retaining wall the 

fluid floods the dry horizontal wall due to gravity 

(see Figure 3, a). The computations with a low-Re 

grid have shown that the air initially located in 

computational cells in vicinity of the dry bottom 

can not be properly displaced by the spreading fluid 

because velocity values in these cells are very low. 

As a result, a thin elongated non-physical air layer 

occurs at the bottom (Fig. 3, b).  

To make sure that this artefact is not caused by 

any mistakes in code Flag-S, a computational run 

for this test case was also performed with 

commercial CFD code ANSYS Fluent-14.0 using 

the same grid, and results are shown in Fig. 3, c. 

One can see that in the solution using Fluent a non-

physical near-bottom air layer is observed as well 

(the reason of spatial oscillations seen in the Fluent 

solution remains unclear). 

 

  

 

 

Figure 3. Occurrence of non-physical near-

bottom air layer in computations of water flow 

spreading along a dry wall: (a) general view, 

(b,c) view of near-bottom zone (stretched in the 

vertical direction) from results obtained with (b) 

code Flag-S and (c) ANSYS Fluent 

Obviously that this non-physical air layer leads 

to a radical under-estimation of wall friction. As a 

result, boundary layer separation phenomenon can 

not be predicted accurately. So a special numerical 

technique should be introduced to overcome this 

issue. In the present work, an artificial diffusion 

term acting in a thin near-wall region was added to 

the marker-function transport equation as follows: 

 

  
    0,CmaxvC

t

С





  (16) 
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max

cell0

dd,
d

dd

dd,


  (17) 

 

Here max and dcell are user defined parameters, 

and dcell defines distance from the wall within which 

the diffusion term is active. Typically, it can be set 

to one half of computational cell size in the flow 

core. With such a choice, dcell is sufficiently large to 

cover the area of the non-physical effect under 

consideration and at the same time it is sufficiently 

small to avoid noticeable influence on the flow field 

prediction. max is a diffusion coefficient. For the 

present computations it was set to 0.0001(gH
3
)

1/2
, 

where H is the initial height of the water. This 

relatively small value was sufficient to completely 

avoid occurrence of the non-physical air layer. 

t=0 
t=0.4 s 

a) 

b) 

c) 
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3. RESULTS OF COMPUTATIONS FOR 
A TRIANGULAR OBSTACLE 

3.1. 2D computations 

Experimental study of dam-break water flow 

interaction with a triangular obstacle was conducted 

in [1] under geometrical and initial conditions 

defined in Figure 4. In the experiments, the flow 

was treated as nominally two-dimensional. 

Confining side walls were transparent, and the free-

surface shape at various time instants was fixed 

with a photo camera. 

 

Figure 4. Experimental conditions in [1]. All 

dimensions are given in centimetres 

Basic two-dimensional computations were 

performed with no-slip conditions on the initially 

dry bottom of the channel and the obstacle surface. 

The computational grid had 25 000 quadrangle cells 

and was clustered near the wall so that Y
+
-values 

were less than unity. Additional run was done using 

slip conditions, both on the bottom and the obstacle 

surface. For this run, the grid had 16 000 cells, with 

no clustering near the wall. For both the runs, the 

SST turbulence model [19] was employed. 

Free surface shapes computed with two types of 

wall boundary conditions are compared in Figure 5. 

The computational results are superposed onto 

experimental photos given in [1] for two time 

instants counted from the instant of sudden removal 

of retaining partition. One can see that the free 

surface shape predicted with the slip condition (Fig. 

5 a, c) disagrees with experimental observations 

dramatically. An accurate resolution of near wall 

viscous effects results in a considerable 

improvement of the flow prediction quality. The 

most important difference between the solutions is 

attributed to manifestation of separation phenomena 

in the case of no-slip conditions. Fig. 5 shows that 

firstly one (at t=3.0s) and then two (t=3.7s) 

relatively large separation zones occur in front of 

and at the obstacle. Occurrence of these zones leads 

to formation of «hills» on the free surface, visible in 

the experimental photos as well. 

Two more runs with accurate resolution of 

viscous sublayer were performed reducing the 

molecular viscosity by 10 and 100 times, and 

keeping the sizes of the channel as in the 

experiments [1]. Note that after rescaling of the 

problem according to the similarity theory, one can 

easily conclude that these runs are equivalent to 

cases of real-viscosity water flow developing after 

the dam breaks with initial water level of 55 cm and 

240 cm correspondingly. Despite a considerable 

increase of the Reynolds number, in both the 

solutions the separation effects remain significant, 

and the separation zone size is reduced less than 

two times even in the case of the largest Reynolds 

number. 

 

 

 

 

 

Figure 5. Effect of bottom friction on the free-

surface shape computed: (a,c) – slip condition, 

(b,d) – no-slip (separation zone is shown as well). 

Simulation results are superposed on the 

experimental photos given in [1] for (a,b) t=3.0 s 

and (c,d) t=3.7 s 

3.2. 3D computations 

Three-dimensional computations were 

performed to analyse the effect of the side walls 

confining the experimental channel in the spanwise 

direction (see Fig. 4). Due to the symmetry of the 

experimental configuration with respect to the 

middle plane, the computational domain covers 

only a half of the channel. The computational grid 

used had one million hexahedral cells and was 

clustered both near the bottom and near the side 

wall, with the same evaluation of Y
+
-value as in the 

2D runs. As previously, the SST turbulence model 

was used to introduce the eddy viscosity effects. 

Figure 6 illustrates 3D free surface shape 

computed for the same time instants as in the 

experiments and 2D computations. A considerable 

deviation of developing waves from a 2D form 

takes place in the area covering more that one third 

of the channel. 3D effects are even more 

pronounced when considering the separation zones. 

For instance, vorticity lines originated from the 

middle-plane core of the separation zone(s) deviate 

from a straight line (that would be in a 2D flow) in 

the major part of the flow domain. 

For the time instant of t=3.0 s, Figure 7 shows 

patterns of computed fluid velocity vectors 

projected on the 3D free surface and on the 

symmetry plane. One can see that a rather large 

recirculation occurs by this time near the side wall, 

namely at the area where the water starts to interact 

with the obstacle. This “local-in-time” recirculation 

zone evolves with time considerably. 

Figure 8 presents a comparison of side view of 

computed 3D free surface with the experimental 

a) 

b) 

c) 

d) 
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photos from [1]. Due to 3D shape of the free 

surface, this view is not a line as in the 2D case, but 

looks like a complicated band. Notably that such a 

“band” is seen in the experimental photos as well: at 

each photo one can clearly see a dark area along the 

free surface. Comparing Figs. 5 and 8, one can 

conclude that a much better agreement with the 

experiments is achieved on the base of 3D 

formulation taking into account viscosity effects 

near the side walls. 

 

 

Figure 6. 3D free surface shape computed at (a) 

t=3.0 s and (b) t=3.7 s for flow over the 

triangular obstacle under conditions of 

experiments [1]. Vorticity lines originated from 

the middle-plane core of the separation zone(s) 

are shown as well (dashed lines) 

 

Figure 7. Patterns of computed fluid velocity 

vectors on the 3D free surface and in the 

symmetry plane, t=3.0 s 

 

 

Figure 8. Comparison of side views of 3D 

free surface computed at (a) t=3.0 s and (b) 

t=3.7 s with experimental photos from [1] 

4. CONCLUSIONS 

On the base of VOF method, 3D computational 

techniques have been developed providing accurate 

treatment of both the free surface evolution and 

viscous near-bottom layer in the flow developing 

after a dam break and interacting with obstacles. 

Computations under conditions of experiments with 

a triangular obstacle have been carried out on the 

base of 2D and 3D formulations. Action of the 

bottom wall friction leads to formation of one or 

two separation “bubbles”, depending on the flow 

development phase, and to occurrence of associated 

hills at the free surface. Taking into account 

presence of the experimental channel side walls 

gives a solution with a considerably 3D shape of the 

computed free surface, and its side view much 

better agrees with the experimental photos than that 

given by 2D solutions. As well, local-in-time 

separation of the flow from the side walls is 

predicted with the 3D formulation. 
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ABSTRACT 

In the current study a connected expander – 

compressor system is investigated. The system is a 

novel development of such systems to extract 

mechanical energy from low enthalpy sources, e.g. 

thermal water, geothermal sources. The system 

consists of an expander in which warm air expands 

and flows toward a compressor stage. The 

connection between the devices has a heat 

exchanger, thus cooled air is introduced to the 

compressor. After compression the flow exits the 

compressor at around atmospheric conditions. 

During the investigation the Computational Fluid 

Dynamics (CFD) model of this system is built. The 

heat exchange in the connecting duct is modelled as 

an idealised heat exchanger with no pressure loss and 

perfect efficiency. The aim of the investigation is to 

find out the flow related parameters and efficiency of 

the whole connected system with the help of CFD 

simulations. 

Keywords: CFD, low enthalpy heat source, rotary 

piston compressor, rotary piston expander, 

thermodynamic cycle  

NOMENCLATURE 

Dp [m] piston diameter 

L [m] length 

M [Nm] moment 

P [W] power 

Q [J] heat energy 

R [J/kg/K] specific gas constant 

Sh [W/m3] energy source term 

T [K] temperature 

V [m3] volume 

cp [J/kg/K] specific heat capacity 

e0 [J] total energy 

frotor [Hz] rotor frequency 

k [m2/s2] turbulence kinetic energy 

m [kg] mass 

�̇� [kg/s] mass flux 

p [Pa] pressure 

q [W] heat flux 

sout [m] distance to heat exchanger outlet 

t [s] time 

u [m/s] velocity 

x [m] coordinate 

𝛿ij [-] Kronecker delta 

𝜀 [m2/s3] turbulence dissipation rate 

𝜂 [-] efficiency 

𝜌 [kg/m3] density 

𝜏ij [Pa] viscous stress tensor 

𝜔rotor [rad/s] rotor angular velocity 

 

Subscripts and Superscripts 

 

D desired (temperature at compressor inlet) 

c channel 

cell value at computational cell 

current at current time step 

he heat exchanger 

i,j i-th or j-th component 

mech mechanical 

tot total value for whole system 

* non-dimensional quantity 

1. INTRODUCTION 

Rotary compressors are widely used in air 

conditioning systems, cooling systems, e.g. 

refrigerators [1, 2]. Some advantages of rotary 

compressors are compact size, low weight, 

reliability, silent operation, relatively high specific 

performance and low cost. However these 

advantages can only be achieved by careful design, 

optimisation and assembling. [3-5] 

There are different ways to separate the low and 

high pressure chambers of a compressor. The two 

most common types are spring loaded vane and 

hinged vane separations. Schematic drawings of 

these types can be seen in Figure 1. The problem with 

the spring loaded type is that at high speeds of 
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revolution the vane can separate from the piston 

surface due to high acceleration. This leads to 

temporary leakage and also wears down the 

components. This problem does not occur with 

hinged vanes, but the construction becomes more 

complex. [6] 

 

Figure 1. Schematic figure of spring loaded vane 

and hinged vane type compressors [6] 

To avoid the problems mentioned with spring 

loaded vanes, more solutions are developed. For 

hinged vane separation there is another special way, 

when the housing of the compressor is also rotating. 

This solution is called revolving vane or synchronal 

rotating compressor. [7-9] 

Another method is the sliding vane separation. 

In this case multiple vanes are mounted in the piston 

which rotates eccentrically in the housing or 

concentrically in an oval shaped housing. [10, 11] 

Another special solution is the rotating spool 

compressor, which is similar to the sliding vane 

concept, but there is only one vane mounted across 

the whole cross section of the piston. [12, 13] 

In the current study the compressor chambers are 

separated in a way, that the vane is connected 

mechanically to the driving shaft, this way the 

connection between the piston and the vane is always 

ensured. Another difference compared to 

conventional compressors is that the piston is not 

rolling along the surface of the compressor 

chamber's house, but it is solidly mounted on the 

driving shaft. [14, 15] 

 

Figure 2. 3 dimensional model of the compressor 

[14] 

Figure 2 shows the assembled model of the 

compressor showing the most important parts. 

The study is focused on a connected system, 

where the formerly described compressor is 

connected after an expander (the operation of the 

compressor is reversed). The point of this concept is 

to build an inverse engine [14]. Figure 3 shows the 

schematic drawing of the connected system. The 

letters “E” and “C” mean expander and compressor 

respectively. “Q” and “q” describe heat exchange in 

“H” and “h” heat exchangers. Vf is the feeder valve 

of the expander and Vo is the outlet valve of the 

compressor. 

 

Figure 3. Schematic drawing of the connected 

expander – compressor system [14] 

The expander and the compressor is connected 

through a heat exchanger which is modelled in the 

current study as an idealised heat sink. 

The working principle is the following: hot air at 

atmospheric pressure, e.g. from geothermal sources, 

enters the expander through the feeder valve. As the 

air fills up the chamber of the expander it performs 

work on the driving shaft. After closing the feeder 

valve the air expands as the compressor starts the 

suction. After a revolution of the piston the air flows 

through the heat exchanger and it is cooled down to 

a desired temperature. After that the compressor 

compresses the cooled air to around atmospheric 

pressure before it exits to the atmosphere through the 

output valve. As the air loses heat in the heat 

exchanger its volume decreases compared to point 1 

(assuming equal mass flow rate). Therefore it 

requires less work to push the air out of the 

compressor (volumetric and compression work) than 

the amount it introduced during intake and 

expansion. This way positive moment can be 

extracted on the shaft. 

The pressure – volume diagram can be seen in 

Figure 4 and 5 showing the basic thermodynamic 

processes described above in the expander, 

exchanger and the compressor. In case of this 

example – just as for the simulations – the losses are 

neglected in the system. [14] 
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Figure 4. Pressure – volume diagram of 

expander. Volume is normalised by the 

maximum chamber volume. [14] 

 

 

Figure 5. Pressure – volume diagram of 

compressor. Volume is normalised by the 

maximum chamber volume. [14] 

The system is analysed in various operating 

states (different rotor frequencies and compressor 

inlet temperatures) with different connecting channel 

lengths. The different channel lengths are 

investigated to find out its impact on the results in 

order to use as few computational cells as possible. 

The main goal is to find out the efficiency of the 

system at various operating conditions. 

2. METHODOLOGY 

2.1. Governing equations 

The simulations are done in ANSYS FLUENT 

version 14.5. In the simulations the flow is 

considered compressible and ideal gas law is used. 

Therefore the governing equations of the flow are the 

continuity and Navier-Stokes equations for 

compressible flows, the energy equation and the 

equation of state of ideal gases (Eqs. (1) to (4)). 

 

𝜕𝜌

𝜕𝑡
+

𝜕

𝜕𝑥i

(𝜌𝑢i) = 0 (1) 

 
𝜕(𝜌𝑢i)

𝜕𝑡
+

𝜕

𝜕𝑥j

[𝜌𝑢i𝑢j + 𝑝𝛿ij − 𝜏ij] = 0 (2) 

 
𝜕(𝜌𝑒0)

𝜕𝑡
+

𝜕

𝜕𝑥j

[𝜌𝑢j𝑒0 + 𝑢j𝑝 + 𝑞j

− 𝑢i𝜏ij] = 0 

(3) 

 

𝑝 = 𝜌𝑅𝑇 (4) 

 

The turbulence is modelled by the realizable 𝑘 −
𝜀 model [16] with enhanced wall treatment. 

2.2. Modelling the heat exchanger 

One of the goals of the investigation is to model 

the heat exchanger in the connecting channel 

between the expander and the compressor. The real 

life system has a long section of heat exchanger with 

a relatively complex geometry which would be a 

long time to model and would take up too many 

computational cells, thus increasing the 

computational costs. Therefore simplification of the 

heat exchanger is needed. 

The geometry is simplified to a single channel 

connecting the expander and the compressor. The 

geometry can be seen in Figure 6. 

This channel has a zone in it, which acts like a 

heat sink by introducing negative source term into 

the energy equation. The heat exchanger's fluid 

dynamic and other losses are neglected, no pressure 

loss is induced in the current model, but in later 

models it will be taken into account. The value of the 

needed source term is computed according to Eqs. 

(5) to (8) via FLUENT user defined function (UDF). 

The UDF loops over all cells in the selected zone and 

calculates the source term value for every cell. 

 

𝑄 = 𝑐𝑝𝑚(𝑇D − 𝑇cell) (5) 

 

𝑡current =
𝑠out

𝑢cell

 (6) 

 

𝑃 =
𝑄

𝑡current

 (7) 

 

𝑆h =
𝑃

𝑉cell

 (8) 

 

The calculations are based on simple 

thermodynamic relations. Eq. (5) describes the 

needed heat energy for a given mass of fluid to 

achieve the desired temperature, 𝑇D. The mass is 

computed by the instantaneous density at the current 

time and the volume of the computational cell. The 

time needed is approximated by the x component of 

the velocity at the current time and the length in x 

direction to the end of the heat exchanger zone (Eq. 
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(6)). The cooling (or heating) power is then 

computed according to Eq. (7). The value of the 

source term needs to be normalized to unit volume 

[𝑊 𝑚3⁄ ], thus applying Eq. (8) in the end. 

It can be seen, that the sign of the source term 

value depends on the direction of the x component of 

the velocity. To avoid undesirable positive source 

term values, i.e. heating, for cells with backward 

flow, the source term value is set to zero for these 

cells until the x velocity becomes positive again. 

2.3. Geometry and numerical mesh 

The geometry of the connected system can be 

seen in Figure 6. The compressor is upside down to 

make the connecting channel as simple as possible. 

The single straight channel is the least disturbing to 

the flow and the simplest way to connect the 

expander and compressor. The results are not 

influenced by this placement of the compressor, 

because gravity is not taken into consideration. 

 

Figure 6. Geometry of the connected system. The 

channel length is measured from the expander 

outlet to the compressor inlet. 

A non-dimensional channel length, 𝐿c
∗ , is 

introduced. It is made non-dimensional by the piston 

diameter, as seen in Eq. (9). 

 

𝐿c
∗ =

𝐿c

𝐷p

 (9) 

 

Three channel lengths are investigated, the base 

length is 𝐿c
∗ = 1.27, the other two lengths are 𝐿c

∗ =
2.54 and 𝐿c

∗ = 3.81. 

The numerical meshes initially contain around 

30 000 computational cells depending on the channel 

length, but this varies as re-meshing is utilized. The 

pistons are rotating during the simulations and the 

vanes are also moving with the pistons, thus 

deforming mesh and re-meshing is used in these 

zones. These zones are meshed with triangular 

elements. The non-deforming zones are meshed with 

quadratic elements. There is a check valve modelled 

at the outlet section of the compressor. The zone 

where the valve can move is meshed also with 

quadratic elements and mesh layering is used. Figure 

7 shows the close vicinity of the valve. The two walls 

which represent the valve can move up and down 

opening or closing the outlet section. The outlet 

section is connected to the valve section with mesh 

interfaces. 

 

Figure 7. Compressor outlet valve model with 

the numerical mesh in its vicinity. Triangular 

cells belong to the compressor’s dynamic zone. 

In Fig. 7 a part of the triangular mesh of the 

compressor’s dynamic zone can also be seen. The 

valve walls are moving up and down and the layering 

process makes sure to insert or collapse cells based 

on cell size ratios. 

2.4. Simulated operating points 

Table 1 shows the simulated operating condition 

values. 

Table 1. Simulated operating points 

𝒇𝐫𝐨𝐭𝐨𝐫 [Hz] 𝑳𝐜
∗ [-] 𝑻𝐃 [K] 

20, 30, 50 1.27, 2.54, 3.81 275 

20, 30, 50 1.27 293, 303 

 

The impact of the channel length is investigated 

with 𝑇D = 275 [K] and for all the rotor frequencies. 

Further simulations are carried out only with the 

shortest channel length, this decision is explained in 

section 3.1. 

The inlet and outlet pressures are set to 

atmospheric pressure. The inlet temperature is set to 

353 [K], the outlet ambient temperature is set to 300 

[K]. 

3. RESULTS 

In this section the results are shown from 

different aspects. First the impact of the channel 

length is discussed, then the heat exchanger model is 

analysed and finally the efficiencies are shown. 

3.1. Channel length 

Table 2 shows the difference in the mean mass 

flow rate at the inlet between the base channel length 

and the two longer channels. 
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Table 2. Inlet mean mass flow rate differences 

 𝑳𝐜
∗ [−] 

2.54 3.81 

𝒇𝐫𝐨𝐭𝐨𝐫[𝑯𝒛] 
20 0.8% 3.3% 

30 2.1% 1.8% 

50 2.4% 0.2% 

 

It can be seen that the length of the channel does 

not influence the inlet mass flow rate significantly. 

In Table 3 the differences of the total mean moment 

can be seen. The total mean moment is calculated by 

summing the mean moment of the expander and the 

compressor. 

Table 3. Total mean moment differences 

 𝑳𝐜
∗ [−] 

2.54 3.81 

𝒇𝐫𝐨𝐭𝐨𝐫[𝑯𝒛] 
20 3.1% 5.4% 

30 10.7% 2% 

50 11.8% 4.8% 

 

These differences are somewhat higher than the 

inlet mean mass flow rate differences, but looking at 

Figures 8 to 9 it can be said, that the differences are 

in an acceptable range to say that they do not 

influence the main trends significantly. Therefore it 

is sufficient to investigate the further cases with only 

the shortest channel length saving computational 

time. Figures 8 to 9 show the inlet mass flow rate and 

compressor moment for 50 [Hz] frequency and the 

last two simulated revolutions. Aside from the initial 

transients, the differences in the results are close to 

within line width, especially for the inlet mean mass 

flow rate. The characteristics are similar to these on 

the other two rotor frequencies as Tables 2 to 3 

suggest. 

 

Figure 8. Inlet mass flow rate for the second two 

revolutions, 𝒇𝐫𝐨𝐭𝐨𝐫 = 𝟓𝟎 [𝑯𝒛] 

 

Figure 9. Compressor moment for the second 

two revolutions, 𝒇𝐫𝐨𝐭𝐨𝐫 = 𝟓𝟎 [𝑯𝒛] 

Also a mesh dependency investigation is carried 

out with the chosen shortest channel length. The 

mesh of the compressor and expander is not changed 

as they are dense enough – based on former 

experiences [17] – and it would slow down the 

simulations very significantly, but the mesh of the 

channel is halved and doubled compared to the base, 

which has been used before. The mass flow rate and 

temperature is monitored at the compressor inlet 

after the channel. These two quantities are important 

in terms of the heat flux and also can affect the 

mechanical power - and therefore the efficiency - in 

the compressor, thus they are chosen for the 

comparison. The differences compared to the base 

meshes can be seen in Tables 4 and 5. 

Table 4. Mean mass flow rate difference at 

compressor inlet 

 Mesh density 

half double 

𝒇𝐫𝐨𝐭𝐨𝐫[𝑯𝒛] 
20 0.1% 2.7% 

30 3.0% 4.9% 

50 0.8% 0.5% 

Table 5. Mean temperature difference at 

compressor inlet 

 Mesh density 

half double 

𝒇𝐫𝐨𝐭𝐨𝐫[𝑯𝒛] 
20 0.8% 1.3% 

30 0.6% 0.4% 

50 0.1% 0.1% 

 

It can be seen, that the base mesh is appropriate 

for the preliminary investigations of the system, the 

differences are under 5% for every case. 

3.2. Heat exchanger 

The heat exchanger is used in this study to cool 

the air to a desired temperature before it enters into 

the compressor. In this study three desired 

temperature values are tested, namely 275 [K], 293 
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[K] and 303 [K]. Figures 10 to 12 show the 

temperature at the compressor inlet for all three 

frequencies. 

 

Figure 10. Compressor inlet temperatures for 

the first four piston revolutions, 𝒇𝐫𝐨𝐭𝐨𝐫 = 𝟐𝟎 [𝑯𝒛] 

 

Figure 11. Compressor inlet temperatures for 

the first four piston revolutions, 𝒇𝐫𝐨𝐭𝐨𝐫 = 𝟑𝟎 [𝑯𝒛] 

 

Figure 12. Compressor inlet temperatures for 

the first four piston revolutions, 𝒇𝐫𝐨𝐭𝐨𝐫 = 𝟓𝟎 [𝑯𝒛] 

It can be seen, that the heat exchanger model is 

not able to hold a constant temperature but the results 

are acceptable, the temperatures alternate around the 

desired values within an acceptable interval, thus the 

model can be used for the preliminary studies. 

3.3. Efficiency 

The efficiency is calculated by mechanical 

energy and total heat flux. Mechanical energy comes 

from the total moment of the expander and 

compressor and the angular velocity (Eq. (10)). 

 

Figure 13. Total power output of expander and 

compressor, last two simulated revolutions, 

𝒇𝒓𝒐𝒕𝒐𝒓 = 𝟓𝟎 [𝑯𝒛] 

In Figure 13 the total power output of the 

expander and compressor can be seen normalised by 

the maximum value of the output. 

Heat flux is calculated for the expander, heat 

exchanger and compressor and then it is summed 

(Eq. (11)). In Figure 14 the heat flux of the heat 

exchanger can be seen. It is also normalised by its 

maximum value. 

 

Figure 14. Heat flux of the heat exchanger, last 

two simulated revolutions, 𝒇𝒓𝒐𝒕𝒐𝒓 = 𝟓𝟎 [𝑯𝒛] 

 

𝑃mech = 𝑀tot𝜔rotor (10) 

 

𝑞 = 𝑐𝑝�̇�𝛥𝑇 (11) 

 

The ratio of these quantities gives the efficiency 

of the system (Eq. (12)). First a mean value is 

calculated for the mechanical power and the heat 

fluxes, then the ratio can be calculated. 
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𝜂 =
𝑃mech

𝑞tot

 (12) 

 

Table 6 shows the calculated efficiencies for the 

various frequencies and compressor inlet 

temperatures. 

Table 6. Efficiency for various operation points 

 𝑻𝐃[𝑲] 
275 293 303 

𝒇𝐫𝐨𝐭𝐨𝐫[𝑯𝒛] 
20 7% 6.9% 5.2% 

30 9.9% 9.1% 7.7% 

50 19.5% 16.7% 15.8% 

 

It can be seen, that the efficiency is increasing 

with increasing the rotor frequency and for lower 

compressor inlet temperatures. From 5.2% the 

efficiency can go up to almost 20% by increasing the 

frequency from 20 to 50 [Hz] and cooling the 

compressor inlet air to around 275 [K] instead of 303 

[K]. Referring to [14], where preliminary theoretical 

calculations can be found for the inverse motor, the 

obtained efficiency values seem realistic. However 

these results are obtained by neglecting the heat 

exchanger’s fluid dynamic and other losses and also 

the losses of the expander and compressor (e.g. 

leakage losses). By taking this into consideration, the 

efficiency values will decrease, especially at higher 

rotor frequencies. The results are to be compared to 

measurement data in the future. 

4. SUMMARY 

CFD simulation of a connected expander – 

compressor system was carried out for various 

operation points. The system is intended to be used 

as an inverse motor, extracting energy from low 

enthalpy heat sources. This work was a preliminary 

study to identify the effects of certain system 

characteristics with help of CFD simulations. During 

the work an idealised heat exchanger was modelled 

and tested with different temperatures and 

connecting channel lengths. The simulations showed 

that the channel length was not impacting the results 

significantly, thus the shortest channel was sufficient 

to use, therefore lowering computational costs. The 

efficiency depending on the operation point 

parameters was around 5% to 20%. The validation 

with measurement data and further development of 

the model is subject of future studies. 
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ABSTRACT  

In this study the qualitative prediction of the air 

entrainment into a wet pit pumping station by 

means of numerical simulation was assessed. The 

research was based on the use of physical and 

numerical models to reproduce the flow conditions 

inside the wet pit as well as the air entrainment to 

the pump. In this context experiments were 

conducted on a model of a circular wet pit pumping 

station. The air entrainment was evaluated by 

measuring the depth, the width and the length of the 

bubbled region caused by a plunging water jet and 

by observing the air bubbles in the outlet pipe of the 

pump. Furthermore the same experiments were 

reproduced by numerical simulations using the 

VOF multiphase model to simulate the interaction 

of the liquid water phase and the gaseous air phase. 

The results of the experiments and the numerical 

simulations were compared in order to assess the 

accuracy of the numerical results. It was found that 

the numerical simulation yields results that match 

the experimental observations very well. 

Keywords: Air entrainment, CFD, pumping 

station, wet pit. 

NOMENCLATURE  

g acceleration of gravity, m s² 

F force, N 

Fr Froude number 

k turbulent kinetic energy, m
2
 s

−2 

L characteristic length, m 

T temperature 

u velocity, ms−1 

V characteristic velocity, m s−1 

VOF Volume of Fluid 

 

Greek letters 

𝛼𝐴 Volume fraction of air 

αW volume fraction of water 

ε turbulent energy dissipation rate, m
2
 s

−3 

ρ density of the fluid, kg m
−3

 

μ dynamic viscosity kg m
-1

 s
−1

 

 

Subscripts  

A Air 

avg average 

W Water 

 

1. INTRODUCTION 

The circular wet pit design is one of the 

simplest design of pumping stations and the most 

popular one due to its relative simple construction 

techniques and smaller footprint for a given sump 

volume [1]. In this case the submersible pumps are 

located directly in the wastewater collection pit. 

Therefore it is important that the individual 

components do not affect each other. Special 

attention shall be paid by positioning the inlets in 

the pumping station, in order to assure good 

working conditions for the pumps and avoid air 

entrainment to them.  

The aim of this article is to evaluate a numerical 

simulation method predicting the air entrainment to 

the pump in order to be used during the pumping 

station design phase or during the improvement of 

already existing ones.  

2. AIR ENTRAINMENT IN WET PIT 
PUMPING STATIONS 

Due to the ‘intermittently’ working conditions 

of the wet pit pumping stations the height between 

the inlet pipe and the free liquid surface in the pit 

changes constantly. Which means that the waste 

water forms a free jet falling on to the sump waste 

water surface (Fig.1). Depending on the velocity 

and the height of the falling jet air bubbles may be 

entrained beneath the surface by the plunging jet, 

[2-4].  
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The air entrainment by a plunging jet takes place 

when the jet impact velocity exceeds a critical 

value, which is a function of the inflow conditions, 

[2, and 3]. The maximum penetration depth of the 

air bubbles depends on many parameters such as the 

impact diameter of the jet, the velocity at the water 

surface, the jet instability and the free surface 

deformation [4-6]. Entrained air caused by an 

impacting jet has an influence on the liquid flow 

field and on the debris transport in the sump [5]. 

Moreover the performance of the pump will be 

affected if this depth is big enough and the flow 

conditions are suitable to let the air bubbles enter it. 

In general, centrifugal pumps can pump water with 

up to 5-10% gas content [7]. Yet, lower amounts of 

gas already influence the pumping system 

operation, changing the power consumption and 

hydraulic head reducing the efficiency of the 

system. Furthermore vibrations could arise which 

would damage the bearings. Thus, air entrainment 

of all amounts should be avoided and be considered 

during the design process. 

 

Figure 1. Air entrainment in wet well pumping 

station 

Many researches tried to analyse the mechanism of 

air entrainment and the penetration depth of a 

plunging jet, for example [6] [16-18]. However 

most of the studies are based on experimental 

investigations for jets from nozzles falling into a 

receiving reservoir or for a velocity that is not 

applicable in the waste water system. Moreover the 

flow inside the pump sumps is irregular and very 

complicated with three dimensional patterns, due to 

the flow induced by the suction effect of the 

working pumps, in addition to the interaction 

between the ‘tight’ space and the flow conditions in 

the sump.  

Thus the conclusions and the formulas derived from 

these studies are not, or at least partly, applicable in 

the case of an impinging jet into a wet pit pumping 

station.  

3. METHODOLOGY 

The ability to predict the flow conditions and 

the air entrainment in the sump is very important 

during the design process in order to improve the 

design and avoid the air entrainment to the pump. 

The physical laboratory study is a precious tool that 

helps to describe hydraulic phenomenon and predict 

very complicated flow conditions. However it is 

common to use a scaled physical model in the 

laboratory due to economical and space demands.  

Due to hygienic reasons water is used to imitate the 

waste water in this stage of research. 

3.1 The scale effect 

A physical model is a geometrically reduced or 

sometimes enlarged reproduction of a real-world 

prototype [12], and is used as research tool for 

finding the technically and economically optimal 

solution of engineering problems [9]. In free-

surface flows, which this case is, gravity plays an 

important role and thus Froude similitude should be 

used in order to fulfil the geometric similarity of the 

water surface [9]. This similarity means that the 

Froude number, as shown in Eq. (1), is kept 

identical both in the model and the prototype.  

 

5.0

0.5

)(
force)ity force/grav (inertial=Fr

gL

V
              

(1) 

 

The entrainment of air bubbles by a plunging 

jet is governed by the surface tension and the flow 

turbulence, implying the use of Weber similitude 

and Reynolds similarity respectively. Thus the air 

entrainment in the small model based upon Froude 

similitude could be affected, due the 

underestimating of the flow turbulence and the 

overestimating of the surface tension. There are 

many countermeasures to minimize scale effects in 

Froude models such as the calibration, the 

replacement of fluid, the using of scale series and 

the use of limiting criteria concerning the force 

ratios [9, 11]. 

 

On the contrary the numerical models represent the 

real problem with no need of scaling. Hereof the 

idea arises to use the numerical simulation to 

predict the air entrainment in such complicated 

situations. But on the other hand the simplifications 

in the numerical solution lead to some deviations 

between the model and the prototype. Therefore 

there is a need to calibrate and assess the accuracy 

of the numerical simulation with experimental 

investigations. 

3.2 Qualitative evaluation of the air 
entrainment  

After Bin [6] the bubbles resulting from 

plunging liquid jet will dispersed beneath the liquid 

surface and form two regions classified according to 

the size of the bubbles: 
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 The biphasic conical region containing 

bubbles that reach maximum depth 

where the buoyancy forces balance the 

momentum of the jet. 

 The region of bigger rising bubbles  

The predicting of the bubble size is difficult. In 

addition the accurate calculation and the measuring 

of the air flow rate that enters the water is very 

complicated. However as already mentioned above, 

air entrainment of all amounts should be avoided, 

and consequently it is irrelevant to measure and find 

the exact amount of air entrained to the sump but 

rather to find the operation and flow conditions that 

led to air entrainment into the pump.  

In this research two methods are used to evaluate 

the air entrainment in the pumping station. 

1.  Measuring the dimension of the bubble 

cloud (Fig.2) i.e. the region occupied with 

the bubbles, which represents a qualitative 

evaluation of the air entrainment in the 

sump 

2. Observing the air bubbles in the outlet pipe 

of the pump. This gives an indicator of the 

air entrainment to the pump, which is the 

most important one. 

 

In this sense a physical model that fulfils the 

demands of these methods is designed. 

 

Figure 2. Sketch of the ‘entrained bubble cloud’ 

3.3 The physical test model. 

The physical model is designed upon Froude 

similarity. The scale 1:3.2 is chosen to simulate a 

typical market standard sump of a 1600 mm 

diameter with a standard acrylic cylinder of 500 

mm. The height of the model is 750 mm and the 

inflow pipes are mounted at a height of 450 mm 

above the bottom of the tank, reproducing the 

height of 1440 mm in original full-scale design.  

A simplified model has been used to represent the 

most important features of the duplex circular wet 

pit pumping station. The Representative Model 

consists of: coupling systems, guide bars, pressure 

pipe and dummy pumps. The need of reference 

geometry implies the use of a simple tank with flat 

floor, called the ‘baseline geometry’. The inflow 

direction relatively to the pumps centreline position 

as well as the water level can be changed in the 

model (Fig. 3). 

 

 

Figure 3. The adaptable parameters of the model  

The implemented test rig of the physical model is 

made of acrylic (Fig. 4) to enable the observation of 

the aerated region inside the sump and the bubbles 

entering the dummy pump at various operating 

conditions. It is possible to conduct the experiments 

in two working conditions: 

1. Varied water level to reproduce 

pumping cycles. 

2. Constant water level to enable the 

conduction of the test for long time 

constant inflow. 

 

Figure 4. Test stand 

3.4 The numerical test model. 

There are many numerical simulation studies 

concerning the air entrainment, for example [4] 

presents 2D simulation results of round vertical 

liquid jet plunging into bath with focus on bubbles 

size and the influence of the jet velocity using 

smoothed volume of flow technique. [20] studied 

the formation of the air cavities generated by 

translating plunging jet into pool, whereas [5] 
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researched the influence of the air entrainment on 

fibber transportation in the sump.  

In our study the Volume of Fluid (VOF) method 

was used to simulate the air entrainment and the air 

bubbles formation. The water and the air are 

assumed to be incompressible and Newtonian 

fluids. In this method a phase 𝑞
𝐴
 of the multiphase 

fluid consisting of the phases 𝑞
𝑊

 (water) and 𝑞
𝐴
 

(air) is described by its volume fraction (𝛼𝐴) in a 

computational cell. For 𝛼𝐴 the following three states 

apply: 

 𝛼𝐴 = 0 , the cell is empty of the 𝑞
𝐴
 phase, 

 𝛼𝐴 = 1 , the cell is full of the 𝑞
𝐴
 phase, 

 0 < 𝛼𝐴 < 1 , the cell contains the interface  

        between the 𝑞
𝑊

 and the 𝑞
𝐴
 phase. 

In the absence of sources of mass and momentum, 

the continuity equation for the volume fraction of 

the phase 𝑞
𝐴
 is written as 

𝜕

𝜕𝑡
(𝛼𝑞𝜌

𝐴
) + ∇(𝛼𝑞𝜌

𝐴
𝒖) = 0.                         (2) 

 

Thereupon the 𝑞
𝑊

 phase volume fraction is 

computed from the relation: 𝛼𝑊 + 𝛼𝐴 = 1 . The 

momentum equation depends on the volume 

fractions of the phases through the properties ρ and 

μ. 

𝜕(𝜌𝒖)

𝜕𝑡
+ ∇(𝜌𝒖𝒖) = −∇𝑝 + ∇[𝜇(∇𝒖 + ∇𝒖𝑇)] +

𝜌𝒈 + 𝑭                                                                 (3) 

In this equation u is the velocity vector, ρ is the 

density, p is the pressure, g is acceleration of 

gravity and F is the equivalent volume force due 

to the surface tension. When modelling the free 

A transport equation is solved for the water phase 

to model the surface between water and air in the 
absence of any inter-phase mass transfer 

𝜕

𝜕𝑡
(𝛼𝑤) + 𝛻(𝛼𝑤𝑢) = 0.                         (4) 

In this two-phase system the volume fraction of 
the air phase is being tracked, the density in each 

cell is given by 

𝜌 = 𝛼𝐴𝜌𝐴 + (1 − 𝛼𝐴)𝜌𝑊 .                              (5) 

The viscosity μ is computed in the same manner: 

𝜇 = 𝛼𝐴𝜇𝐴 + (1 − 𝛼𝐴)𝜇𝑊 .                              (6) 

Furthermore k-e turbulence model were used with 

wall functions. 

3.4.1 Computational domain and boundary 
conditions. 

Unsteady CFD calculations applying the CFD 

code ANSYS/Fluent were performed. Figure 5 

shows the 3D computational domain. It is 

discretised into 4.9 10
6
 tetrahedral cells with max 

3mm length in each direction , and partitioned into 

14 subdomains, every domain calculated with one 

processors. The assessment of the independence of 

the results on the computational grid was checked 

by further calculations applying a finer grid to 

capture the smallest air bubbles, and the suitable 

mesh where selected, not presented here. 

 

Figure 5. Numerical setup 

The calculations were made with the densities and 

viscosities of air and water at 15°C. The simulations 

were performed with a water-air surface tension set 

at 0.073 N/m. The PISO algorithm was used for 

pressure–velocity coupling. The interface between 

fluids was represented with Geometric 

Reconstruction Scheme. At the inlet, a velocity 

profile is specified for the velocity. The open top of 

the pit has a pressure outlet boundary condition, and 

the outlet of the simulation geometry has a mass 

flow boundary condition. With this combination the 

water level in the pit remains constant. 

Computations were continued till the global 

residuals reached 10
−5

. During the unsteady 

calculation an adaptive time-stepping method was 

used to ensure a Courant-Friedrichs-Levy number 

less than 1. At the initial time, the domain is filled 

up to a certain level with water. The remaining 

region consists of air.  

4. RESULTS AND COMPARISON 

The experimental investigations were 

systemically conducted by choosing an inflow 

direction and carrying out the experiments at 

various water levels and flow rates. During every 

experiment the bubbles zone was monitored using 

video recording, moreover the acrylic outlet pipes 

of the dummy pumps were observed for air bubbles 

(Fig. 6). Depending on the records the depth, the 

width and the length of the cloud were determined.  

Inlet 

Pressure outlet 

Mass flow  

outlet 
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Figure 6. Bubble cloud and the air entrainment 

to the pump  

A series of computations were started with 

boundary conditions that represent the experimental 

flow conditions. The simulated time was 30 s. After 

that a video was generated and the same procedure 

of the experimental investigation was applied 

concerning the dimensions of the bubbled region 

(Fig. 7).  

 

Figure 7. Measured variables of the air 

entrainment 

The air entrainment to the pump was analysed by 

checking the appearance of the air phase using a 

control surface positioned on the suction side of the 

pump.  

The number of the executed experimental test series 

was very large, as a result of the diversity of the 

working combinations for five chosen water levels 

(Fig. 8). 

 

Figure 8. Possible working combinations 

Thus only 8 cases were simulated in the numerical 

model, namely the inflow direction Z2 at two water 

level and four flow rates as shown in the table 1  

Table 1. Summary of the numerical cases 

Water level [m] 0.2 0.32 

Flow Rate [m³/ h] 

1 1 

2 2 

3 3 

4 4 

 

Both experimental and numerical results are 

presented. The experimental observations were used 

to validate the simulation results regarding the 

dimensions of the bubbles cloud and the (yes/no) 

indicator of the air entrainment to the pump  

4.1 Dimensions of the bubbles cloud. 

From Fig. 9, it can be seen that the simulation 

results and the experimental values are relatively in 

good agreement. The behaviour is captured and the 

results reveal that the model and the interface 

tracking are able to capture the bubble cloud 

generated from an impinging jet. 

 

 
Figure 9. Experimental and numerical 

dimensions of the bubbles cloud 
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The results show that the numerical model 

underestimates the phenomena. The deviation can 

be explained by the uncertainties of the numerical 

model and the inaccuracy of the measurements in 

the experimental setup.  

At the inlet the turbulence is neglected which means 

that the jet instability and the free surface 

deformation are not sufficiently reproduced. The air 

entrainment is highly affected by the turbulence in 

the jet and the free surface of the receiving pool. 

Furthermore the measurements of the flow rate, the 

dimensions of the bubble zone as well as the water 

level contain some inaccuracy, leading to a 

mismatch between the boundary conditions in both 

setups and to deviations in the results. 

 

 

Figure 10. Cavities development from the 

impinging jet (32cm water level and for 2 m
3
/h 

flowrate) 

 

The Fig. 10 shows that an air cavity develops as the 

water jet penetrates the water and surrounds its 

surface. This mechanism should be evaluated in the 

next step of the researches using high speed video 

monitoring. 

 

4.2 Air entrainment to the pump 

The air entrainment to the pump depends on the 

balance of various forces that act on the bubbles 

depending on their volume, namely the buoyancy 

forces, the momentum of the moving bubbles and 

the effect of the flow induced from the working 

pump. Considering the difficulty to capture all the 

small bubbles, the dimensions of the bubble cloud 

are underestimated. In this sense it can be justified 

that the numerical model succeeded to predict the 

air entrainment to the pump in 5 of the 8 cases.  

However the calculations of the rest of the cases are 

planned, which will give a better indicator on the 

accurate of the numerical simulation. 

 

5. SUMMARY  

The presented paper described the research of 

experimental and simulation investigations to assess 

the numerical simulation accuracy of modelling a 

plunging water jet on a free surface of a wet pit 

pumping station. The three-dimensional numerical 

model was applied to reproduce the experimental 

setup to predict the air entrainment and the flow 

characteristics at several flow conditions. The air 

entrainment was qualitatively evaluated by defining 

the dimensions of the bubbles cloud and observing 

the air bubbles entering the suction side of the 

pump. The numerical VOF model proved to give 

relatively acceptable results compared to the 

experimental data. The dimensions of the cloud in 

the numerical approach had the same behaviour of 

the experimental model, but with some 

underestimations. Assessing the use of CFD as tool 

in the scale series is planned as future works to 

define the scale effect on the air entrainment and 

evaluate the transferability of the model results to 

the original prototype. 
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ABSTRACT  

An accurate prediction of flows using CFD 

depends on a large number of factors. In addition to 

discretizing the flow region, the correct definition 

of boundary or initial conditions and the choice of 

suitable numerical methods, the applied turbulence 

model influences the results of the flow simulation 

to a great extent. Therefore a validation of the 

results with the experimental data is of great 

importance for a correct selection of a turbulence 

model. 

It is the scope of this paper to assess different 

turbulence models for the simulation of pipe flows. 

The calculation results of pipe flows through a 

combination of 90° elbows and a 1/3 segmental 

orifice are compared with experimental 

measurement results. This has the advantage that 

the suitability of the turbulence models for 

simulating both shear and swirl flows can be 

investigated. Thus, the k-ω, k-ε model and the 

Launder Reece Rodi Reynolds stress model are 

compared with each other and experimental results. 

Furthermore, this investigation is extended through 

including a much more c detached-eddy simulation. 

This model provides better prediction of the flow by 

resolving the large eddies and modelling the small 

ones. The experimental results originate from LDV 

measurements over the entire pipe cross-section. 

This measuring method provides velocity vectors 

over the measured surface 

Keywords: CFD, turbulence models, k-ε, k-ω, 

LRR, DES  

NOMENCLATURE  

c []   turbulence parameter 

D [m]  diameter of the pipe 

DES   detached eddy simulation 

F [N]   force 

g [m s²]  acceleration of gravity 

k [m
2
 s

−2
] turbulent kinetic energy 

LES   large eddy simulation 

LDV   laser doppler velocimetry 

LRR   Launder Reece Rodi 

p [Pa]  pressure 

PIV   particle image velocimetry 

R,r [m]  radius 

(U)RANS (unsteady) Reynolds-averaged 

Navier–Stokes 

t [s]   time 

u [m s
−1

]  velocity 

w [m³ s
−1

] flow rate 

 

Greek letters 

 

ε [, m
2
 s

−3
] turbulent energy dissipation rate 

η [m
2
 s

−1
] dynamic viscosity 

ρ [kg m
−3

] density of the fluid 

σ []   turbulence parameter 

ω [s
−1

]  specific rate of dissipation
 

 

Subscripts and Superscripts 

vol  volumetric 

1 INTRODUCTION 

In order to perform a reliable simulation of a 

flow problem with CFD, an understanding of the 

procedures and methods used is strongly needed. 

Apart from creating an incorrect mesh for the 

simulation model and a false indication of 

numerical methods, the choice of the turbulence 

model affects the outcome enormous. In addition, it 

is essential to validate the simulation results with 

measurements. The aim of this work is to 

investigate different turbulence models of the open 

source CFD program OpenFOAM for capturing 

pipe flows, which are disturbed by a segmental 

orifice and a combination of elbows based on 

measurement results. Elbow and segmental orifice 

fittings are the most common problems in pipes. 

Furthermore, these installations generate swirl and 

shear flows which require high demands on the 

turbulence model. The data used for comparison are 

measured on a test stand for investigating pipe 

flows by means of LDA. LDA measurements just as 
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PIV measurements [1], are well suited for the study 

of highly vortical flows. Furthermore, these 

methods allow the capturing of large-scale as well 

as small-scale flow structures. Takamura [2] 

investigated the complex turbulent flow in a short 

elbow pipe under high Reynolds number conditions. 

In addition, Tanaka [3] carried out some URANS 

simulations of unsteady eddy motion in pipe flows 

at high Reynolds numbers conditions. 

Weissenbrunner [4] investigated the flow field after 

a 7 % segmental orifice by means of PIV 

measurements and transient detached eddy 

simulation as well as a stationary simulation with a 

RANS turbulence model. Vijiapurapu [5] 

considered the influence of different turbulence 

models for flows through rough pipes. With this 

work, an overview will be provided on how 

different turbulence models represent disturbed pipe 

flows.  

2 EXPERIMENTAL SETUP 

In order to validate the simulation data, the 

described pipe fittings were examined on a test rig 

(figure 1). From a 4 m³ big tank water is pumped in 

a closed circuit by a centrifugal pump. The piping, 

with a diameter D=53.6 mm, is made primarily 

from Poly-Vinyl-Chloride (PVC). This allows a 

high flexibility of the test rig. The working fluid is 

tap water at 20 °C. A wide range of Reynolds 

numbers can be examined, since the pump 

generates a maximum flow rate of 42 m³/h. In this 

study a Reynolds number of 50000 was used. In 

front of the measurement site a 100 D long straight 

pipe ensures a fully developed flow. In addition, 

this is supported by the installation of a plurality of 

perforated plates and a tube bundle rectifier at the 

beginning of this pipe section. At the measuring 

section a flow profile over the entire tube cross-

section can be measured with Laser Doppler 

Velocimetry. The disturbance of the flow is directly 

induced by the installed fitting before the measuring 

section. 

 

Figure 2. The 1/3 segmental orifice and the 90 ° 

elbow combination made of PVC for the 

experiments on the test rig 

A 1/3 segmental orifice with a thickness of 7 mm 

was investigated. In a segmental orifice a region of 

the tube cross section is closed by a segment. In this 

way a partially closed valve in pipelines can be 

imitated. The second examined geometry consists 

of two consecutive 90° elbows (figure 2). The main 

function of an elbow is to redirect a pipe flow in a 

desired direction. At the interior side of an elbow 

the flow separates. This cause a complex flow field 

and vortices shedding downstream. 

 

 

Figure 1. Representation of the test stand for the investigation of flow profiles of pipe flows

3 NUMERICAL SETUP 

The swirling flow after the elbow and the shear 

flow after the segmental orifice are simulated with 

the same element size as well as boundary layers for 

the simulation grid and settings of the numerical 

method with the k-omega and the k-epsilon 

turbulence model and the LRR turbulence model 

(RANS model). In addition, these studies are 

extended by a computational-intensive detached 

eddy simulation. For this purpose the computational 

grid and the numerical methods were adapted to the 

requirements of the DES. 

 

pump 

tube bundle rectifier 

perforated plates 

tank 

measuring section 
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For an incompressible flow, the following 

continuity equation applies: 

 

∇𝒖 = 0 . (1) 

Furthermore, the following can be written for 

the momentum equation: 

 

𝜌
𝜕𝒖

𝜕𝑡
= −𝜌𝒖∇𝒖 + 𝜂∇2𝒖 − ∇𝑝 + 𝜌𝒈 . (2) 

 

The k-ε turbulence model is the workhorse of 

practical engineering flow calculations to simulate 

mean flow characteristics for turbulent flow 

conditions [6]. It is a two equations model which 

gives a general description of turbulence by means 

of two transport equations. This approach consists 

of the two values k and ε. The equation k, the 

turbulent kinetic energy, and ε, the rate of 

dissipation of the turbulent kinetic energy, have the 

following form: 

 
𝜕𝜌𝑘

𝜕𝑡
+ ∇(𝜌𝑘𝒖) = ∇ (

𝜂𝑡

𝜎𝑘

∇𝑘) + �̂� − 𝜌𝜀 

 

(3) 

 

and 

 
𝜕𝜌𝜀

𝜕𝑡
+ ∇(𝜌𝜀𝒖) = ∇ (

𝜂𝑡

𝜎𝜀

∇𝜀) + 𝐶𝜀1

𝜀

𝑘
�̂�

− 𝐶𝜀1𝜌
𝜀2

𝑘
 . 

 

(4) 

 

In the k-ω turbulence model, the turbulent 

kinetic energy is calculated after 

 
𝜕𝜌𝑘

𝜕𝑡
+ ∇(𝜌𝑘𝒖) = �̂� − 𝛽∗ρωk

+ ∇ [(𝜂 +
𝜂𝑡

𝜎𝑘

) ∇𝑘] 
(5) 

and the specific rate of dissipation is calculated 

after 

 
𝜕𝜌𝜔

𝜕𝑡
+ ∇(𝜌𝜔𝒖) = 𝛼

𝜔

𝑘
�̂� − 𝛽∗ρω2

+ ∇ [(𝜂 +
𝜂𝑡

𝜎𝜔

) ∇𝜔]. 
(6) 

 

The equations contain some adjustable 

constants. The values of these constants originate 

from numerous iterations of data fitting for a wide 

range of turbulent flows. Through these two 

modeling approaches for the turbulence the required 

computational effort and resources are reduced. The 

Reynolds stress model [7 and 8] involves 

calculations of the individual Reynolds stresses 

using differential transport equations. Detached-

eddy simulation (DES) is an example of a new kind 

of methods that seek to bridge the gap existing 

between the just introduced RANS approaches and 

large-eddy simulation (LES) concerning 

computational cost and predictive accuracy. In the 

regions next to walls RANS models can represent 

the flow very well at minimal computational cost, 

however they exhibit significant deficiencies in 

massively-separated flows. On the contrary LES 

delivers more accurate predictions due to the 

limitation of modelling empiricism to the smallest 

turbulent structures. However the numerical cost for 

wall-bounded flows is enormous and increases 

strongly with Reynolds number. 

 

In Figure 3, the simulation model of the segmental 

orifice and the elbow combination is shown. For the 

segmental orifice the data were evaluated at 7 D and 

for the elbow combination 10 D downstream of the 

disturbance. 

 
 

Figure 3. Representation of the simulation 

geometry of the segmental orifice (l) and the 

elbow combination (r) 

For the stationary calculations with the k-ε, k-ω and 

LRR turbulence model a structured mesh with 

boundary layers was created with a total of 6.2 

million elements. For the transient DES this mesh 

was further refined, up to 13 million elements. 

Mostly, the element number was increased in the 

axial direction. A representation of the two meshes 

is shown in Figure 4. The assessment of the 

independence of the results on the computational 

grid was checked by further calculations applying a 

general finer grid, here not presented. 

 
 

Figure 4. Computational mesh for the segmental 

orifice (l) and the elbow combination (r) 

At the inlet a fully developed velocity profile was 

calculated with a periodic boundary condition. In 

this method the fully developed velocity profile is 

created by using a periodic boundary condition 

starting with an uniform velocity profile (cp figure. 

5). This was applied to the cases with the DES and 
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RANS turbulence models. For the simulation, a 

kinematic viscosity of 1,004 x 10
-6

 m² s
-1

 was 

selected for the property of the fluid. 

 

 

 

 

 

 

 

 

 

 

Figure 5. The cycling mapped boundary 

condition 

4 RESULTS AND COMPARISSON 

The results of the calculations of the 1/3 segmental 

orifice are shown in the following figures 6-8. It is 

easy to see that the detached eddy simulation 

resolves more small structures than the simulations 

with the RANS turbulence model. In general, the 

simulations show a velocity profile, as it is expected 

downstream of a segmental orifice. 

 

Figure 6. Measurement result with LDV of the 

segmental orifice 

 

Figure 7. Simulation result with the k-ω 

turbulence model of the segmental orifice 

 

Figure 8. Detached eddy simulation result of the 

segmental orifice 

In addition, the data is evaluated along the axis of 

symmetry (cp. figure 6). The velocity profiles along 

this axis are shown in figure 8. 

 

Figure 8. Comparison of velocity profiles from 

different turbulence models of the segmental 

orifice 

The simulation results of the elbow combination are 

evaluated in the same manner. The figures 10-14 

show the velocity profiles. 
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Figure 10. Measurement result with LDV of the 

elbow combination 

 

Figure 11. Detached eddy simulation result of 

the elbow combination 

 

Figure 2. Simulation result with the k-ω 

turbulence model of the elbow combination 

 

Figure 3. Simulation result with the k-ε 

turbulence model of the elbow combination 

 

Figure 4. Simulation result with the LLR 

turbulence model of the elbow combination 

In the elbow combination, all turbulence models 

were compared along one path (cp. figure 10), too. 

The following chart shows the different velocity 

profiles. 

 

 

Figure 5. Comparison of velocity profiles from 

different turbulence models of the elbow com 
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5 SUMMARY AND CONCLUSION 

The aim of this study was to investigate various 

turbulence models for the simulation of shear and 

swirl flows. In order to validate the simulation 

results measurements were performed on a 1/3 

segmental orifice and a combination of 90° elbows 

on a test rig for investigating pipe flows. The 

velocity profiles over the entire pipe cross section 

were measured by means of LDV. In a further step, 

the simulation models of the described disturbances 

were created. The k-omega, the k-epsilon, the LRR 

and the detached eddy simulation turbulence 

models were examined in this study for capturing 

the flow conditions. 

The comparison of the simulation results showed 

that the computationally expensive detached eddy 

simulation resolves the flow very well both in the 

segmental orifice and in the elbow combination. 

Nevertheless in the case with the segmental orifice 

this model shows some inaccuracy in the regions 

near to the wall. This can be lead back to the 

resolution of the mesh in this area. 

Regarding the RANS turbulence models, the k-ω 

model showed a good correlation with the 

measurements. Concerning the elbow combination 

the LRR model performed just as poorly as the k-ε 

model. However the LRR model is suitable for 

resolving flows with high vortex intensity, 

therefore, it can be reasonably concluded that the 

exciting vortices after the elbow combination are 

not strong enough to use the benefits of this 

turbulence model. 
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ABSTRACT
Large Eddy Simulation / Conditional Moment

Closure (LES-CMC) simulations of non-premixed
turbulent hydrogen jet in oxy-combustion regimes
are performed. The fuel is pure hydrogen and the
oxidiser is a mixture O2/H2O with mass fraction of
water in the range YH2O = 0.1 − 0.7. The fuel issues
into a hot oxidiser stream at 1045K, auto-ignites and
the flame propagates through the domain. The prob-
lem analysed offers new challenges to combustion
modelling as depending on O2 content in the oxidiser
stream the combustion process may be strongly un-
steady and on the border of stability and flammability
limits. It is shown that LES-CMC is well suited for
such studies. We analyse the auto-ignition and forced
ignition processes followed by a flame propagation
and stabilisation phases. The obtained results show
that for low content of water in oxidiser the auto-
ignition time is a linear function of YH2O. The axial
locations of auto-ignition spots increase with H2O
content in oxidiser, whereas the auto-ignition scen-
ario is basically the same. It is found that for YH2O <
0.6 the flame attaches to the nozzle whereas for the
cases YH2O = 0.6 and YH2O = 0.7 the flames re-
main lifted but they lift-off heights are smaller than
the nozzle diameter.

Keywords: CMC, hydrogen, LES, non-premixed
combustion, oxy-combustion, turbulent jet

NOMENCLATURE
Sc [−] Schmidt number
D [m] nozzle diameter
Dξ [m2/s] molecular diffusivity
N [s−1] scalar dissipation rate
T [K] temperature
U [m/s] velocity
Yk [−] reactive scalar
p [Pa] pressure
t [s] time
ui [m/s] velocity component
xi [−] axis coordinate

ω̇k [mol/m3 s] reaction rate
η [−] sample space variable for ξ
µ [Pa s] molecular viscosity
ρ [kg/m3] density
ξ [−] mixture fraction

Subscripts and Superscripts
cf related to co-flow
fuel related to fuel
ign related to auto-ignition
MR most-reactive
sgs, t related to subgrid or turbulent
ST stoichiometric
i, j, k indices of the coordinate axis, species

1. INTRODUCTION
Oxy-combustion technology is a promising op-

tion to reduce the emission of greenhouse gases to
the atmosphere. The oxy-combustion technology has
been proposed almost simultaneously by Horn and
Steinberg [1] and by Abraham et al. [2] in 80s. Dur-
ing the oxy-fuel combustion the oxygen (with purity
of more than 95%) and recycled flue gas are mixed
and used to carry out the combustion process. By
removing the nitrogen from the oxidiser the oxy-
combustion process allows to eliminate the oxides of
nitrogen. The nitrogen is usually replaced by the car-
bon dioxide and therefore the oxy-combustion pro-
cess is often combined with carbon capture techno-
logy which minimises emission of the carbon dioxide
[3, 4].

Combustion process carried out in oxygen at-
mosphere differs from conventional air combustion.
Generally, the primary effects of oxy-combustion
process are higher flame temperature and burning
velocity whereas the ignition temperature is lower.
The oxy-combustion technology is still on early level
of development and many questions related to com-
bustion characteristics, ignition, flame stability or
optimal oxidiser composition remain unanswered.
In general, in the field of combustion an experi-
mental analysis constitutes difficult and expensive
task as it requires a dedicated apparatus and soph-
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isticated measurements techniques. Experimental re-
search in oxy-combustion problems are additionally
complicated by very high temperatures and unstead-
iness, if we consider ignition and flame propaga-
tion processes. Hence, further development of oxy-
fuel combustion technology can be supported by nu-
merical methods within the framework of Compu-
tational Fluid Dynamics (CFD). The present literat-
ure in the field of modelling of oxy-combustion pro-
cesses is mainly focused on oxy-coal and oxy-natural
gas combustion as they are the most abundant fuels
[5, 6].

In the present work Large Eddy Simulation
(LES) method is combined with one of the most ad-
vanced and accurate combustion model, i.e., Condi-
tional Moment Closure (CMC) model for modelling
of non-premixed oxy-combustion of turbulent hydro-
gen jet. The LES-CMC approach enables to capture
very complex combustion phenomena such as local
extinctions [7], auto-ignition [8] and forced ignition
[9]. In the field of oxy-combustion the LES-CMC
approach was used by Garmory and Mastorakos [10]
for modelling combustion of CH4/H2 in O2/CO2 at-
mosphere. In the present study we consider combus-
tion of pure hydrogen in O2/H2O mixture, thus we
study a perfectly clean combustion with water as the
final product. We will concentrate on the analysis
of auto- and forced ignition processes and flame sta-
bility for a wide range of oxidiser composition and
velocity. The research will also aim to determine
flammability range, flame stability and distribution of
temperature and species mass fractions as functions
of co-flow parameters.

2. MODELLING
2.1. LES formulation

In LES the large scales in the turbulent flow are
directly resolved on a given numerical mesh, while
the smaller scale (subgrid scale) effects must be mod-
elled. Applying the filtering procedure to the con-
tinuity equation, the Navier-Stokes equations and the
transport equation for the mixture fraction gives

∂ρ̄

∂t
+
∂ρ̄ũ j

∂x j
= 0 (1)

∂ρ̄ũi

∂t
+
∂ρ̄ũiũ j

∂x j
= −

∂p̄
∂xi

+
∂τi j

∂x j
+
∂τ

sgs
i j

∂x j
(2)

∂ρ̄ξ̃

∂t
+
∂ρ̄ũiξ̃

∂xi
=

∂

∂xi

(
ρ̄Dξ

∂ξ̃

∂xi

)
+
∂Jsgs

∂xi
(3)

where the overbar symbol stands for LES filtering
applied to density and pressure. The wide tilde sym-
bol stands for the Favre filtering applied to the velo-
city field ũi = ρui/ρ̄ and mixture fraction ξ̃ = ρξ/ρ̄.
The term Dξ = µ/ρ̄Sc is the molecular diffusivity,
Sc = 0.7 is the Schmidt number, and τi j represents
the stress tensor of the resolved field. Unresolved
subgrid stress tensors τsgs

i j and Jsgs are modelled by

the eddy-viscosity type model defined as

τ
sgs
i j = 2µsgsS i j −

1
3
τkkδi j Jsgs = ρ̄Dt

∂ξ̃

∂xi
(4)

where S i j = 1/2
(
∂ũi/∂x j + ∂ũ j/∂xi

)
is the rate of the

strain tensor of the resolved field. The subgrid (or
turbulent) viscosity µt is computed according to the
model proposed by Vreman [11]. The subgrid diffus-
ivity is defined as Dt = µt/ρ̄Sct where the turbulent
Schmidt number is assumed constant Sct = 0.4 [12].

2.2. CMC formulation
The CMC model has been formulated by Kli-

menko and Bilger [13] in the 90s. The LES-CMC
model was presented by Navarro-Martinez et al. [14]
approximately ten years later where it was derived
applying the density-weighted conditional filtering
operation to the transport equations for the reactive
scalar (Yk) (species mass fraction and total enthalpy).
The CMC equations in the LES context are given as
[12, 14]:

∂Qk

∂t
+ ũi|η

∂Qk

∂xi
= Ñ |η

∂2Qk

∂η2 + ˜̇ωk |η + eY,k (5)

where k = 1, . . . , n is the index of n reacting spe-
cies and k = n + 1 stands for enthalpy. The op-
erator (·|η) = (·| ξ = η) is the conditional filtering
operator with conditioning being done on the mix-
ture fraction [14]. The symbol Qk = Ỹk |η repres-
ents the conditionally filtered reactive scalar, ũi|η -
velocity, Ñ |η -scalar dissipation rate, ˜̇ωk |η -reaction
rate. The symbol eY,k = ∂

∂xi

(
D̃t|η

∂Qk
∂xi

)
represents the

subgrid interactions [12]. The conditionally filtered
velocity ũi|η and subgrid diffusivity D̃t|η are usually
expressed directly by the filtered values [7, 12, 14],
i.e., ũi|η ≈ ũi, D̃t|η ≈ Dt whereas the conditionally
filtered scalar dissipation rate is usually computed
with the Amplitude Mapping Closure (AMC) model
[12, 14]. The conditionally filtered reaction rate is
evaluated with the 1st order closure [13] where the
subgrid conditional fluctuations are neglected, i.e.,˜̇ωk |η ≈ ω̇k (Q1,Q2, ...,Qn,Qn+1).

2.3. Numerical methods
The computations have been performed using an

in-house LES solver (SAILOR) [15] based on the
low Mach number approach [16] and spatial dis-
cretisation performed by the 6th order half-staggered
compact difference method [15, 17] for the Navier-
Stokes and continuity equations and with 5th or-
der WENO scheme [18] for the mixture fraction.
The time integration is performed with a predictor-
corrector method with the help of the 2nd or-
der Adams-Bashforth and Adams-Moulton methods.
The SAILOR code was verified in previous LES
studies concentrating on gaseous flows, multiphase
flows and flames [8, 19, 20, 21].

The CMC equations are solved applying the
operator splitting approach where the transport in
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physical space, transport in mixture fraction space
and chemistry are solved separately. In physical
space, the conditional variables are smoother than
the filtered ones and therefore the CMC equations
are discretised using only the 2nd order finite dif-
ference method. The convective terms are com-
puted using 2nd order TVD (Total Variation Dimin-
ishing) method with van Leer limiters. The diffus-
ive terms are discretised using the central finite dif-
ference scheme. The chemical kinetics is modelled
using detailed mechanism with 9 species and 19 re-
actions [22] and the source terms are calculated us-
ing CHEMKIN interpreter. VODPK package is em-
ployed to solve the CMC equations in mixture frac-
tion space.

3. COMPUTATIONAL CONFIGURATION
To the best authors knowledge there are no ex-

perimental data available for combustion of pure H2
jet in the mixture of O2/H2O. Hence, configuration
used by Cabra et al. [23] for auto-ignition studies of
turbulent H2/N2 jet in a co-flow of lean H2/air com-
bustion products was adapted in the present work.
Motivation of this choice is the fact that for this test
case many LES-CMC calculations were performed
and they were in good agreement with experimental
findings.

In the present case the fuel jet consists of the
pure hydrogen, it is injected into a heated mixture
of oxygen and water through a nozzle with the in-
ternal diameter D = 0.00457m at the ambient pres-
sure. The temperature of the fuel jet is equal to
Tfuel = 305K and the co-flowing stream temperat-
ure is Tcf = 1045K. The analysis is performed for
various oxidiser compositions with the mass fraction
of water YH2O varying in the range of 0.1 − 0.7. The
co-flow velocity depends on YH2O such that the ex-
cess of O2 relative to H2 mass flow rate is constant
and equal to 30%. This leads to the co-flow velocit-
ies in the range Ucf = 1.161m/s − 4.990m/s. The
fuel velocity equals to 107m/s.

The computational domain is a rectangular box
with dimensions 14D × 30D × 14D. The LES-CMC
calculations are extremely expensive from the com-
putational point of view. A common simplifying
approach is to use two separate meshes in physical
space: one for the solution of the flow field (CFD
mesh) and another one, much coarser for the CMC
equations (CMC mesh). Methodology of data ex-
change between CFD and CMC mesh may be found
in [12]. In the present case we found that the CFD
mesh with 128 × 160 × 128 nodes stretched radi-
ally and axially towards the jet region and the uni-
form CMC mesh with 15 × 80 × 15 nodes, provide
nearly grid independent results. Influence of mesh
density was examined in previous study related to
the original Cabra flame configuration [8]. It was
found that minor differences had quantitative char-
acter and were visible in the time-averaged data only.
For instance the maximum temperature values on two
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Figure 1. Evolution of maximum temperature in
auto-ignition phase. Results for 0D-CMC calcula-
tions.
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Figure 3. Evolution of maximum temperature in
auto-ignition phase. Results for 3D LES-CMC
calculations.

meshes was less than 1% . Similarity of the solu-
tions obtained on different meshes was attributed to
the high-order discretisation method, which is as-
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sumed to yield the grid independent results at relat-
ively small number of the nodes.

4. RESULTS
4.1. Analysis of auto-ignition time

The procedure of auto-ignition simulation con-
sists of two subsequent steps. In the first part, in
every node of the CFD mesh the solution is initial-
ised within mixture fraction space assuming a lin-
ear distribution of species and enthalpy between the
oxidiser composition (ξ = 0) and the fuel composi-
tion (ξ = 1). Next, the flow evolves in physical and
mixture fraction spaces. If the temperature is suffi-
ciently large auto-ignition spots appear somewhere
in the flow domain. Then, the second simulation step
begins which consists of propagation of the flame
which eventually stabilises as a lifted or attached, de-
pending on the flow conditions.

Before depicted above LES-CMC computations
a preliminary analysis was performed using the so-
called 0D-CMC approach. In such a 0D-CMC
method the simulations are performed only in mix-
ture fraction space and the obtained solutions give
insight on how the oxidiser composition affects the
maximum temperature, auto-ignition time and dis-
tributions of species mass fractions. The ignition
time tign is assumed here as the time from the be-
ginning of the simulations to the time instant when
the temperature rises 1K over Tcf . In the calcula-
tions the maximum value of the scalar dissipation
rate used in AMC model is N = 1s−1. Figure 1
shows temperature evolution and auto-ignition time
for YH2O = 0.1 − 0.7. It is seen that for low values of
YH2O the temperature is very large (above 3000K for
YH2O = 0.1) and decreases for increasing YH2O (be-
low 2500K for YH2O = 0.7). Apart from that increas-
ing content of H2O in oxidiser significantly affects
delaying of the auto-ignition. Dependence of auto-
ignition time on oxidiser composition can be seen in
the Figure 2 . In the range YH2O = 0.1 − 0.3 the val-
ues of tign exhibit linear behaviour expressed as tign =

0.126YH2O−0.010 which is characterized by a line in-
clined 7.2◦. For the other cases (YH2O = 0.4−0.7) the
ignition time varies non-linearly. Full 3D LES-CMC
simulations were performed according to the proced-
ure depicted at the beginning of this section. They al-
lowed to determine analogical dependence tign(YH2O)
for the cases with (YH2O = 0.1 − 0.5). For other two
investigated cases (YH2O = 0.6, YH2O = 0.7) the auto-
ignition process has not occurred and therefore the
combustion process has been successfully initialised
by a spark which is discussed later. As in 0D-CMC
computations it is found that for YH2O = 0.1 − 0.3
the values of tign obtained from LES-CMC behave
linearly. However, this time the relation is given
as tign = 0.201YH2O − 0.015 and the inclination is
equal to 11.4◦. The differences in the line inclination
and tign values with LES-CMC and 0D-CMC calcu-
lations can be observed in the Fig. 2. The fact that
tign(YH2O) behave linearly indicates that for low con-

(a) (b)

Figure 4. Contours of temperature (a) and HO2
mass fraction (b) at the time instant t = 4.87 ×
10−2s – beginning of the auto-ignition. The white
lines in figure (a) denotes locations of the most re-
active mixture fraction ξMR = 0.0007. Results for
YH2O = 0.2.

(a) (b)

Figure 5. Contours of temperature (a) and OH
mass fraction (b) at the time instant t = 5.21 ×
10−2s – propagation of the flame. Results for
YH2O = 0.2.

tent of H2O in co-flowing stream the auto-ignition
time is mainly affected by the chemical process and
solution in mixture fraction space, whereas the im-
pact of the convective and diffusive transport in phys-
ical space seems negligible. It becomes more import-
ant only for cases with YH2O > 0.3. In Fig. 2 this
manifests by a shorter ignition time for YH2O = 0.5
than for YH2O = 0.4. Hence, for YH2O > 0.3 the auto-
ignition process is a combined effect of interaction
between chemistry and turbulence. Sample evolu-
tions of the maximum temperature in auto-ignition
phase obtained from 3D LES-CMC computations for
YH2O = 0.2 and YH2O = 0.3 are presented in the Fig-
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ure 3. As in these cases the ignition process is mostly
dependent on chemistry the evolution of temperature
is reminiscent of solutions presented in Fig. 1. Ad-
ditionally in Fig. 3 shortly after auto-ignition a tem-
perature stagnation on certain level for some short
time can be observed. Very similar behaviour was
also observed for 0D-CMC calculations, however, it
occurred at lesser extent than in 3D LES-CMC com-
putations. Appearing of such plateaux is most likely
caused by numerical artifacts, which at the present
time we are not able to univocally explain.

(a) (b)

Figure 6. Contours of temperature (a) and mix-
ture fraction (b) – fully developed flame. Results
for YH2O = 0.2.

(a) (b)

Figure 7. Contours of HO2 mass fraction (a) and
OH mass fraction (b) – fully developed flame. Res-
ults for YH2O = 0.2.

4.2. 3D LES-CMC results
Sample results obtained from full 3D LES-CMC

computations are shown in the Figures 4 to 11. In
the performed simulations two cases corresponding

to YH2O = 0.1 and YH2O = 0.5 turned out un-
stable. Shortly after ignition, when the flame star-
ted to develop in the domain, very large temperat-
ure gradients appeared and destabilised the solution
procedure. In effect the solution diverged. As this
may be understood for YH2O = 0.1 where the tem-
perature is very large, such unstable behaviour for
YH2O = 0.5 seems strange. Mostly because for the
cases YH2O = 0.2, 0.3, 0.4 the solution was stable and
the results were obtained without difficulties. At the
present time we are not able to find out what are
the reasons of this instability. Hence, the cases for
YH2O = 0.1 and YH2O = 0.5 are analysed only par-
tially.

4.2.1. Auto-ignition

The obtained results for case with YH2O = 0.1 −
0.5 show that after the occurrence of auto-ignition
the flame propagates rapidly towards the nozzle and
remains nearly attached to the nozzle. In the present
simulations the flame never fully attaches to the in-
flow plane because of assumed inert boundary con-
dition at the inlet. The evolution of the flame for
YH2O = 0.2 starting from auto-ignition phase, up
to the developed flame, is shown in Figures 4 to
7. The presented contours show the temperature,
HO2 and OH radicals, and mixture fraction for sub-
sequent time instances, respectively, starting from
t = 4.87×10−2s which correspond to 0.024s after tign.
The auto-ignition begins at the distance of approxim-
ately 15D from the inlet. The white line in the Figure
4a corresponds to the most reactive mixture fraction,
i.e., where the auto-ignition occurs first. For the case
with YH2O = 0.2 the most reactive mixture fraction
is very small and equals to ξMR = 0.0007. At the
time instant t = 4.87 × 10−2s the maximum temper-
ature is only slightly higher than Tcf and therefore it
is not visible in the contours, however, the first signs
of the auto-ignition are already seen. They manifest
by a rise of the mass fractions of the so-called pre-
ignition species, HO2, shown in the Figure 4b. In the
next time steps, at t = 5.21 × 10−2s, an intense pro-
duction of OH radical is visible at the distance of ap-
proximately 20D, the temperature increases rapidly
and the flame starts to propagate downstream (Fig-
ure 5). Eventually, the flame stabilises and attaches
to the inlet in the first CMC cells. This is visualised
in Figure 6 which shows also that high temperature
regions are in the mixing layer and the maximal tem-
perature is at the level of approximately 3000K. Fig-
ure 7 presents typical distributions of HO2 and OH
radicals in the fully developed flame. For the rest of
the cases, except two unstable simulations discussed
before, the auto-ignition and flame propagation scen-
arios are basically the same and they end similarly
resulting in the attached flames.

4.2.2. Spark ignition

In cases in which the co-flow temperature was
to small to cause auto-ignition the flame was ini-
tiated by a spark modelled by a locally introduced

CMFF15-148 696



(a) (b)

Figure 8. Contours of temperature at the time in-
stant t = 7.27 × 10−2s (a) and at the time instant
t = 7.29 × 10−2s (b) – initialising of the spark igni-
tion. The white lines in figure (a) denotes locations
of the stoichiometric mixture fraction ξST = 0.048.
Results for YH2O = 0.6.

(a) (b)

Figure 9. Contours of temperature (a) and OH
mass fraction (b) at the time instant t = 7.30 ×
10−2s – the final stage of the spark ignition, pro-
duction of OH. Results for YH2O = 0.6.

flame kernel. Such an ignition process relies on two
steps: (i) 0D-CMC simulations are performed which
provide "burning" solution in mixture fraction space;
(ii) the obtained solution is prescribed in selected
CMC cells and kept for some time (duration of the
spark). In present studies we are not intended to
analyse methods of spark initiation or dependence
of successful attempt of ignition on a spark size or
its intensity. In this work the spark is used just to
initiate the combustion process, hence, we use rel-
atively strong spark with the 0D-CMC simulations
performed with arbitrarily assumed scalar dissipa-
tion rate N0 = 1s−1. The spark was embedded on

(a) (b)

Figure 10. Contours of temperature (a) and HO2
mass fraction (b) at the time instant t = 7.32 ×
10−2s – soon after the spark has been switched-
off, destruction of HO2. Results for YH2O = 0.6.

(a) (b)

Figure 11. Contours of temperature (a) and OH
mass fraction (b) at the time instant t = 8.75 ×
10−2s – developed flame. Results for YH2O = 0.6.

CMC cells lying at the distance 10D from the inlet
in the shear layer between the fuel and oxidiser in
the region close to the stoichiometric mixture frac-
tion. This point was selected as suitable for success-
ful ignition. The spark was modelled as a sphere with
dimension 6 × 10−3m and its duration was assumed
equal to 0.05 × 10−2s.

Figures 8 to 11 present sample flame evolution
obtained with YH2O = 0.6 starting from initialisation
of the spark, up to the developed flame. The spark
was ‘switched on’ at the time instant t = 7.27×10−2s.
In Figure 8a the spark is seen as a spherical region
of high temperature. The white line corresponds to
the stoichiometric mixture fraction ξMR = 0.048.
Shortly after the spark initialisation an expansion of
high temperature area is observed (see Figure 8b).
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The time instant t = 7.30 × 10−2s corresponds to the
final stage of the spark duration in which the pro-
duction of OH radical is visible already upstream,
i.e., at the distance y/D ≈ 5. The temperature in-
creases rapidly and the flame starts to propagate (Fig-
ure 9). The subsequent phase of flame propagation is
shown in the Figure 10 corresponding to a time soon
after the spark has been switched-off. The species
HO2 extends over the border of the flame and the
flame propagates towards the inlet. Finally, it stabil-
ises nearly the inflow plane in the second CMC cell
and achieves maximum temperature at the level of
approximately 2600K (Figure 11).

5. CONCLUSIONS
The LES-CMC approach was used for combus-

tion modelling of pure hydrogen jet in oxygen-water
atmosphere. To the best author knowledge these re-
search constitutes one of the first attempts in the field
of LES-CMC modelling of perfectly clean combus-
tion process.

LES-CMC simulations were preceded by the so-
called 0D-CMC calculations performed only in mix-
ture fraction space. It was shown that for cases
corresponding to low content of water in oxidiser
stream, YH2O = 0.1 − 0.3, the auto-ignition time var-
ies linearly. The results of 3D LES-CMC simulations
allowed to determine similar linear trend, though
the absolute auto-ignition times were significantly
longer compared to 0D-CMC results. Moreover, 3D
LES-CMC computations showed that for YH2O > 0.3
the auto-ignition process is affected by the interac-
tion of chemistry and turbulence, and YH2O = 0.6
is the critical value above which the auto-ignition
does not occur, at least in the analysed simulation
time. The subsequent research was focused on the
analysis of influence of the oxidiser composition on
auto-ignition process. It was found that the axial loc-
ations of auto-ignition spots increase with H2O con-
tent in the oxidiser. However, the auto-ignition scen-
ario turned out to be basically the same for all of
cases except two unstable simulations (YH2O = 0.1
and YH2O = 0.5) which were analysed only partially.
In cases in which the auto-ignition has not appeared,
the combustion process was initialised by a spark
modelled by a locally introduced flame kernel. The
flame evolutions for auto-ignition case (YH2O = 0.2)
and spark ignition case (YH2O = 0.6) were presented
and analysed. Results obtained from 3D LES-CMC
computations showed that the maximum temperat-
ure achieved in a fully developed flame decreases for
increasing content of H2O in the co-flowing stream.
The obtained values of maximum temperature are in
the range 2370K − 3000K. The radial size of the
flame turned out to be indirectly sensitive to YH2O
content as it was used to adjust the co-flow velocity.
This aspect was not discussed in details in the paper.
However, from the presented figures it could be ob-
served that for smaller YH2O content, and thus smal-
ler co-flow velocity, the flame was wider. The per-

formed simulations showed that the lift-off height of
the flame is slightly dependent on the co-flow para-
meters. For the cases with YH2O = 0.6 and YH2O = 0.7
the flames stabilised very close to the inlet in the
second and the third CMC cell which corresponds
to the distance smaller than one nozzle diameter. For
smaller YH2O content we observed attached flames.
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ABSTRACT
The present work deals with the aeroacoustic

sound radiated by a forward–backward facing step in
combination with a flexible wall behind the step. A
numerical flow computation with coupled aeroacous-
tic and vibroacoustic simulation was carried out. The
structural deformations of the oscillating plate like
structure in the wake of the forward–backward fa-
cing step were considered to be small and therefore
not affecting the flow field. The presented approach
enables a separate consideration for the aeroacous-
tic as well as the structural borne noise. The influ-
ence of the interactions of the acoustic medium with
the flexible structure on the vibroacoustic sound ra-
diation is investigated. Additional to the simulations,
aeroacoustic measurements in an acoustic wind tun-
nel were performed for validation purposes.

Keywords: aeroacoustics, LES, vibroacoustics

NOMENCLATURE

∆ [m] spanwise extension of flow
geometry

q̂ [kg/s2] spanwise averaged acoustic
source term

µ [Ns/m2] dynamic viscosity
ρ′ [kg/m3] acoustic density
ρ0 [kg/m3] fluid density
σn [N/m2] normal stresses due to acous-

tic pressure
τi j [N/m2] viscous stress tensor
q̃ [kg/ms2] 3D acoustic source term
ξi [m] mechanical displacement
c0 [m/s] speed of sound
D [m] dimension of forward–

backward facing step
E [N/m2] modulus of elasticity
L [m] width of windtunnel nozzle
ni [−] vector in wall–normal direc-

tion
p [Pa] static pressure
p′ [Pa] acoustic pressure

R [m] distance between step and
microphone point

t [s] time
Ti j [kg/ms2] Lighthill stress tensor
ui [m/s] fluid velocity
v′i [m/s] acoustic particle velocity
xi [m] cartesian coordinates

1. INTRODUCTION
Flow induced noise is very important regard-

ing many technical applications. As an example,
the aeroacoustic as well as the vibroacoustic noise
induced by the turbulent flow field around cars or
planes has an unfavorable influence on the comfort
for passengers and therefore, on the quality of the
vehicle. In order to predict the acoustic behavior
of technical products during the design process, the
usage of numerical simulation software is a valu-
able measure to prevent unfavorable acoustic effects.
Aeroacoustic noise is induced by turbulent pressure
fluctuations e.g in turbulent shear layers or recircu-
lation areas. Vibroacoustic noise is generated by the
interaction of turbulent wall bounded flows with flex-
ible surfaces. The turbulent pressure and wall shear
stress fluctuations excite the flexible structure to vi-
brate in their characteristic eigenmodes. According
to the eigenfrequencies, sound is radiated from the
flexible structures surface. Previous studies dealing
with fluid–structure–acoustic interaction are shown
in [1]. A large eddy simulation (LES) of a forward–
backward facing step flow in the context of fluid–
structure–acoustic interaction was conducted. The
feasibility of a strong fluid–structure coupling produ-
cing aeroacoustic and vibroacoustic noise is demon-
strated. A comparison to experimental data shows
that noise radiation is overpredicted. The influence of
the backcoupling of the acoustic medium on the flex-
ible surface and therefore on the vibroacoustic sound
radiation is not taken into account. Investigations on
a comparable setup with application for vehicle in-
terior noise are published in [2]. In this study, a tur-
bulent flow interacts with the flexible cover of a cav-
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ity. This work is focused on the noise radiation into
the cavity. The influence of the structural deforma-
tions on the flow field, as well as the interaction of
the acoustic field with the flexible structure are con-
sidered. However, no investigations of the influence
of this interaction between structure and acoustic me-
dium are shown. Besides the above mentioned nu-
merical approaches, were physical fields are com-
puted and coupled to each other in time domain,
much effort has been put into the development of ana-
lytical approaches for modeling the interactions of
turbulent boundary layers with elastic surfaces and
the associated vibroacoustic sound radiation. Funda-
mental information can be found in [3]. Current work
on vibroacoustics excited by turbulent boundary lay-
ers is documented in [4].
The goal of the current work is to compute the
aeroacoustic, as well as the vibroaocustic sound ra-
diation by the combination of a turbulent flow field
behind a forward–backward facing step and a flex-
ible plate with turbulent fluid load. In computing the
physical domains by numerically solving the phys-
ical basic equations (fluid dynamics, structural dy-
namics and linear acoustics), the presented approach
overcomes the disadvantages of the analytical ap-
proaches regarding the analysis of complex geomet-
ries. By neglecting the modification of the flow
due to structural displacements, the high computa-
tional costs of a strong fluid–structure coupling can
be saved and the sufficient resolution of the turbu-
lent flow field can be focused on. The coupling
between flow field and acoustic field is realized by
calculating aeroacoustic source terms from the velo-
city field at simulation time. In a post–processing
step, the acoustic field is computed on the basis of
the acoustic source terms. The vibroacoustic sound
radiation is based on the surface velocity of the flex-
ible structure. To show the influence of the interac-
tion between structure and acoustic medium, one–
sided and two–sided coupled vibroacoustic simula-
tions were carried out and compared to each other.
In case of a one–sided coupling, the computation
of the transient mechanic deformation of the flex-
ible plate and the vibroacoustic field were carried
out subsequently. In the two–sided coupled case, a
coupled system of acoustic and mechanic equations
was solved to allow for the interactions between the
two systems. Besides the numerical investigations,
microphone measurements of the sound radiated by
the forward–backward facing step were carried out
in a low–noise wind tunnel. A comparison between
numerical and experimental results will be given and
discussed.

2. NUMERICAL SETUP
2.1. Fluid mechanical Setup

The three–dimensional flow field generated by
the forward–backward facing step was computed by
means of LES. The flow computation was carried
out using the software FASTEST-3D [5]. This code

solves the transient, incompressible Navier–Stokes
equations on structured grids:

∂ui

∂xi
= 0 (1)

ρ0

∂u j

∂t
+
∂
(
uiu j

)
∂xi

 = −
∂p
∂x j
−
∂τi j

∂xi
(2)

with

τi j = µ

(
∂ui

∂x j
+
∂u j

∂xi

)
(3)

The equations were discretised using the finite
volume method (FVM). The influence of the unre-
solved flow scales was modeled with a Smagorinsky
subgrid scale model. The Smagorinsky constant was
set to 0.1. Time discretisation was performed with a
4th–order Runge-Kutta Scheme. For the calculation
of the convective fluxes, a central difference scheme
was used. The velocity-pressure coupling is conduc-
ted with the predictor–corrector algorithm.

The forward–backward facing step was a quad-
ratic obstacle attached to a flat plate with edge length
of D = 0.02 m. The spanwise extend of the geometry
was chosen to be 10 D. In spanwise direction, peri-
odic boundary conditions were applied. The height
of the computational domain was 20 D. At the out-
flow boundary a convective boundary condition was
used. At the inflow boundary, a laminar boundary
layer profile was set. This boundary layer profile ori-
gins from LDA–measurements during previous per-
formed experimental investigations [1] of the cur-
rent geometry. The velocity at the boundary layer
edge was 20 m/s. This yields a Reynolds number of
26.000, based on inflow velocity and step height D.
The grid size was chosen to obtain a wall normal res-
olution of y+ < 1 (Fig. 2). The streamwise and span-
wise resolution in the wake region of the step was
x+ < 40 (Fig. 1) and z+ < 20 (Fig. 3), respectively.
The overall number of hexahedron control volumes
was 91.6 Millions. To get a CFL-number below 1,
the time step size was chosen to be 4 · 10−7 s.

Figure 1. Time averaged x+ - distribution

2.2. Aeroacoustic Setup
Aeroacoustic source terms were computed at

simulation time from the incompressible flow vari-
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Figure 2. Time averaged y+ - distribution

Figure 3. Time averaged z+ - distribution

ables. Based on these acoustic source terms, the
radiation of sound was computed using the soft-
ware CFS++ [6]. This solver uses the finite–element
method (FEM) to solve the Lighthill equation.

∂2ρ′

∂t2 − c0
2 ∂

2ρ′

∂xi
2 =

∂2Ti j

∂xi∂x j
(4)

with the Lighthill Tensor being approximated as:

Ti j = ρ0uiu j (5)

In the present work, an alternative source term for-
mulation, which is equivalent to the original formu-
lation, was used. The divergence of Eq. (2) results
in:

∂2
(
ρ0uiu j

)
∂xi∂x j

= −
∂2 p
∂xi

2 (6)

The acoustic sound radiation of the 3D source term
distribution was computed in a 2D acoustic simula-
tion. Therefore, a spanwise averaging over the flow
geometry with width ∆ of the 3D acoustic source
terms q̃ was performed:

q̂ =

∆/2∫
∆/2

q̃dz (7)

The acoustic pressure is computed for a 2D region
shown in Fig. 4. Except the walls of the fluid do-
main, which are modeled as acoustically hard walls,
the whole acoustic domain is surrounded by a per-
fectly matched layer (PML [7]) in order to damp the
acoustic pressure to zero towards the outer faces of
the domain. Thereby, reflections of acoustic waves

at the domain boundaries can be prevented. Acoustic

propagation domain 

PML 

flow domain 

2.15 m 

1.08 m 

0.4 m 

1.02 m 

Figure 4. Acoustic domain

source terms are calculated at simulation time during
flow computation [8]. The source terms are stored
on the CFD grid. The acoustic computation is per-
formed on a grid which is much coarser than the
CFD grid. Therefore, a conservative interpolation
of the acoustic sources between the fine CFD grid
and the much coarser CAA grid has to be done [9].
The CAA grid is an equidistant, orthogonal, quad-
rilateral grid with a grid size of 2.5 mm in stream-
wise and wall-normal direction. Due to this grid size,
acoustic waves below approximately 6800 Hz are re-
solved spatially with 20 computational points per
wavelength. The output interval for acoustic source
terms is 1 · 10−5 s (sampling rate 100 kHz). Acous-
tic waves with frequency up to 5000 Hz are resolved
with 20 points per period. A physical time period of
0.133 s was realized.

2.3. Vibroacoustic Setup

The vibration of the plate was induced by the
turbulent wall pressure and wall shear fluctuations
(Fig. 5). Due to these excitations, the plate vibrated
in its characteristic eigenmodes. The surrounding
fluid was not modified by the plates displacement.
The sound radiation of the plate was described by
the linear wave equation. Therefore, the surround-
ing fluid was assumed to be at rest. The wall–normal
velocity of the plate surface must coincide with the
wall–normal component of the acoustic particle ve-
locity. Thus, the following relation holds on the plate
surface :
∂ξi

∂t
ni = v′ini (8)

By writing Eq. 2 for the acoustic properties and neg-
lecting the viscous term, after linearising, the mo-
mentum equation for acoustic is obtained. Hence,
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with Eq. (8) we obtain the coupling relation for the
mechanical displacement and the acoustic pressure:

∂2ξi

∂t2 ni =
1
ρ′
∂p′

∂ni
(9)

In case of considering the interaction between struc-
ture and acoustic medium, the normal stresses due to
the acoustic pressure have to be taken into account:

σn = −ni p′ (10)

For the calculation of the plates vibration, the plate
was modeled as a aluminium plate with a thickness
of 3 mm, a density of 2700 kg/m3 and a modulus
of elasticity of E = 70 · 109 N/m2. The spanwise
and streamwise extension of the plate amounted to
170 mm × 170 mm. The plate was joined on a ri-
gid baffle over a length of 10 mm at the four edges
by fixing the corresponding nodes of the mechan-
ical grid. This resulted in an effective flexible area
of 150 mm × 150 mm.

flexible structure 
150 mm 

Figure 5. Flexible structure loaded by pressure
force Fp and shear force Fτ

The transient mechanical computation of the
plate was carried out with the code CFS++. The load
vector from the flow simulation which was composed
of pressure and wall shear force is interpolated on the
mechanical grid. Because of the different grid sizes
(fluid grid finer than mechanical grid), the interpola-
tion had to be carried out conservatively. The mech-
anical grid consisted of 19200 hexahedral cells with
second order basis functions. The timestep size was
1 · 10−5 s which is equal to the timestep size of the
aeroacoustic simulation.

The propagation of the vibroacoustic sound was
computed on a similar domain like the aeroacous-
tic sound (Fig. 6). The computation was carried out
using the code CFS++. The grid consists of ortho-
gonal, hexahedric cells with first order basis func-
tions. The domain near the flexible plate has a finer
discretisation than the rest of the propagation region.
The two domains with different grid sizes are con-
nected via a non-matching grid interface ([10]). The
whole acoustic domain is surrounded by a PML to
prevent reflections from the domain boundaries.

3. EXPERIMENTAL SETUP
The acoustic measurements were performed

in the acoustic wind tunnel of the University of
Erlangen–Nuremberg, which is equipped with sound
absorbers (anechoic chamber conditions). A descrip-
tion of the wind tunnel is given in [11]. The square
cylinder obstacle with edge length of D = 0.02 m

propagation domain 

PML 

refined domain 
flexible structure 

Figure 6. Vibro–acoustic domain

was attached on a flat plate. The spanwise extent of
the obstacle was 35 D. The measurements were car-
ried out at a wind speed of 20 m/s to realize the same
Reynolds number as in the simulation. The simu-
lated results show that the laminar boundary layer of
the inflow became rapidly turbulent because a turbu-
lent boundary layer profile starts to develop at 0.5D
after the inlet. Therefore a boundary layer tripping
was installed right after the wind tunnel’s nozzle
to ensure comparable boundary conditions between
measurement and simulation. A microphone was
installed directly above the step with a distance of
1 m. The setup is illustrated in Fig. 7. The micro-
phone measurements were performed for 30 s with
a sampling rate of 48 kHz. The microphones used
where 1/2 − inch free–field microphones from Bruel
& Kjaer of the type 4189 − L − 001.

microphone position 

obstacle 

boundary layer 
tripping 

1 m 

flat plate 
wind tunnel 
nozzle 

Figure 7. Experimental setup

4. RESULTS
4.1. Flow field

The time-averaged flow field generated by the
forward–backward facing step is shown in Fig. 8.
The velocity is normalized with the inflow velocity
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of 20 m/s. The flow is characterized basically by two
recirculation areas. The first recirculation area devel-
ops in front of the obstacle due to pressure induced
boundary layer separation. Its length is 1.6D. The
second recirculation area is formed by the wake of
the obstacle. It has a length of 13.5D. In Fig. 9
the time–averaged distribution of the turbulent kin-
etic energy normalized with the kinetic energy of the
inflow is shown. Turbulence develops mainly in the
shear layers between the main flow and the recircu-
lation areas. Due to the large velocity gradients in
the shear layer of the rear recirculation area, espe-
cially behind the obstacle’s windward edge, the max-
ima of the turbulent kinetic energy are located there.

LDA measurements [1] show comparable size of

Figure 8. Time-averaged velocity field in main
flow direction

Figure 9. Time-averaged velocity field and distri-
bution of turbulent kinetic energy k

the front recirculation area, but a much shorter de-
tachment length of the rear recirculation area. The
measured detachment length is 10.5D. One reason
can be differences in the oncoming flow in measure-
ment and simulation because the recirculation length
depends on the ratio of the boundary layer thickness
of the approaching flow to the obstacle height [12].
Nevertheless, profiles of the turbulent kinetic energy
(Fig. 10 and Fig. 11) are comparable to the LDA
measurements. The shape, as well as the peak val-
ues are similar. Due to the larger extent of the rear
recirculation area in case of the simulation, the loca-
tion of the maximum of the turbulent kinetic energy
is above the maximum of the measured values. In
Fig. 12 the distribution of the pressure fluctuations at
an arbitrary timestep is shown. Due to the turbulent
eddies developing in the shear layer of the rear recir-
culation area, pressure fluctuations occur in the shear
layer and in the wake region of the step.

Figure 10. k–profiles at x = 1D behind step

Figure 11. k–profiles at x = 3D behind step

Figure 12. Distribution of pressure fluctuations at
arbitrary time step

4.2. Acoustic results

4.2.1. Aeroacoustic

The aeroacoustic computation using Lighthill’s
acoustic analogy is based on the acoustic source term
distribution. In Fig. 13 the distribution of the source
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term density at a distinct time step on the fine CFD
grid is shown. The dominant acoustic sources are
located in the shear layer of the obstacle’s recircu-
lation area. This is the flow region with the largest
turbulent fluctuations, which can be seen in the dis-
tribution of turbulent kinetic energy (Fig. 9). The

Figure 13. Acoustic source term distribution on
fine CFD grid

distribution of the acoustic pressure is illustrated in
Fig. 14. Here, it has to be considered that Lighthill’s
acoustic analogy is not valid in the source region.
Only for the propagation region where no source
terms are present, pure wave propagation is com-
puted. The power spectral density of the computed

Figure 14. Distribution of acoustic pressure

acoustic sound pressure level (SPL) at the monitor
point 1 m above the obstacle and the comparison with
experimental results is plotted in Fig. 15. The com-
parison is performed with the averaged experiment-
ally determined spectrum as well as with a superpos-
ition of experimentally determined spectra evaluated
equally to the computed spectrum. To compare the
results of the 2D aeroacoustic simulation with ex-
perimentally obtained data, a sound pressure correc-
tion from 2D to 3D had to be performed. Accord-
ing to [13] the relation between the 3D–corrected
sound pressure level S PL3D,∆ radiated by a slice of

the width of the step geometry (∆ = 10D) and the
sound pressure level of the 2D aeroacoustic simula-
tion S PL2D is:

S PL3D,∆ = S PL2D + 10 log
(

f ∆2

Rc0

)
(11)

The distance to the microphone point is donated by
R and the speed of sound by c0. To compare with
the results of the windtunnel measurements, where
a nozzle of the width L = 0.2496 m was used, an
additional correction has to be performed:

S PL3D,L = S PL3D,∆ + 10 log
( L
∆

)
(12)

The comparisons show that the numerical results are
located within the region of the equivalent evaluated
measurements. Between 500 Hz and 1500 Hz there
are only minor differences. Below and above this re-
gion, the averaged numerical results are located ap-
prox. 5 − 10 dB below repectively above the aver-
aged measurements within the region of equivalent
evaluated measurements. The flattening of the exper-
imentally results above 1000 Hz due to the influence
of the recirculation area is also visible in the numer-
ical data. The decay in the frequency region towards
10000 Hz agrees good between simulation and meas-
urement.

Frequency in Hz

10
2

10
3

10
4

S
p
ec

tr
al

 d
en

si
ty

 o
f 

S
P

L

in
 d

B
/

H
z

-20

-10

0

10

20

30

40

50
LES (SPL

3D,L
)

SPL measurement

SPL measurement averaged

Figure 15. Power spectral density of sound pres-
sure level (Monitor point 1 m above obstacle) –
Comparison between measurement and simula-
tion

4.2.2. Vibroacoustic

The vibroaocoustic simulations were carried out
as one–sided as well as two–sided coupled simula-
tions. By comparing the results, the influence of
the interaction between the structure and the acous-
tic medium becomes obvious. The wall normal dis-
placement of the center point of the plate is shown in
Fig. 16. The plate movement is driven by a load vec-
tor composed of pressure force and wall shear force
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extracted from the turbulent flow field. These loads
are imprinted on the surface of the plate during the
one–sided or two–sided coupled simulations. Due
to the pressure decrease in the wake region of the
obstacle the mean deflection of the plate is in upward
direction. The frequency of the dominant oscillation
is approx. 1160 Hz which is the first eigenfrequency
of the plate. Due to the two–sided coupling obvi-
ous damping effects can be observed. The amplitude
of the displacement at the plate center point is re-
duced from approx. 3 · 10−7 m to approx. 1 · 10−7 m.
In Table 1, the first five eigenfrequencies according
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Figure 16. Displacement at the plate center – com-
parison between two–sided and one–sided simula-
tion

to the boundary conditions mentioned in section 2.3
are listed. The spectral density of the plate velocity

Table 1. First five computed eigenfrequencies in
Hz

1st 2nd 3rd 4th 5th
1160 2359 3469 4209 4232

at the center point is shown in Fig. 17. The dom-
inant modes are the first eigenmode as well as the
forth eigenmode. The effect of the two–sided coup-
ling is visible in a reduction of the spectral dens-
ity of the velocity for the excited eigenmodes. In
case of the first eigenmode a reduction from approx.
2 · 10−3 m/(s

√
Hz) to approx. 1 · 10−4 m/(s

√
Hz) is

visible. The higher eigenmodes show similar beha-
vior. The acoustic spectrum due to the plate vibra-
tion is shown in Fig. 18. It is the result of the eval-
uation of the acoustic pressure time signal at the mi-
crophone point. Due to the two–sided coupling, the
sound pressure level reduces from 41.1 dB to 34.7 dB
in case of the first eigenmode. The behavior for the
higher eigenmodes is comparable.
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Figure 17. Spectral density of vibration velocity at
plate center – comparison between two–sided and
one–sided simulation
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Figure 18. Vibroacoustic sound at microphone
point – comparison between two–sided and one–
sided simulation

5. CONCLUSION
The flow simulation of the turbulent flow

over a forward–backward facing step with coupled
aeroacoustic and vibroacoustic simulation was
presented. The results of the aeroacoustic simu-
lation were compared with aeroacoustic measure-
ments. Good comparability over a wide frequency
range was observed. The vibroacoustic simulations
were carried out as one–sided, as well as two–
sided coupled simulations to investigate the influence
of the interaction between structural vibration and
acoustic medium. As a result of these simulations,
vibroacoustic sound radiation was based on the tem-
poral displacement of a flexible plate located in the
wake region of the step, loaded with turbulent pres-
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sure and shear stress forces. The vibroacoustic ana-
lysis showed the plate being excited mainly in its first
and forth eigenfrequency. Hence, the sound radi-
ation was dominated by these frequencies. The com-
parison of the one–sided and the two–sided coupled
simulations showed a strong influence of the inter-
action between structural deformation and acoustic
medium. Due to the acoustic medium, considerable
damping effects on the structural deformation and
therefore on the sound radiation can be observed.
Conclusively, the presented work showed the feas-
ibility to capture the fluid–structure–acoustic inter-
action for complex turbulent flows. In addition to
measurements, the simulative approach allows for
detailed insight into the mechanisms of noise gener-
ation and enables the separation of aeroacoustic and
vibroacoustic noise.
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ABSTRACT
Abdominal aneurysms are pathological lesions

on our largest artery, the abdominal aorta. These mal-
formations, amongst other unfavourable physiolo-
gical effects, carry a severe risk of rupture. Apply-
ing stent grafts in these arteries as part of the medical
treatment is a common practice to exclude weakened
arterial wall sections from the blood flow. How-
ever, it might lead to undesired side-effects in several
cases. When the treated vessel section encompasses
side branches, the stent graft placed inside the vessel
might cover some of its smaller side branches, thus
significantly modifying or even blocking the blood
flow in them. The usual solution is either cutting new
openings on the surface of the stent graft at the loca-
tion of the vessel side branches and pull smaller stent
grafts through them, hence creating "arms", or not
implanting stent grafts at all. In the current work, an
alternative solution was investigated in two dimen-
sions: instead of a stent graft, a simple stent, i.e., a
flow diverter device is implanted which covers the
two large side-branches, namely the renal arteries.
The volume flow of these two covered side-branches
was investigated as a function of varying stent res-
istances. It was found that the proper selection of
stent resistance can significantly reduce the velocit-
ies inside the lesion, thus reducing the mechanical
stresses on the dilated wall section while still allow-
ing enough blood flow through the side-arteries to en-
sure proper renal functions. The present analysis also
covers the regions where potential thrombus forma-
tions might occur in the future due to reduced flow
velocities.

Keywords: aneurysm, CFD, flow diverter, lattice
Boltzmann

NOMENCLATURE
p [Pa] pressure
κ [m2] permeability
κ1 [m−1] inertial permeability

µ [Pa s] dynamic viscosity
~v [m/s] velocity
c0 [kg/m3s] linear permeability coefficient
c1 [kg/m4] quadratic permeability coeffi-

cient

1. INTRODUCTION
Cardiovascular diseases represent the leading

cause of death in Europe [1] in the working popula-
tion (bellow the age of 65). These diseases can mani-
fest themselves in several different ways. One partic-
ular form usually found along arteries is called an an-
eurysm. They are lesions on the vessel wall forming
berry-like sacs (saccular form aneurysms) or radial
enlargements of the section (fusiform aneurysms).
The latter is the usual one on our largest artery, the
abdominal aorta. The presence of this malformation
poses a high risk for the patient in the form of a pos-
sible rupture. Such a severe event carries a high rate
of morbidity of approximately 90% [2]. The treat-
ment method is usually based on the implantation of
a stent-graft inside the concerned aortic section [3].
That is, a metallic stent-tube covered with densely
woven polyester textile is inserted inside the vessel
that excludes the enlarged sections of the vessel from
the main flow. There are cases, however, when this
solution is not satisfactory. The extent of the abdom-
inal aneurysm can be such that it incorporates the
branching points for the renal arteries. These arteries
carry around 1.1 l of blood per minute in an average
70 kg male towards the kidneys. If the blood supply
is reduced to as low as 0.25 l per minute, it is con-
sidered to be a life-threatening state, requiring imme-
diate medical intervention [4]. It follows that the us-
age of stent-grafts in the case of affected renal arter-
ies is not directly possible since covering these artery
branches would be a life-endangering act. One of
the alternative solutions to this problem is to employ
flow diverters such as those utilised in cerebral an-
eurysms. They are essentially similar to stent-grafts
without the densely woven texture, therefore they
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permit the blood to flow through their surface while
imposing some hydrodynamic resistance upon this
flow. For a successful treatment, a densely woven
stent should be used in order to reduce the flow suffi-
ciently next to the diseased vessel wall to prevent its
rupture. However, another problem emerges at this
point: the flow inside the covered side branch is re-
duced as well. In case of the renal artery, the continu-
ous blood flow is of vital importance for maintaining
proper kidney functions, as outlined above. There-
fore, the medical practitioner has to balance the hy-
drodynamic resistance value of the flow diverter to
reduce the risk of the aneurysmal rupture to a suffi-
ciently low level while permitting enough blood to
reach the kidney. The blood flow of an aortic section
was simulated using a series of stents, each having a
different hydrodynamic resistance, placed inside the
parent vessel of the renal arteries to investigate how
the available blood supply of one of the covered side
branches is changing. The expected effect is that they
permit enough blood flow for the kidneys to remain
healthy and functional while decreasing the flow ve-
locity inside the aneurysmal sac to the point where
blood might come to a stasis. According to the works
of [5, 6], the desired hydrodynamic resistance in ab-
dominal aneurysms can be achieved by implanting
multiple stents concentrically. The resulting resist-
ance of this multi-layer stent is statistically equal to
the sum of the distinct resistances of the implanted
stents [7] with some variance caused by the fact that
the different layers might overlap in a different way.
The emerging flow field inside a two-dimensional
projection of a real abdominal aneurysm geometry
was investigated in the current work . The volumet-
ric outflow parameters of the covered renal arteries
were inspected in the bare geometry and in the pres-
ence of several stents, each representing a different
hydrodynamic resistance.

2. METHODS
The chosen numerical solution method was the

lattice Boltzmann method (LBM), which has been
shown to be capable of producing highly accurate
results for transient blood flow simulations [8]. The
Bhatnagar-Gross-Krook (BGK) collision model [9]
was used for the dynamics of the fluid numerical
cells on a regular D2Q9 lattice. The walls were con-
sidered to be no-slip surfaces, implemented using a
simple bounce-back numerical scheme. The geo-
metry originates from a computer tomography (CT)
angiography record. The stent itself has a rather com-
plex geometry, thus in our simulation it is represen-
ted as a layer of porous material, neglecting the ac-
tual positions of the struts inside the net of the stent.
The main idea of the usage of porous media instead
of the exact stent geometry is to reduce the simula-
tion complexity by approximating the actual effect
of the stent by homogenous resistance. This can be a
viable simplification as the medical practitioner has
little control over the axial angle of the stent when

implanting it. Therefore, the accurate position and
angle of the struts inside the vessel are unknown be-
fore the implantation.

For porous media, it is known that the pressure
drop is nearly linearly proportional to the flow ve-
locity in case of low velocities [10]. For higher ve-
locities, the pressure drop exceeds the one predicted
by this linear approximation. To account for this ef-
fect, one can extend the linear model with a quadratic
term called Forcheimer’s term [11]. Several success-
ful numerical simulations were carried out in the past
using this formalism [12, 13].

5p = −
µ

κ
~v −

ρ

κ1
|~v|~v (1)

Since density and viscosity do not change during
the simulations, the two constant multipliers of the
linear and quadratic velocity terms can be denoted as
c0 = µ/κ and c1 = ρ/κ1, respectively.

Acquiring a proper value for c0 and c1 is not
an easy task. In the present work they were re-
covered from measurements. Though the accurate
description of the experimental configuration would
exceed the boundaries of this paper, the main ideas
are briefly outlined below. The method is based on
measuring the pressure drop between the two sides of
the stent under steady flow conditions. The pressure
drop values corresponding to different volume flow
rates form a second order polynomial curve (with
some variance caused by measurement errors). Fit-
ting a second order polynomial yields the required
constant values. Naturally, the different types and
brands of flow diverting devices display a wide spec-
trum of resistance values. For our investigation a
low-resistance Pipeline product was chosen to define
a realistic base hydrodynamic resistance. Please note
that the current question is whether a resistance value
exists at which the flow velocities inside the sac are
strongly reduced while the volume flow through the
side-arteries is still adequate for the healthy opera-
tion of the kidneys. Determining the exact resistance
values and porosity constants at which this happens
shall require a three-dimensional study.

The effect of this resistance is imposed upon the
fluid in the form of an external force. Guo’s forcing
term [14] was used in order to implement this ex-
ternal force accurately in the LBM simulation.

2.1. Simulation setup
The geometry is shown in Fig. 1. The inlet is

the opening located at the top while the other three
openings are outlets. For all the simulation runs, the
regions denoted by light grey colour are considered
as fluid regions except for the last simulation where
they represent thrombosed blood, therefore they are
considered to be solid.

The Reynolds number was set to 1500 at the inlet
at the highest flow rate instant (at the systolic peak),
which at the cardiac cycle length of 1 s happens
around t = 0.32 s. This setting led to a time-averaged

CMFF15-153 709



Figure 1. The geometry of the abdominal an-
eurysm. The black region represents the solid nu-
meric cells. The dashed lines denote the location
of the implanted stent while the light grey region
denotes the locations for thrombotised blood.

Reynolds number of 491.7. The inflow had a para-
bolic velocity distribution along the inlet line with a
time-varying amplitude depicted in Fig. 2. This volu-
metric flow rate bears the characteristics of that of
one observable during a real cardiac cycle. The given
Reynolds number belongs to the lower regions of the
physiological values observable in a human aorta. At
the higher end of the possible Reynolds values turbu-
lent behaviour can be expected which would question
the apparent resistance of the stent since the meas-
urements are carried out under laminar flow condi-
tions. Using these inlet values, however, the flow
is assumed to remain laminar throughout the cardiac
cycle. The outlets were defined to be at a constant
pressure level. This approach is motivated by the
fact that the onward vessel network presents an ap-
proximately constant pressure resistance.

The permeability constants were basically set
to the default values of c0 = 2.9 × 105 kg

m3 s and
c1 = 9 × 107 kg

m4 . These values represent the experi-

Figure 2. Normalised flow rate at the inlet during
a cardiac cycle (1 s) [15].

mentally acquired hydrodynamic resistance of a typ-
ical stent intended for smaller cerebral arteries. The
stents designed for abdominal implantation use wider
struts and a denser net, henceforth are expected to
display higher resistances (though their exact hydro-
dynamic resistance values are not available for pub-
lic use). The stent resistance was gradually increased
from c0 = 0 and c1 = 0 to c0 = 6.9 × 106 kg

m3 s ,
c1 = 2.16 × 109 kg

m4 (48 times the resistance of the
basic one) in our simulations.

3. RESULTS
The simulation result of the case with no stent is

shown in Fig. 3. This, as well as the following ve-
locity magnitude figures, presents values normalised
with the highest velocity magnitude value occurring
at the inlet (which value is naturally the same for all
the simulations).

Figure 4 presents the results for the simulation
with an implanted stent using the default porous ma-
terial values. The velocities (as expected from the
low basic resistance values) are barely decreased re-
garding both the renal arteries and the enlarged re-
gions of the aneurysm.

Figure 5 shows the velocity magnitudes for the
stent with the highest resistance. The flow inside
the sac is strongly dampened while the renal flow is
only slightly decreased. This behaviour might be the
result of the significant difference between the linear
and quadric terms of the porous material representing
the stent. For the radial part of the flow with typically
smaller velocity components, the smaller linear term
dominates while the higher resistance caused by the
larger quadric term quickly increases for the larger
axial components of the flow. This leaves the slower
radial components of the flow nearly intact while re-
ducing the axial components strongly, thus creating
the possibility of thrombosis formation inside the en-
larged portions of the vessel.

The time-averaged outflow through the renal ar-
teries was measured during the simulations. Figure
6 presents the normalised outflow values for the left
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Figure 3. Normalised velocity magnitudes with no
stent inside the geometry at the time of the systolic
peak.

Figure 4. Normalised velocity magnitudes with a
stent (c0 = 2.9 × 105 kg

m3 s , c1 = 9 × 107 kg
m4 ) inside

the geometry at the time of the systolic peak.

artery (the right one only slightly differs). The val-
ues are normalised with the time-averaged outflow
of the arteries when no stent is inserted. The results
show that even with the highest stent resistance when
there is practically no flow in most regions inside the
sac, the arteries can maintain most of their volumet-
ric outflow, around 95%. This value is well above
the medically critical limit of about 25 − 30%. The

Figure 5. Normalised velocity magnitudes with a
stent (c0 = 6.9× 106 kg

m3 s , c1 = 2.16× 109 kg
m4 ) inside

the geometry at the time of the systolic peak.

question of longer term effects arises here since if
the flow velocities are sufficiently decreased (as the
case seems to be with the highest resistance stent),
the arteries might receive enough flow with these
lower velocities due to the large surface of the stent.
However, there might be issues when the thrombot-
isation of the stagnant or slow-current regions be-
gin since they decrease the permeable surface area
and the remaining surface might not be sufficient to
sustain enough flow. To investigate the question, a
second geometry was created where all the regions
possibly prone to thrombosis are represented as solid
cells (light grey region in Fig. 1), thus allowing only
for a reduced surface for the parent artery to supply
the side branches.

Figure 7 shows the results for the thrombotised
geometry using the stent with the highest resistance.
The flow velocities are visibly reduced (particularly
at the instant around the systolic peak), however, the
side branches still manage to maintain 85% of their
original blood flow.

4. CONCLUSIONS
The results seem to support the idea of using

stents (or rather multilayer stents) to treat abdom-
inal aneurysms where stent-grafts do not present a
viable option due to side branch occlusion. A care-
fully selected stent with a high hydrodynamic res-
istance value might hamper the flow in the enlarged
aortic regions, thus reducing the mechanical load on
the corresponding diseased vessel walls. Further-
more, this flow reduction seems to have a major ef-
fect only on the larger axial components in the given
geometry. This is favourable for maintaining the
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Figure 6. Normalised volumetric flow rate at the
left renal artery outlet with the different stent res-
istances.

Figure 7. Normalised velocity magnitudes with a
stent (c0 = 6.9× 106 kg

m3 s , c1 = 2.16× 109 kg
m4 ) inside

the geometry of the thrombotised aneurysm at the
time of the systolic peak.

healthy volume flow for the kidneys since the radial
components are barely reduced. Even if the desired
thrombosis occludes large parts of the stent surface,
the volumetric outflow of the side branches remains
sufficient. However, there are several approximations
in our simulations that should be pointed out. On
one hand, the real abdominal aneurysm flows are in-
herently three-dimensional phenomena, henceforth a
two-dimensional model might not properly capture
all the processes. On the other hand, the homogen-
ous porous material approximation of the stent geo-
metries might produce a different behaviour in some
cases (e.g., a too dense real stent might get covered

with endothelial cells after a while, thus further redu-
cing its permeability). Still, the treatment of an ab-
dominal aneurysm using a stent with an appropriately
chosen resistance value seems to be possible and fur-
ther investigations in this direction are encouraged by
the results.
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ABSTRACT
The linear theory of bubble oscillations damp-

ing in liquid is constructed in the case of free and
forced radial oscillations. All the dissipation mech-
anisms are considered: thermal, viscous and acous-
tic. The main assumption made is the pressure uni-
formity inside the bubble. The concept of averaging
over volume helps to obtain the response function in
clear and easy-to-use form. The constructed theory
is used to describe bubble oscillations near the res-
onance and in conditions of frequencies resonance
of radial and arbitrary axially symmetric deforma-
tion mode 2:1. The asymptotic behaviour and mode
magnitudes are obtained using the efficient Krylov-
Bogolyubov averaging technique. The enormous
growth of the deformation mode can be attributed as
a sign of bubble break-up and is one of the mechan-
isms of subharmonics appearance in the bubble emis-
sion spectrum. The estimative criterion of bubble
break-up is obtained for the cases of the slow and
fast acoustic wave start.

Keywords: break-up criterion, resonance 2:1,
driven oscillations, bubble break-up, subharmon-
ics, bubble damping

NOMENCLATURE
INTRODUCTION

The bubble break-up problem has applications
in medicine, oceanology and in all fields related
to cavitation and sonoluminescence. The break-
up mechanism could help in opening the blood-
brain-barrier and delivering drugs into brain [1], for
example. The mechanism of break-up is not yet
fully understood and has gained much interest in the
present science. The damping mechanisms of oscil-
lating gas bubble in liquid are explored much better
in many profound works on this topic. The problem
of damping in bubbly liquid has many civil and milit-
ary applications as the bubbles can strongly influence

F [−] acoustic wave magintude
Pn [−] nth Legendre polynomial
T [K] gas temperature
T∞ [K] liquid temperature
a [m] bubble radius
a0 [m] bubble equilibrium radius
cp [J/(kg · K)] gas heat capacity
k [m2/s] gas thermal diffusivity
p [Pa] gas pressure
pext [Pa] pressure in fluid at

the bubble boundary
p∞ [Pa] external pressure in fluid
v [m/s] gas velocity vector
γ [−] gas heat capacity ratio
c [m/s] sound speed in fluid
λ = ρcpk [W/(m · K)] gas thermal conductivity
µ [Pa · s] fluid viscosity
ρ [kg/m3] fluid density
ρg [kg/m3] gas density
σ [N/m] surface tension
ωξ [1/s] resonant mode frequency

the propagation of sound in fluid.
There is much evidence that the bubbles in

acoustic field emit subharmonic sound at frequency
being integer part of the driving frequency [2].
This fact can be attributed to existence of non-
spherical bubble harmonics resonant to driving fre-
quency. There exist many experimental works that
prove the possibility of bubble break-up because of
its nonspherical shape oscillations [3]. The theory
on this topic usually consider the nonlinear interac-
tion between oscillation modes and there were many
works done for freely oscillating bubble that pre-
dicted the amplified energy transfer at frequency res-
onance 2:1 [4, 5]. The possibility of break-up was
mentioned in the latest works on this topic [6, 7]
that dealt with the problem of resonant energy trans-
fer from radial oscillations mode to any deforma-
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tion mode in case of free oscillations. In the latter
two works the period of energy transfer and asymp-
totic trajectories were obtained and the enormous
growth of deformation mode was attributed as a sign
of break-up possibility. The main disadvantage of
these works is that the damping was not considered
at all and the case considered in these works could
be somehow attributed to the shock wave bubble ex-
citation although the dependence of excitation mag-
nitude on shock wave parameters would be not the
most easy problem to solve. In this work a bubble in
an acoustic wave is considered and for the purpose
of this paper the case of axially symmetric deforma-
tion oscillations are considered (as shown in [7] the
axially symmetric mode will be the most dangerous
for the break-up phenomenon).The problem is solved
in a Hamiltonian approach by an effective Krylov-
Bogolyubov averaging method [8]. In order to obtain
radial bubble oscillation magnitude in linear case in
an acoustic wave of known frequency and magnitude
the different bubble damping mechanisms are con-
sidered in the linear approach.

Thus, the first part of this work is devoted to
a clear and easy-to-use procedure of obtaining the
magnitude of the linear oscillations of gas bubble in
liquid. The results are obtained with the help of the
key concept of averaging over volume. The problem
is strongly linked to the problem of the free bubble
oscillations in liquid and the damping constant and
frequency of the free oscillations are obtained in im-
plicit form.

The first description of radial bubble oscillations
was made by Minnaert in 1933 [9]. Adiabatic gas
behavior was assumed and the dissipation and sur-
face tension were neglected.The first linear theories
of damping were incomplete and used rather rough
assumptions [10, 11]. The next works [12, 13] were
made without the key assumption of pressure uni-
formity inside the bubble that can strongly simplify
the system of equations. Without this assumption the
system of equations can’t be solved analytically even
in implicit form and only some approximating solu-
tions can be proposed. The idea of pressure uniform-
ity inside the bubble was firstly proposed by [11] and
was developed in [14]. In one of the latest works
[15] all the damping mechanisms are considered and
the key assumption of pressure uniformity is made
but the solution of equations is very hard to trace.
The answer is not given in clear and easy-to-use
form. The first part of this work is an attempt to
obtain the most simple and clear solution using the
key concept of averaging over volume [16]. The
main assumptions made are: 1. The density of gas
is much less than of liquid (pressure uniformity in-
side the bubble). 2. The thermal conductivity of gas
is much less than of liquid (temperature uniformity
outside the bubble). 3. The gas is close to ideal (state
equation). 4. The viscosity and acoustic radiation
may be considered small effects. 5. The liquid is far
from its boiling point and the phase transitions effects

can be neglected.

1. DISSIPATION MECHANISMS OF THE
OSCILLATING BUBBLE IN FLUID

A gas bubble subjected to an acoustic wave in
liquid is considered. We assume the bubble volume
r ≤ a(t) to be filled with ideal gas and no phase trans-
itions to occur on its boundary. The outside area is
filled with liquid. The density of gas is much less
than of liquid and the pressure in the bubble p(t)
is considered to be uniform. The thermal conduct-
ivity of liquid is much higher than of the bubble
and the liquid temperature T∞ is considered con-
stant. Precise gas dynamics equations are used for
the thermal effects inside the bubble. Viscous dissip-
ation is considered as an additional pressure inside
the bubble. Acoustic dissipation is considered by us-
ing the more general Keller equation [17] instead of
Rayleigh-Plesset equation to link interior and exter-
ior of the bubble. All the equations are linearised and
solved with the help of the concept of averaging over
volume.

1.1. General Equations

The equation of state for the gas inside the
bubble:

p
ρgT

= Const (1)

The equation of thermal conduction in the volume of
the bubble (r ≤ a(t)):

λ

(
∂2T
∂r2 +

2
r
∂T
∂r

)
= ρg cp

dT
dt
−

dp(t)
dt

(2)

The key assumption is made that the gas pressure
p = p(t) is independent on spatial variables. This
assumption is substantiated by the smallness of gas
density and velocity ∇p = ρgdv/dt.

The density can be excluded from Eq. (2) by de-
riving it on cp ρg T = γp(t)/(γ − 1)

k
T

(
∂2T
∂r2 +

2
r
∂T
∂r

)
=

d
dt

ln T −
γ − 1
γ

d
dt

ln p (3)

The first boundary condition links the pressure in gas
and fluid at the bubble boundary and accounts for the
surface tension and viscosity:

p = pext + 2σ/a + 4µȧ/a (4)

And two more boundary conditions are needed for
the temperature behavior. These conditions are the
absence of the heat flow in the center of the bubble
and the equality of temperature in the bubble and in
liquid at the boundary:

∂T
∂r

∣∣∣
r=0 = 0, T (t, a) = T∞ (5)

In order to link the pressure at the bubble boundary
in the fluid with the external driving pressure p∞(1 +

S (t)) the Keller equation [17] can be used in the form
given by [15]. This equation approximately accounts
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for the liquid compressibility:(
1 −

ȧ
c

)
aä +

3
2

(
1 −

ȧ
3c

)
ȧ2 =

1
ρ

(
1 −

ȧ
c

+
a
c

d
dt

)
(pext − p∞(1 + S (t)))

(6)

1.2. Linear Approximation
The small bubble oscillations are considered and

the cases of free and driven oscillations are con-
sidered together. In order to obtain the linear re-
sponse the external driving pressure is considered to
be

p∞(1 + S (t)) = p∞(1 + F eiΩt) (7)

The solution is sought in the form of real parts of
complex functions

a = a0(1 + AeiΩt), pext = p∞(1 + PeiΩt)

T = T∞(1 + θ(r)eiΩt), ρg = ρg0(1 + ρ′g(r)eiΩt)
(8)

Here A � 1 and P � 1 are constants and θ(r), ρ′g(r)
depend only on r. Substituting Eq. (8) in Eqs. (3)
to (5) and leaving only linear terms a linear equation
with boundary conditions is obtained:

k
(
θ′′(r) +

2
r
θ′(r)

)
− iΩθ(r) = −iΩ

γ − 1
γ

P̃,

P̃ = P −
2σ

a0 p∞
A + 4i

µΩ

p∞
A

(9)

θ′(0) = 0, θ(a0) = 0 (10)

The same straightforward linearization procedure is
applied to (6):

ρa2
0Ω2

p∞
A +

(
1 + i

a0Ω

c

)
(P − F) = 0 (11)

The general solution of (9) is written in the form:

θ =
γ − 1
γ

P̃(1+
C1

r
sinh(r

√
iΩ/k)+

C2

r
cosh(r

√
iΩ/k)

From (10) values C1 = −a0/ sinh(a0
√

iΩ/k), C2 = 0
re obtained. The solution is

θ =
γ − 1
γ

P̃
(
1 −

sinh(xZ)
x sinh(Z)

)
, Z = a0

√
iΩ
k
, x =

r
a0

(12)

The next step is averaging over volume values of
gas physical parameters:

p = p∞(1+ PeiΩt)+2
σ

a
+4µ

ȧ
a

= p∞(1+ P̃eiΩt)+2
σ

a0

ρga3 = const ⇒ ρ′g = 1−3A - mass conservation law

θ = 3

1∫
0

θ(x)x2dx =
γ − 1
γ

P̃(1 − 3G(Z)),

where G(Z) = 1
sinh Z

1∫
0

sinh(xZ)xdx = Z coth Z−1
Z2 . Us-

ing (1) one obtains:

θ =
γ − 1
γ

P̃(1 − 3G(Z)) =
P̃

1 + 2σ
a0 p∞

+ 3A

Taking into account (11) and substituting P̃ from (9)
a linear system of equations is obtained:

P − F +
ρa2

0Ω2

p∞

(
1 + i

a0Ω

cl

)−1

A = 0

(P −
2σ

a0 p∞
A + 4i

µΩ

p∞
A)

[
(1 +

2σ
a0 p∞

)−1−

−
γ − 1
γ

(1 − 3G(Z))
]

+ 3A = 0


(13)

The further procedure depends on the case con-
sidered. The only difference between free and driven
oscillations is that in the first case F = 0 and the
complex frequency is obtained from the condition of
the system (13) degeneracy (the complex frequency
Ω will enable us to obtain bubble own frequency
Ω0 = ReΩ and the dimensionless damping constant
δ = 2πIm Ω

Re Ω
). In the forced oscillations case frequency

Ω is known and the response function A(Ω)/F can be
easily obtained from the system (13).

1.3. Linear response

We introduce the dimensionless numbers de-
scribing the corresponding effects:
Ma =

a0Ω

c - Mach number, the significance of acous-
tic radiation;
Vis =

4µΩ

p∞
- the ratio of the viscous pressure to the

external pressure;
S t = 2σ

a0 p∞
- the ratio of the Laplace pressure to the

external pressure;
Pe =

a2
0Ω

k - Peclet number ≈ squared ratio of bubble
radius to oscillatory thermal length;
Dy =

ρa2
0Ω2

p∞
- the ratio of the dynamic pressure to the

external pressure.
Usually Ma,Vis, S t are much less than 1. The linear
response on driving force F is obtained anyway by
solving the system (13):

Resp(Ω) =
A(Ω)

F
=

( Dy
1 + i Ma

+ S t − i Vis−

−
3

1
1+S t −

γ−1
γ

(1 − 3G(
√

i Pe))

)−1

(14)

It is worth mentioning that the obtained magnitude
near the resonance strongly depends on the small
Ma, Vis and S t parameters, although the effect of
thermal dissipation associated with Pe number dom-
inates for not very small bubbles.

In Figure 1 one can observe that resonant re-
sponse is not too big and is decreasing with bubble
size decrease. The resonant curves from left to right
show the response as function of frequency for an air
bubble of a certain size (1 mm, 100 µm, 10 µm and
1 µm in water at atmospheric pressure p∞ = 105 Pa.
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Figure 1. Response curves for different bubble
radii in resonant and nonresonant case

The curve enveloping the resonant peaks is depicted
by a black dashed line. The thermal dissipation is
the main damping effect for not very small bubbles
with radii a0 > 10µm and viscosity is more import-
ant for smaller ones. For the frequencies greater than
resonant the response function quickly falls to zero
because of Dy quadratic dependency on frequency
(liquid has much inertia at these frequencies). The
interesting feature of obtained dependencies is that
the response tends to a nonzero constant for all fre-
quencies less than resonant (obviously it should tend
to -1/3 at Ω → 0 because of the gas mass conserva-
tion law). The effect of the nonuniformity of liquid
temperature on response was estimated and the re-
sponse have changed to less than 0.5 % for the air
bubbles in water even at resonance.

2. THE RESONANT MECHANISM OF
BUBBLE BREAK-UP

A Hamiltonian approach is used to investigate
the possibility of bubble break-up in the case of res-
onance of radial and arbitrary axially symmetric de-
formation mode 2:1. The acoustic wave is considered
to be in resonance with the radial mode and the mag-
nitude of the radial bubble oscillations in the linear
case is obtained from the previous part. Thus, the
damping effects of the radial mode can be considered
precisely and the only assumption made is that the
damping of the deformation mode is negligibly small
(corroborated by smallness of volume change in case
of deformation bubble oscillations and smallness of
the viscosity effects at not too small bubble sizes).
The equations describing the energy transfer between
the modes are used in the form provided in [6]. It
is shown that the energy transfer between the modes
can lead to a huge increase of the deformation mode
magnitude which can be attributed as sign of possible
bubble break-up.

2.1. Bubble equations

Following the work [6] the axially symmetric
bubble with two degrees of freedom is considered
and its surface is described by:

r(θ, τ) = a0 (1 + x(τ) + ξ(τ)Pn(η)) , η = cos(θ)
(15)

Here x(τ) and ξ(τ) stand for small magnitudes of
radial and deformation oscillations. We follow the
same straightforward procedure as in the cited work
(the procedure consists of obtaining velocity poten-
tial up to the second degree of smallness by x(τ)
and ξ(τ), kinetic and potential energies and the Lag-
rangian function up to third degree of smallness
by x(τ) and ξ(τ) and obtaining Hamiltonian func-
tion by making variables substitution and consid-
ering the resonance condition). The Hamiltonian
written in terms of dimensionless time t = ωξτ

(ωξ =
√

σ(n−1)(n+1)(n+2)
ρa3

0
is resonant mode frequency)

and substituted variable ξ = y
√

(n + 1)(2n + 1) and
including only the resonant terms in case of the res-
onance 2:1 could be written in the form

H =
1
2

(u2+v2+4x2+y2)−
3
2

xv2−(n+3)uyv+4(n+1)xy2

(16)

Variables u and v stand for moments associated with
x and y. The condition of resonance of the modes is:

a0 =

(
2(n − 1)(n + 1)(n + 2) + 1

3γ
− 1

)
2σ
p∞

(17)

As for the driven oscillations with damping one
should add the term responsible for driving acoustic
wave magnitude in Hamiltonian and add damping in
the Hamilton equations of the bubble. Thus, (16) will
be modified to:

H = H2 + F1,H2 =
1
2

(u2 + v2 + 4x2 + y2),

F1 = 4(n + 1)xy2 −
3
2

xv2 − (n + 3)uyv + αx cos 2t

(18)

and Hamilton equations will look like

ẋ − u = −(n + 3)yv

u̇ + 4x = (3/2)v2 − 4(n + 1)y2 − α cos 2t − βu
ẏ − v = −(n + 3)yu − 3xv

v̇ + y = (n + 3)uv − 8(n + 1)xy
(19)

The introduced constants α and β are responsible for
driving force and damping and can be linked with
the previous part. Firstly, if the pressure outside the
bubble will increase by F percent the bubble volume
in low-frequency limit will decrease by the same per-
cent number. Thus, the x will decrease by F/3 per-
cent. In our case the stationary point of linear equa-
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tion is x = −α/4. One can conclude that

α = (4/3)F (20)

The β-term responsible for damping will be found
from a linear system solution obtained in previous
part of our work by equating our system linear re-
sponse at resonance (the solution is simply u =

(−α/β) cos 2t, x = (−α/(2β)) sin 2t) and the reson-
ant response from (14):∣∣∣∣∣A(Ω)

F

∣∣∣∣∣ = Resp(Ω) =
|x|
F

=
2

3β

Thus the expression for β is

β =
2

3 Resp(Ω)
(21)

2.2. Averaging procedure

Considering the driving force relatively small we
introduce a small parameter ε =

√
α. The dissipation

is considered small too β = εβ1. The system solution
is sought in the form:

x = ε2(x̃ − x0), u = ε2(ũ + (n + 3)
Λ2

2
sin 2t)

y = εΛ sin t + ε2ỹ, v = εΛ cos t + ε2ṽ

Λ = ±
2

√
4n − 1

, x0 =
8n + 5

4(4n − 1)

(22)

Substituting (22) into (19 we obtain the system:

˙̃x − ũ = εA1, ˙̃u + 4x̃ = εA2

˙̃y − ṽ = εA3, ˙̃v + ỹ = εA4

A1 = −(n + 3)Λ(ỹ cos t + ṽ sin t)
A2 = −8(n + 1)Λỹ sin t + 3Λṽ cos t−

−β1(ũ + (n + 3)(Λ2/2) sin 2t)
A3 = −3Λ cos t(x̃ − x0)−

−(n + 3)Λ sin t(ũ + (n + 3)(Λ2/2) sin 2t)
A4 = −8(n + 1)Λ sin t(x̃ − x0)+

+(n + 3)Λ cos t(ũ + (n + 3)(Λ2/2) sin 2t)

(23)

As one can observe the coefficients Λ and x0 were
chosen in such a way as to eliminate all terms of the
order O(1) from the right part of (23). The asymp-
totic solution is obtained by the technique described
in [18]. In the absence of the right parts the system
(23) has the solution:

x̃ = X cos 2t + (U/2) sin 2t, ũ = U cos 2t − 2X sin 2t
ỹ = Y cos t + V sin t, ṽ = V cos t − Y sin t

(24)

When the right parts are considered X,U,Y ,V start
depending on time. Substituting (24) into (23) and
taking into account the dependence of X,U,Y ,V on

time we obtain a system:(
cos 2t sin 2t
− sin 2t cos 2t

) (
Ẋ

U̇/2

)
= ε

(
A1

A2/2

)
(

cos t sin t
− sin t cos t

) (
Ẏ
V̇

)
= ε

(
A3
A4

)
(25)

By grouping the Ẋ,U̇,Ẏ ,V̇ in the left part the sys-
tem is reduced to the standard form for the Krylov-
Bogolyubov averaging technique application:

Ẋ = ε(A1 cos 2t − (A2/2) sin 2t)

U̇ = ε(2A1 sin 2t + A2 cos 2t)

Ẏ = ε(A3 cos t − A4 sin t)

V̇ = ε(A4 sin t + A3 cos t)

(26)

The next step is substituting in A1-A4 from (23) (24)
and averaging (26) over time:

dX
d(εt)

= −
β1

2
X +

(4n − 1)Λ
8

Y +
(n + 3)Λ2

8
β1

dU
d(εt)

= −
β1

2
U +

(4n − 1)Λ
4

V

dY
d(εt)

= −
4n − 1

4
ΛX −

8n + 5
2

Λx0 −
(n + 3)2Λ3

4
dV

d(εt)
= −

(4n − 1)Λ
8

U

(27)

One can easily verify that all the system (27) eigen-
values have negative real part

λ1,2,3,4 = −
β1

4
±

√(
β1

4

)2

−
4n − 1

8

and therefore the solution exponentially quickly (∼
exp(−εβ1t/4)) approaches to its stationary point:

X0 = −
8n(9n + 16) + 97

(4n − 1)2 , U = 0

Y0 = ∓
10n(8n + 15) + 91

(4n − 1)5/2 β1, V = 0
(28)

It is worth noting that this stationary point is stable
by the second Bogolyubov theorem on averaging [8].
The constructed asymptotic solution is:

x(t) = α(X0 cos 2t − x0)+

+α(X(
√
αt) cos 2t + U(

√
αt) sin 2t)

y(t) = ±
2
√
α

√
4n − 1

sin t + αY0 cos t+

+α(Y(
√
αt) cos t + V(

√
αt) sin t)

(29)

The solution consists of quickly oscillating or con-
stant first two terms and a slowly decreasing by mag-
nitude third term depending on "slow time" t̃ =

√
αt.

All the functions describing the third term can be
found from (27) combined with the initial conditions:
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ω =

√
2(4n − 1) − β2

1

4
, ψ = arctan

β1

4ω
X = (C1 cosωt̃ + C2 sinωt̃)e−β1 t̃/4

Y =
√

2(C2 cos(ωt̃ − ψ) −C1 sin(ωt̃ − ψ))e−β1 t̃/4

U = −
√

2(C4 cos(ωt̃ + ψ) −C3 sin(ωt̃ + ψ))e−β1 t̃/4

V = (C3 cosωt̃ + C4 sinωt̃)e−β1 t̃/4

x(0) = α(X0 − x0 + C1)

y(0) = α(Y0 +
√

2(C2 cosψ + C1 sinψ))

u(0) = −α
√

2(C4 cosψ −C3 sinψ)

v(0) = α(±
2

√
α
√

4n − 1
+ C3)

(30)

For the complete problem consideration one should
prove that the obvious solution y = v = 0 is un-
stable. The proof is rather simple and the instability
was proven analytically and by numerical modeling.

Figure 2. Comparison of the precise numerical
simulation results and the exact solution

On the Figure 2 the obtained analytical solu-
tion is compared with the numerical simulation of
the initial system (19) with the same initial condi-
tions. Functions x(t) and y(t) are plotted with blue
and red color (or one can observe that y(t) is bigger
than x(t) on both parts of the plot. In the top part
there is plotted numerical solution and in the bot-
tom the analytical one. Left part is devoted to the
t < 900 and the right part to 9970 < t < 10000. The
initial conditions for simulation were: α = 0.0001,
β1 = 1, n = 19/8, x(0) = −0.004, u(0) = −0.01,
y(0) = −0.002, v(0) = 0.004. The obtained ana-
lytical formulas describe the qualitative behaviour
of the system at first moment and are very precise
in describing the steady oscillations. These oscilla-
tions magnitude practically doesn’t change when we
slightly modify the driving frequency and damping
coefficient. Numerical simulations have shown that
the possible frequency mismatch is proportional to
√
α.

2.3. The break-up criterion

Now one should consider at which moment the
bubble will be in the most danger of break-up. Two
possibilities arise:

1. The acoustic wave slowly gains its magnitude.
In this case the maximal deformation mode mag-
nitude will be observed in the end of process where
all oscillations are stable. The maximal magnitude
is:

ymax ≈
2
√
α

√
4n − 1

2. The maximal value of deformation mode
magnitude is observed during the transient process.
This is the case of quickly starting acoustic wave.
As to consider the second case one can make an as-
sumption that initial value of oscillations magnitude
is very small and all the initial values of x,y,u,v are
practically zero. As one may observe from (30) these
conditions lead to big value of C3 and possibly big
value of C4. Solving the equations for initial condi-
tions equal to zero we obtain:

C3 = ∓
2

√
α
√

4n − 1
, C4 = C3 tanψ

If damping coefficient β1 < 4n − 1 than C4 is smaller
than C3. Another option is investigated numerically
and gives no interesting features in the system beha-
viour because of very big damping. Thus, one may
consider C3 as main term provoking big deformation
oscillations in the transient process. Taking into ac-
count only the greatest terms by

√
α one can obtain

the deformation mode behaviour:

y(t) ≈ ±
2
√
α

√
4n − 1

(1 − e−β1 t̃/4 cosωt̃) sin t

This function has maximum at ωt̃ ≈ π and its max-
imal magnitude will be

ymax ≈
2
√
α

√
4n − 1

(1 + e−β1π/(4ω))

Considering both cases together one can write

ymax ≈
2
√
α

√
4n − 1

(1 + K), (31)

K = 0 for a slowly starting acoustic wave and K =

exp(−βπ/(4ω
√
α)) for a sudden acoustic wave start,

if dissipation is small (β �
√
α) the K-coefficient ap-

proaches to its maximal value of 1 and the maximal
magnitude is twice the stationary.

One may observe that y ∼ (1/
√
α)x is much

greater than x for little driving forces. However,
its absolute value is rather small because of its pro-
portionality to

√
α. A question arise how the mag-

nitude y is linked to the absolute value of deform-
ation. Turning back to ξ = y

√
(n + 1)(2n + 1) and

considering only deformation terms the bubble sur-
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face equation (15 will look like:

r(θ, τ)
a0

= 1 + ξmaxPn(cos θ) sinωξτ

ξmax = 2

√
α(n + 1)(2n + 1)

4n − 1
(1 + K)

(32)

From intuitive considerations the critical value of

Figure 3. Some "dangerous" deformation modes

ξmax for break-up is ∼ 1. Some modes associated
with different Legendre polynomial indices n are
shown on the Figure 3. All the pictures except the
bottom left one are drawn for ξ ≈ 1. Numerical
simulations show that a neck separating parts of the
bubble appears around ξmax = 0.5. Thus, we obtain
the estimative criterion for break-up:

α >
4n − 1

8(1 + K)2(n + 1)(2n + 1)
(33)

The most interesting case for bubble break-up to
occur is K = 1. The question is how to define quick
or slow acoustic wave start. One may think that the
time scale is 4/β. But as we consider β2

1 < 4n −
1 the more important is the time scale of transient
oscillations. Going to the initial time we obtain the
condition of a quick process in terms of the acoustic
wave appearance time τstart:

τstart �
π

√
αωωξ

≈
2
√

2π
√

4n − 1
√
αωξ

The condition for K to be approximately 1 is the
damping smallness β1π/(4ω) << 1. Using (20),(21)
and the resonance condition Ω/ωξ = 2 and consid-
ering both cases a) and b) the criterion (4) is trans-
formed to

if τstart �
30
Ω
, Resp(Ω) >

4
3

then F >
3(4n − 1)

32(n + 1)(2n + 1)(1 + K)2

else, F >
3(4n − 1)

32(n + 1)(2n + 1)
≈

1
5n


K = e

− π√
6(4n−1)Resp2(Ω)F−1

(34)

For the case of nonzero K the inequality starts be-
ing implicit, although is solved or estimated eas-
ily. For Resp(Ω) > 8 one may consider K ≈ 1.
For example, for the deformation mode with n = 7
from (17) the bubble radius a0 ≈ 290µm is obtained.

The response function (14) for such bubble radius is
Resp(Ω) ≈ 4.41, Ω ≈ 70.7 Khz. The condition for
the fast acoustic wave appearance is τstart � 0.44 ms.
In this case the break-up acoustic wave magnitude
should F > 0.0088 or the pressure in the wave should
be ∆P >900 Pa if the surrounding water is at at-
mospheric pressure. In the case of slowly appear-
ing acoustic wave the break-up magnitude should be
2100 Pa. The K and F for quick processes were found
by a simple iterative method after 5 iterations.

Figure 4. Break-up magnitude

On the Figure 4 the break-up magnitudes are
plotted as functions of deformation mode Legendre
polynomial indices in the case of slow (diamonds)
and sudden (circles) acoustic wave start. Dashed line
corresponds to the calculated time of the fast acous-
tic wave start τstart (right scale). For small n the re-
quired magnitude may be difficult to achieve at at-
mospheric pressure and bubble resonant frequency
(which is ∼ 1/n3). As for the big n-modes the mag-
nitudes seem rather accessible especially for the case
of sudden acoustic wave start. As was mentioned
before the possible mismatch in frequency or in the
bubble size in order the effect to occur ∼

√
F.

3. SUMMARY
The damping mechanisms of gas bubble in li-

quid are mostly interesting by their applications in
the other problems of cavitation. Because of that
the easiness of use is very important for the damping
constants obtained in this article. The concept of av-
eraging over volume strongly simplified the solution
and gave the possibility to obtain new results. The
results are precise with assumptions made which are
valid practically for all real bubbles.

The possibility of break-up for a gas bubble
placed in an acoustic wave in liquid was investig-
ated using an efficient Krylov-Bogolyubov averaging
method. A huge growth of deformation oscillations
magnitude for the resonance between the modes 2:1
can lead to break-up for bubbles of resonant radii.
The two cases were considered: when the acoustic
wave slowly appears in liquid and when it appears
suddenly. The difference between these two cases is
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that in the second one the maximal deformation will
occur during the transient process and can achieve as
high as two times the stationary deformation oscilla-
tions magnitude. The estimative criterion of break-
up acoustic wave magnitude was proposed for both
cases. The obtained magnitude is experimentally ac-
cessible for rather big bubbles corresponding to not
too high acoustic frequencies and big deformation
mode Legendre polynomial numbers.

In the work is demonstrated the deformation
mode to be excited even at small driving wave mag-
nitudes. The magnitude of deformation oscillations
can reach very large values for bubbles with reson-
ant size compared with radial oscillations magnitude.
These results can help one understand the appear-
ance of multiple subharmonics in emission spectrum
of bubbly liquid in an acoustic wave.

The main drawbacks of the proposed solution
are:
1. The break-up is strongly nonlinear effect and the
used linear theory can give only estimative break-up
criterion. As for the precise criterion the bubble mo-
tion should be simulated numerically up to the point
the break-up occurs
2. The Hamiltonian in the second part is constructed
under the assumptions of the adiabatic bubble beha-
viour. The behaviour at resonance may be considered
close to adiabatic and the assumption made can intro-
duce some errors in Hamilton function coefficients
but not in the general system behaviour.
3. Phase transitions were not considered. This point
may be important for bubbles in hot liquid near the
liquid boiling point or for the vapour bubbles.
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ABSTRACT
The velocity profile in a layer of a two-

dimensional viscous Newtonian fluid between two
parallel plates, where one plate is immobile and other
is either moving away or moving to the first one,
is studied. The distance between plates changes in
time according to arbitrary power-law:h ∼ |t|s. The
unsteady Navier-Stokes equations in three independ-
ent variables with some special substitutions were re-
duced to a system of ordinary differential equations.
As result, a new boundary value problem of the third
order with two variables was found. Precise solu-
tions of the Navier-Stokes equations are constructed
as series in powers of Reynolds number. The cases
of motion with s = 0.5, 1, 2 are studied in de-
tail. In the cases = 0.5 the series is convergent and
the self-similar, one-parametric solution can be ob-
tained; in other cases the series is asymptotic. For
some Reynolds numbers greater than critical, the ve-
locity of flow near the boundaries has opposite dir-
ection to the average velocity; it is the counterflow
phenomenon. The critical Reynolds numbers corres-
ponding to the appearance of counterflow for all three
cases were determined.

Keywords: closed form solution, counterflow,
Navier-Stokes equations, squeezing flow between
plates, two-dimensional viscous flow

1. NOMENCLATURE
NOMENCLATURE
ν [m2/s] coefficient of kinematic vis-

cosity
ρ [kg/m3] fluid density
a [−] coefficient in the power-law,

1/s
b [−] pressure coefficient
c [−] pressure coefficient, 1+ a + b
h(t) [m] distance between the plates

k [m/s] amplitude of velocity of the
upper plate

P [−] pressure caused by fluid flow
s [−] coefficient in the power-law
t [s] time
u, v [−] components of fluid velocity

between the plates
vx, vy [m/s] components of fluid velocity

between the plates
x, y [m] axial coordinates, along and

perpendicular the plates
Y [−] vertical coordinate, perpendic-

ular the plates,Y ∋ [−1,1]
ḣ [m/s] velocity of the upper plate
p [Pa · m3/kg]total pressure between the

plates
p0 [Pa · m3/kg]initial pressure between the

plates
Re(t) [−] Reynolds number,hḣ/ν
Re∗ [−] Reynolds number, conver-

gence radius
Reback [−] critical Reynolds number at

wich counterflow appears

2. INTRODUCTION
Exact solutions of the Stokes or the Navier-

Stokes equations are of great importance in theoret-
ical hydrodynamics. Their solution is quoted in many
textbooks and treatises on hydrodynamics in both
classical works [1, 2, 3] and contemporary [4, 5]. The
closest to the present solution is a set of exact solu-
tions by Hiemenz [6], described in detail in review
by Wang [7] and treatises [3]. Solution of Hiemenz
describes flow of fluid from infinity towards a plane
with a sticking boundary condition on the plane. A
similar solution was constructed by Howarth [8]. A
steady state flow between two parallel planes was ex-
amined in Brandy’s work [9]. An exact solution was
found in Brandy’s work [9] for the flow with zero
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Figure 1. Scheme of fluid flow between the two
parallel plates

velocity condition on one plane and velocity propor-
tional to the longitudinal coordinate on the other.

There are a lot of contemporary works about
squeezing flow between two parallel plates or disks
with the distance changing in time likeh ∼ t1/2 and
among them: [10], [11] [12], [13], [14], in which
the flow of non-Newtonian fluids in a two- or three-
dimensional case is studied.

Similar problem was examined, for example, in
the works of Thorpe [15] and Wang [16], however
only for the caseh ∼

√
t. More particularly the

problem of squeezing two-dimensional viscous flow
between parallel plates was covered in the work [17].

The present paper offes a mathematical method
allowing solution of the phisical problem formulted
for a more general law of motion of the plates.

3. FORMULATION OF BOUNDARY
VALUE PROBLEM

A two-dimensional viscous flow with velo-
city componentsvx(t, x, y), vy(t, x, y) and pressure
p(t, x, y) in a two-dimensional fluid layer 0< y < h,
−∞ < x < ∞ between parallel plates is considered
here. The plate aty = 0 is immobile, the second plate
moves withh(t) law, see Fig. 1; both casesḣ(t) > 0
and ḣ(t) < 0 are possible. The inflow/outflow at in-
finity is defined by the continuity condition and by
the form of the sought solution, which will be given
in further.

The boundary value problem with sticking con-
dition on the plates is formulated as follows

∂vx

∂x
+
∂vy

∂y
= 0,

∂vx

∂t
+ vx
∂vx

∂x
+ vy
∂vx

∂y
+
∂p
∂x
= ν

(

∂2vx

∂x2
+
∂2vx

∂y2

)

,

∂vy

∂t
+ vx
∂vy

∂x
+ vy
∂vy

∂y
+
∂p
∂y
= ν

(

∂2vy

∂x2
+
∂2vy

∂y2

)

,

vx(t, x,0) = vx(t, x, h) = 0,

vy(t, x,0) = 0, vy(t, x, h) = ḣ,

(1)

whereν is coefficient of kinematic viscosity, the fluid
density without loss of generality is set to unity (ρ =

1). Solution of the problem (1) is sought in the form

vx =
ḣ
h

x(u(Y,Re) − 1),

vy =
ḣ
2

(v(Y,Re) + 1+ Y),

p = ḣ2

[

b
x2

2h2
+ P(t,Y)

]

+ p 0(t),

Y =
2y
h
− 1, Y ∈ [−1,1].

(2)

New functionsu(Y) and v(Y) are presented the
dimensionless components of fluid velocity between
the plates; they are depending on new vertical co-
ordinateY, where the pointsY = ±1 are the boundar-
ies. For the predefined law of motionh(t) lets denote
valuehḣ/ν asRe, which absolute value is the Reyn-
olds number and sign coincides with that ofḣ. In the
remaining text we will call it just Reynolds number.
Note that this value depends on time. This depend-
ence should be taken into account when calculating
partial time derivatives in Eq. (1).

After substitution of (2) in the first two Navier-
Stokes Eqs. (1) we arrive at the following bound-
ary value problem for system of ordinary differential
equations with new functions:

u + v′ = 0,

vu′ + u2 − (2+ a)u + 1+ a + b − 4
1

Re
u′′+

+(2− a)Re
∂u
∂Re
= 0,

u(−1) = u(1) = 1, v(−1) = v(1) = 0.

(3)

The prime here denotes derivative with respect toY.
Parametera implies a power law time dependence of
the distance between plates with arbitrary powers:

h = k|t − t0|s, a = 1/s,

Re(t) =
1
ν

sk2|t − t0|2s−1sign (t − t0),
(4)

wherek is an amplitude of velocity of the upper plate.
The system of Eqs. (3) is a system of partial differen-
tial equations of the third order; together with defined
law of plates motionh(t) it allows determination of
functionsu(Y) and v(Y) and parameterb determin-
ing the pressurep(t,Y,Re). The caseRe > 0 corres-
ponds to increasing gap between the plates,Re < 0
- to decreasing. Formulation of new boundary value
problem (3) must include also the initial condition
defined for someRe. The resulting initial-boundary
value problem is not considered here. Our aim is con-
struction of a family of particular solutions of Eqs.
(3) in form of series in powers of Reynolds number.

4. EXPANSION IN POWERS OF REYN-
OLDS NUMBER

The boundary value problem (3) can be repres-
ent as one equation forv(Y,Re) with boundary condi-
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tions:

−vv′′ +
(

v′
)2
+ (2+ a)v′ + c +

4
Re

v′′′+

+(a − 2)Re
∂v′

∂Re
= 0,

v(−1) = v(1) = 0, v′(−1) = v′(1) = −1,

(5)

wherec = 1+ a + b. For small Reynolds number the
solution of this boundary value problem can be found
as series in Reynolds number with coefficients in the
expansion being functions ofY. Though the Reyn-
olds number is dependent on time, the time itself is
included into equation (5) parametrically andY and
Re can be considered as independent variables.

c = 1+ a + b =
c−1

Re
+ c0 + c1Re + ...,

v = v0 + v1Re + v2Re2 + ....

(6)

For the leading term the solution of the following
boundary value problem is

c−1 = 12, v0 (Y) =
1
2

Y
(

1− Y2
)

. (7)

The solution for the second order approximation
is

c0 = −
1
5

a − 5
7
,

v1 (Y) =
Y

(

Y2 − 1
)2

1120

(

−Y2 + 7a + 12
)

.

(8)

The coefficient of pressureb = c−1− a is found
as series in Reynolds number

b =
12
Re
+ b0 + b1Re + b2Re2 + ... (9)

with b−1 = c−1, b0 = c0 − a − 1, b1 = c1 and so
on. Every coefficient bn(a) or cn(a) is a polynomial
of power n + 1 in parametera with rational coeffi-
cients. The leading termb = 12/Re of the expansion
was found yet by Reynolds [18] with help of his cel-
ebrated lubrication layer approximation.

The most interesting cases of upper plate motion
are those with parametera accepting the following
values: a = 2 - corresponds to gap changing with
law h = k

√
|t|; a = 1 - corresponds to steady change

of the gaph = k|t|; a = 1/2 - describes uniformly
accelerated changeh = kt2.

5. CASE A = 2. GAP BETWEEN
PLATES CHANGES ACCORDING TO
THE LAW H = K

√
|T |.

In case of distance between plates changing as
h = k

√
|t|, a = 2 the partial derivative with respect to

Reynolds number in Eq. (5) is equal to zero. Thus
we come to a boundary value problem for ordinary
differential equation, which is readily solved numer-

HaL

-15 -10 -5 0

-15

-10

-5

0

Re

b

HbL

0 5 10 15
-15

-10

-5

0

5

10

15

Re

b

Figure 2. Dependenceb(Re) at a = 2 for Re < 0
and Re > 0: solid thick line - numerical solution
by the shooting method, dashed line - solution in
seriesb(Re, a) of 15terms, solid thin line - the lead-
ing term b = 12/Re of the expansion.

ically:

−vv′′ + (v′)2 + 4v′ + c +
4

Re
v′′′ = 0, c = 3+ b

v(−1) = v(1) = 0, v′(−1) = v′(1) = −1.

(10)

This problem can be solved numerically by the
shooting method. For givenRe the method allows de-
termination of parameterc or b = c − 3 and function
v(Y). Fig. 2 shows dependencesb(Re), calculated nu-
merically by the shooting method and approximately
with help of partial sum of 15 terms from series (9),
and asymptotic solution of Reynolds –b = 12/Re,
|Re| ≪ 1.

The coefficients of the seriesb(Re) at a = 2 de-
crease as geometric series. Its radius of convergence
can be approximately estimated by the d’Alembert’s
ratio test asRe∗ ≈ an/an+1, where instead of limit
n→ ∞ a large enoughn is taken: forn = 50 radius of
convergence of seriesb is Re∗ ≈ 14. As was shown in
work [19], at the intervalRe < Re∗ there exists a set
of exact solutions of (10); also atRe > Re∗2 ≈ 39 and
atRe > Re∗3 ≈ 89 another families of exact solutions
exist. So, for eachn-th set the valueRe∗n, a countable
set of continuous families of exact solutions of (10)
can be found.

From graphical comparison on Fig. 2 one can
see that numerical solution and solution in series dis-
agree at|Re| nearRe∗. On the plot the disagreement
starts appearing at|Re| ≈ 13, and at point|Re| ≈ 14
the difference is significant.
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Figure 3. Flow diagramsu(Y), a = 2: for decreas-
ing Re = −4,−π2,−12and increasingRe = 4, π2,12
gap between the plates.

5.1. Closed form solution. Counterflow

In the case of plates moving apart (Re > 0) at
a = 2 in work [19] a closed form solutions of the
problem (10) were found at pointsRe = n2π2, n -
natural number, as

u = (−1)n cosnπY, v =
(−1)n

nπ
sinnπY, b = −4.

(11)

One of the interesting solutions is a solution
Re = π2 ≈ 10; it separates the family of functions
u(Re,Y) into two physically different cases. In the
first case (Re < π2) the fluid between the plates flows
in one direction. In the second case (Re > π2) the
fluid near the plates flows in opposite direction. Let
us call this phenomenon a counterflow, and the value
Reback, above which it is observable - a critical Reyn-
olds number. The counterflow is illustrated in Fig. 3.
The casea = 2 is unique in that a closed form solu-
tion of the boundary value problem was found at
point Re = π2 that in turn is critical for the coun-
terflow appearance, i.e.Reback = π

2. For more in-
formation, how to find a critical Reynolds numbers
Reback for arbitrary value ofa see the work [17].

Fig. 3 shows velocity profilesu(Y), calculated
with help of the series solution

∑15
n=0 un(Y, a)Ren of

15 terms for Reynolds numbers corresponding to de-
creasing (Re < 0) and increasing (Re > 0) gap
between the plates. Also one can see on the fig-
ure that at Reynolds numbers greater than critical
(Re = 12) velocityu(Y) near the boundariesY = ±1
has opposite direction to the average velocity (the
counterflow phenomenon).
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Figure 4. Dependenceb(Re) for a = 1, for Re < 0
and Re > 0: thick solid line - the series solution
b(Re, a) with 10 terms, thin solid line - the leading
term b = 12/Re.

6. CASE A = 1. STEADY CHANGE OF
THE GAP BETWEEN THE PLATES,
H = K|T |.
In casea = 1 Eqs. (5) and their series solutions

(6) correspond to change of the gap with are diver-
gent, however they are an asymptotic. It means that
an estimation of these series by an analytical func-
tion it is still possible. For the best approximation
of asymptotic series by function, one needs to take
N terms of its expansion in series, whereN is the
number of the minimal in absolute value term. The
error of the approximation will be of the same order
as the next to the minimal term. For instance, the
valueb(a = 1,Re = 10) is approximated by partial
sum of 10 terms with error 10−8.

Fig. 4 shows the dependencesb(Re) at Re > 0
andRe < 0 in range|Re| < 20, defined by the sum of
10 terms, together with the leading term.

Velocity profiles u(Y) at some Reynolds num-
bers are shown in Fig. 5. The critical Reynolds num-
ber was found asReback = 16.5. The plot distinctly
shows the counterflow atRe = 25 > Reback. The
asymptotic series of 9 terms were used for plotting
dependenceu(Y), as at this number the terms of the
seriesu′n(Y = 1, a = 1) achieve their minimal value
on 15 < |Re| < 30. The plots do not change if the
number of terms used in calculation would change
by four (N = 9 ± 4), even though the minimal term
of the seriesu′n(Y = 1, a = 1) atRe = 1 is achieved at
N > 35.
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Figure 5. Flow diagramsu(Y, a = 1), for decreas-
ing Re = −1 −10, −25 and increasingRe = 1, 16,
25gap between the plates, constructed with use of
the series solution with9 terms.

7. CASE A = 0.5. UNIFORMLY AC-
CELERATED CHANGE OF THE GAP
BETWEEN THE PLATES, H = KT 2.
At a = 0.5 Eqs. (5) and their series solutions

(6) correspond to the uniformly accelerated motion
of the upper plateh = kt2. This case is analogous to
the casea = 1. Solution in series form also diverges.
The dependenceb(Re) at Re > 0 andRe < 0 on seg-
ment |Re| < 20, defined by a partial sum of 5 terms,
see Fig. 6.

Velocity profilesu(Y) for some Reynolds num-
bers are shown in Fig. 7. The critical Reynolds num-
ber was found asReback ≈ 22.7. It is seen that for
Reynolds numbers greater than criticalRe = 30 >
Reback the counterflow has appeared.

8. CONCLUSIONS
The present notice considers a two-dimensional

problem of viscous flow between two parallel plates.
One plate is immobile, the other approaches or
moves apart from it, so that the distance between the
plates changes as a power lawh ∼ ts.

The boundary value problem with conditions
of fluid sticking on the plates was formulated for
this. By a change of variables the initial Navier-
Stokes equations were reduced to a partial differen-
tial equation of third order and two variables, which
together with boundary conditions form a new initial-
boundary problem. As result a velocity profiles and
pressure between the plates were found.

In the cases = 1/2 the problem is reduced to
an ordinary differential equation; and it can be easily
analysed by numerical methods. In that case a self-
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Figure 6. Dependenceb(Re) for a = 0.5, for Re < 0
and Re > 0: thick solid line - solution in series
b(Re, a) consisting of5 terms, thin solid line - the
leading term b = 12/Re.
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Figure 7. Velocity profilesu(Y), for a = 0.5 for ap-
proaching (Re = −1,−10,−25) and moving apart
(Re = 1, 10, 25) plates, plotted from the series
solution of 5 terms.
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similar solution exists - the velocity field between the
plates is expressed through elementary trigonometric
functions if Reynolds number equalsRe = n2π2.

For arbitrary exponents a set of particular solu-
tions in form of series in powers of Reynolds number
were constructed. Fors = 1/2 the series is conver-
gent with radiusRe∗ ≈ 14. For other exponents the
series is asymptotic. The best approximation of the
solutions were found as partial sums of the asymp-
totic series.

Here was shown that if plates move apart with
velocity such that Reynolds number becomes greater
than some critical,Reback, a counterflow arises
between the plates, i.e. the fluid near the boundar-
ies flows in the opposite direction relative to the av-
erage flow. In casea = 2 – Reback = π

2, if a = 1 –
Reback ≈ 16.5 and ifa = 1/2 – Reback ≈ 22.7.
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ABSTRACT
The nonlinear integro-differential movement

equation of a solid spherical particle in the field of a
standing wave in compressible liquid is studied. The
velocity and density of fluid are expressed in terms
of harmonic functions depending on time and coor-
dinate. A modification of the averaging method is
used. The modification used in this paper proposes
expansion by the parameter squared, and therefore
it requires only one approximation. The modifica-
tion proposed allowed to obtain the averaged equa-
tion for the nonlinear integro-differential equation. It
is shown that the averaged solution of the integro-
differential equation depends only on time and two
similarity parameters. The first one is the ratio of
the particle density and fluid density and the sec-
ond one is a combination of vibration parameters and
some characteristics of the fluid and particle. It is
shown that one may neglect the Basset force only at
small values of the second similarity parameter. It is
shown that the influence of the Basset force must be
taken into account with the help of developed theo-
ries when considering the movement of particles of
micro and nano dimensions in the ultrasonic diapa-
son of the vibration frequency, in other words, for
the modes used in contemporary technologies.

Keywords: averaging method, Basset-Bossinesq-
Ossen equation, Basset history force, particle in a
standing wave, sedimentation, viscous fluid

NOMENCLATURE
Re [−] Reynolds number
µ [Pa · s] dynamic viscosity
ν [m2/s] kinematic viscosity
ω [rad/s] wave angular frequency
ρ [kg/m3] fluid density
ρs [kg/m3] particle density
τ [−] dimensionless time
A [m] wave amplitude
a [m] particle radius
c [m/s] sound velocity in fluid

fB [−] dimensionless Basset history
force

g [m/s2] Earth’s standard acceleration
due to gravity

q [−] dimensionless coordinate
t [s] time
U∞ [m/s] terminal speed
v [m/s] wave velocity
w [m/s2] acceleration of the particle

1. INTRODUCTION
In this paper the movement of a spherical particle

in a viscous fluid in a vessel with a vibrating bottom
(laminar case, Re � 1) is studied.

Forces caused by gravitation (the gravitational
force and the Archimedes force) and the hydrody-
namic forces act on the solid particle, whose size is
significantly smaller than the wavelength. The hy-
drodynamic forces divide into inertial forces and vis-
cous forces. The viscous forces are found by solving
the linear Navier-Stokes equations (Stokes approxi-
mation). In case of stationary motion of a particle
in a high-viscosity fluid at rest the solution was of-
fered by Stokes. In this case the force is propor-
tional to the velocity of the particle. In case of an
arbitrary dependence of velocity on time, the force
that acts on the particle was found by Boussinesq
and Basset in [1, 2]. It equals the sum of the Stokes
force and the force, expressed through a linear in-
tegral operator from the relative acceleration of the
particle (Basset force). The Basset force depends on
the whole prehistory of the motion. Without the con-
sideration of the Basset force, the motion equation
of the particle is differential and is easy to study us-
ing analytical or numerical methods. If taking into
consideration the Basset force, the equation becomes
integro-differential (IDE) and in literature it is called
the Basset-Boussinesq-Oseen equation. In an incom-
pressible fluid the equation is linear and there are
many works devoted to the construction of its solu-
tion.

In the absence of vibration the Basset-
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Boussinesq-Oseen equation describes the sedi-
mentation of the particle due to the forces, caused
by gravitation. In [3] the IDE is transformed into
an ordinary differential equation (ODE) of second
order. The ODE describes the forced oscillations
of a linear oscillator with the resistance force being
proportional to velocity. The particular solution
of the ODE that satisfies the corresponding initial
solution is also a solution for the IDE. In many sub-
sequent works (see, for example, [4]) it was pointed
out that the ODE, when solved numerically, is less
time consuming and requires less memory than IDE.
However, when the ratio of the fluid density and
particle density is k = ρ/ρs < 4/7, the resistance
force from the ODE changes sign and becomes
thrust, this making the numerical construction of the
particular solution of ODE impossible due to the
exponential growth of small perturbations. In light
of this, the corresponding phase density range was
studied in [5], based on the numerical solution of the
initial IDE earlier suggested in [4] method.

The difficulties in building a numerical solution
when k < 4/7 stimulate the attempts of building
a particular analytical solution convinient for use,
which corresponds to the solution of the particle at
rest sedimentation problem. In [6, 7, 8] the for-
mal solutions, obtained with the help of the Laplace
transformation, are given. The most compact form of
the solution is given in [6]

u(τ) =
√

k1
α−β

[
eατErfc

√
ατ

√
α

−
eβτErfc

√
βτ

√
β

]
,

k1 = 9k
2+k , k =

ρ
ρs
,

where α and β are the roots of the equation x2 +

(2 − k1)x + 1 = 0, ρ is the density of the fluid, ρs is
the density of the particle and u(τ) is a dimensionless
particle velocity function. But these roots may be
either negative or complex. And it was not pointed
out how to extract from a formally complex solution
the real function. Therefore, it is impossible to use
such a solution directly to construct, for example, the
plot u(τ).

In the comments to the solution given in [7], it is
suggested to mark out the real branch of the solution
with the help of Maple and build the asymptotic for
big time values. But these results are not presented.

In [9] a simplified algorithm of reducing the IDE
to ODE is presented and the precise solution of the
motion equation in explicit form for all the parame-
ters is obtained. Using these results, the asymptotic
expansion for the dependence of the coordinate X
and the velocity U on time is obtained. From the
solution of this problem it follows that the terminal
speed U∞

U = U∞(1 + a/
√
πνt + O(1/t))

is establishing slowly, inversely proportional to the
square root of time, which is substantially different
from the sedimentation of the particle by Stokes law
(the establishment of terminal speed is exponential in

this case).

In [9] an experimental verification of the ob-
tained particle sedimentation law is made. There-
fore, the experiment proves that the consideration of
the Basset force is crucial for the measurement of the
viscosity coefficient by the sedimentation of a ball, as
the ball must make a long way for the establishment
of constant speed. With the help of the asymptotic
obtained the way the ball must make for the estab-
lishment of constant speed is calculated.

According to multiple experiments the sedimen-
tation of heavy solid particles stops in a vessel whose
bottom is exhibited to high-frequency vibration. Due
to the vibration the particles stop depositing and con-
centrate in horizontal planes, through a distance of
half wavelength. The problem describing this effect
theoretically is formulated like this in [10, 11, 12].

In [13] the sedimentation of a solid spherical par-
ticle from quiescence in an incompressible fluid in
a vessel with a vibrating bottom is studied. Taking
into consideration the Basset force, the problem is
reduced to solving the Cauchy problem for a linear
integro-differential equation. The exact solution of
this problem and simple asymptotic formulas are ob-
tained, a thorough analysis of the influence of Basset
force on the oscillation and sedimentation processes
of the particle is made. It is shown that the consider-
ation of the Basset force makes a substantial amend-
ment to the classical dependence of the amplitude
on frequency, diminishing its value and substantially
slowing down the achievement of its constant value.

Under the influence of the vibration on fluid a
standing wave is formed. The velocity v and the den-
sity ρ in it depend on the coordinate x and the time t
by the following law

v(t, x) = −Aω sin τ cos q,

ρ = ρ0

(
1 +

Aω
c

cos τ sin q
)
,

Here A and ω are the wave amplitude and frequency,
c is the sound velocity in fluid.

The motion equation of the particle is

(ρ + 2ρs)ẍ = 3ρw − 2(ρs − ρ)g − 9µ
a2

(
dx
dt − v

)
−

− 9
πa
√
πρµ

t∫
0

(
d2 x
dt′2 −

∂v
∂t′

)
dt′
√

t−t′
,

w = ∂v/∂t + v∂v/∂x, b = Aω/c.

Let us introduce the following dimensionless
quantities q(τ) = (ω/c)x, τ = ωt,. Then the veloc-
ity and the acceleration of the particle are expressed
through the following derivatives q̇ and q̈ and

dx
dt

= cq̇,
d2x
dt2 = ωcq̈.

Let us express the particle motion equation as follows
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d2q
dτ2 + 3Kε2 dq

dτ
+ ε2 cos τ cos q+

ε4 4s + 1
12

sin 2q = fB

s =
ρs

ρ
, K =

νc
Aa2ω2 , ε =

√
3Aω

c(1 + 2s)
(1)

Here fB is the Basset history force, and

fB = −3ε

√
3sK

π(1 + 2s)
I(τ),

I(τ) =

τ∫
0

d2q
dξ2 + 1

3ε
2(1 + 2s) cos ξ cos q
√
τ − ξ

dξ.

Without the consideration of the Basset force this
equation is studied in the monograph [10] and more
precisely in the monographs [11] and [12]. In [11]
the asymptotic solution is built with the help of the
third approximation of the averaging over the small
parameter ε method. The same result is easier ob-
tained with the help of the first improved approxima-
tion by the expansion in parameter ε2. In order to
simplify the problem, the gravitation force in Eq. (1)
is neglected. Its influence is negligible providing that
g/(ωc) � ε2 [11, 12]. This usually holds at high-
frequencies. The analysis considering the gravita-
tional force, but without taking into consideration the
Basset force, is presented in [11, 12].

In this paper the averaging method to study the
nonlinear problem of the movement of the particle in
an acoustic wave in compressible fluid is used. The
Bogoliubov theorems can be found in ([14]).

2. AVERAGING METHOD WITHOUT
THE BASSET FORCE CONSIDERA-
TION

In this section use of the Bogoliubov theorem
will be made. Let us remember it. Consider two
Cauchy problems

dx
dt

= εX(t, x, ε), x(0) = x0 (2)

and

du
dt

= εX0(u, ε), u(0) = x0, (3)

where the right member of Eq. (2) is defined by x
on D ⊂ Rn – an open connected set, 0 ≤ t < +∞,
0 ≤ ε ≤ ε1 and the function X(t, x, ε) is periodical
by t with period T . Then, under some supplementary
assumptions, ‖x(t) − u(t)‖ is of order ε.

Now let us define the improved first approxima-
tion. Here only a short explanation is provided, for
more details see, for example, [14]. Consider the sys-
tem Eq. (2) where X(t, x, ε) is a periodical function
with period T . We may rewrite the system as follows

dx
dt

= εX0(x, ε) + εX̃(t, x, ε), (4)

where X0(x, ε) is the average over time of X(t, x, ε)
and the average value of X̃(t, x, ε) over the period is
0. Let us make the following variable change

x = u+

∫
εX̃(t, u, ε)dt = u+εU1(t, u)+O(ε2). (5)

Then the new system will be

du
dt

= εX0(u, ε) + ε2X1(u, ε) + ε2X̃1(t, u, ε), (6)

where X1(u, ε) does not depend on time and the aver-
age of X̃1(t, u, ε) over the period is 0. If only the first
term in the right side of Eq. (6) is kept, Eq. (3) from
the Bogoliubov theorem is obtained. So its solution
u = ū(t) is the first approximation of system Eq. (2).
Considering Eq. (5), the first improved approxima-
tion x = ū(t) + εX1(t, ū(t)) is obtained.

Let us first provide the solution of Eq. (1) using
the averaging method without taking into account the
Basset force. We write Eq. (1) in form of a system of
equations

dp
dτ

= −3ε2K p − ε2 4s + 1
12

sin 2q − cos τ cos q

dq
dτ

= ε2 p. (7)

As one may see the system is not in its standard form,
but it can be easily brought to it by a change of vari-
ables

q = Q + ε2 cos τ cos Q, p = P − sin τ cos Q. (8)

The equations for Q and P have a standard form

dQ
dτ

= ε2P,

dP
dτ

= ε2(−3KP −
2s − 1

6
sin 2Q+

+(3K cos Q − P sin Q) sin τ +
1
4

cos 2τ sin 2Q).

(9)

Here the terms of order ε4 are discarded.
Averaging the right sides over τ, the system of

first approximation is obtained

dQ
dτ

= ε2P

dP
dτ

= ε2
(
−3KP −

2s − 1
6

sin 2Q
)
. (10)

The system of equations may be written in the form
of the equation of the oscillations of a mathemati-
cal pendulum with friction by making the substitu-
tion τ1 = ε2τ

d2(2Q̄)
dτ2

1

+ 3K
d(2Q̄)

dτ1
+

2s − 1
3

sin(2Q̄) = 0, Q̄(τ1) = Q(
τ1

ε2 ). (11)
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This equation may be presented in the form of
energy variation

d
dτ1

2 (
dQ̄
dτ1

)2

+ Π(Q̄)

 = −12K
(

dQ̄
dτ1

)2

,

Π(Q̄) = −
2s − 1

3
cos(2Q̄).

By the Lyapunov theorem the points of mini-
mum of the function Π(Q̄)

s > 1/2 : Q̄0 = nπ,
s < 1/2 : Q̄0 = (1/2 + n)π, n = 0,±1,±2, ... (12)

are the points of stable equilibrium to which, by
the second theorem of Bogolyubov, correspond sta-
ble periodical solutions. Let us calculate them with
precision ε4 using the substitution Eq. (8)

q = Q̄0 + ε2 cos τ cos Q̄0 + O(ε4).

With the help of the substitution Q̄ = Q̄0 + Q̃
Eq. (2) in the neighbourhood of point Q̄0 found in
Eq. (2) is linearised

d2Q̃
dτ2

1

+ 3K
dQ̃
dτ1

+

∣∣∣∣∣2s − 1
3

∣∣∣∣∣ Q̃ = 0

With the initial conditions Q̃(0) = a, ˙̃Q(0) = 0, a �
1, the solution is close to the solution of the linearised
equation. When r2 = 27K2−4|2s−1| > 0 the solution
is

Q̃(τ1) =
a
r

e−(3/2)Kτ1×

×

[
3
√

3 K sinh
rτ1

2
√

3
+ r cosh

rτ1

2
√

3

]
. (13)

When r2 = 4|2s − 1| − K2 > 0 the solution is

Q̃(τ1) =
a
r

e−(3/2)Kτ1×

×

[
3
√

3 K sin
rτ1

2
√

3
+ r cos

rτ1

2
√

3

]
. (14)

Figure 1. The solution of the first and the im-
proved first approximation of the equation
of motion of a solid particle: a) K = 1, s =

1.5, ε = 0.1; b) K = 0.25, s = 1.5, ε = 0.1.

In Figures 1 and 2 the numerical and asymptotic
solutions in the neighborhood of point of stable equi-
librium Q̄0 = 0 are considered, chosen from the se-
ries points (2).

In Fig. 1 the solutions of the first improved ap-
proximation q = Q̃(τ1) + ε2 cos

(
τ1
ε2

)
cos(Q̃(τ1)) for

two cases are presented:
a) s = 1.5, K = 1, ε = 0.1. The function Q̃(τ1)

is defined as in Eq. (2). The argument of the func-
tion varies between τ1 ∈ (0, 20). Next to it is shown
a fragment of the solution of the first and improved
first approximation on the interval τ1 ∈ (19, 20). b)
s = 1.5, K = 0.25, ε = 0.1. The function Q̃(τ1)
is defined as in Eq. (2).The argument of the func-
tion varies between τ1 ∈ (0, 10). Next to it is shown
a fragment of the solution of the first and improved
first approximation on the interval τ1 ∈ (9, 10).

Figure 2. The numerical solutions of the exact
solid particle motion equations:
a) K = 1, s = 1.5, ε = 0.1; b) K = 0.25, s =

1.5, ε = 0.1.

In Fig. 2 the numerical solutions for the initial
Eq. (2) for the following two cases are shown: a) s =

1.5, K = 1, ε = 0.1 and b) s = 1.5, K = 0.25, ε =

0.1. Next to them fragments in the intervals τ1 ∈

(19, 20) and τ1 ∈ (9, 10) are shown.
The comparison of Figures 1 and 2 shows that

the numerical solutions of the initial equation are
practically identical to their asymptotic solutions.

3. THE AVERAGING METHOD WITH
THE CONSIDERATION OF THE BAS-
SET FORCE

We will now solve the particle motion equation
Eq. (1) considering the Basset force. The particle
motion equation Eq. (1) may be rewritten as follows

d2q
dτ2 + 3Kε2 dq

dτ
+ ε2 cos τ cos q+

+ε4 4s + 1
12

sin 2q = fB

fB = −3ε

√
3sK

1 + 2s
I (Φ(τ)) ,

I(Φ(τ)) =
1
√
π

τ∫
0

Φ(ξ)
√
τ − ξ

dξ,

Φ(τ) =
d2q
dτ2 + ε2 1 + 2s

3
cos τ cos q. (15)

Here I is the integral operator. The equation becomes
integro-differential. The Basset force depends on
the whole rather difficult particle motion trajectory.
It must be retained in the computer memory during
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the numerical calculations of the Basset force, which
makes solving the integro-differential equation more
complicated.

Considering the Basset force, the initial dimen-
sionless equation Eq. (1) may be expressed as fol-
lows

dq
dτ

= ε2 p,

dp
dτ

= −3ε2K p − ε2 4s + 1
12

sin 2q−

cos τ cos q + fB/ε2 (16)

Let us formulate the motion trajectory research prob-
lem near the stable equilibrium point q = nπ when
s > 1/2. Instead of Eq. (8) following substitution is
used

q = nπ + Q + (−1)n(ε2 cos τ cos Q+

+ε3C cos(τ − π/4)),
p = P − (−1)n (sin τ cos Q + εC sin(τ − π/4)) ,

C = 2(s − 1)

√
3sK

1 + 2s
. (17)

This substitution, as well as the substitution
Eq. (8) nullifies the term cos τ cos q. The term with
the multiplier C is introduced to compensate the os-
cillatory term of the Basset force. From Eq. (2)it is
denoted that Q and P are small of order ε2.

After the substitution Eq. (3) in the equation
Eq. (3) (therefore, cos q = (−1)n − ε2Q cos τ + O(ε4)
and ε2 sin 2Q = 2ε2Q + O(ε4)) and the neglection of
terms of order ε4 the following system of differential
equations in variables Q, P is obtained

dP
dτ

= ε2
(
−3KP + 3(−1)nK sin τ −

4s + 1
6

Q
)
+

+(−1)nεC cos(τ − π/4) +
fB
ε2 ,

dQ
dτ

= ε2P. (18)

The subintegral function from the Basset force
can be written as

Φ(τ) = ε2
(

dP
dτ

+ (−1)n 2
3

(s − 1) cos τ
)
−ε4 1 + 2s

3
Q(cos2 τ).

In [13] was proved the following asymptotic expan-
sion

I(cos τ) = cos(τ − π/4) −
1

2
√
πτ3/2

+ O(τ−5/2).

Using it for the Basset force, it is obtained that

fB = f ′B − ε
3C cos(τ − π/4),

f ′B = −3ε
√

3sK
1+2s

(
I
(
ε2 dP

dτ − ε
4 1+2s

6 Q
))

After substituting this expression in Eq. (3) and av-
eraging the right side the following equations for Q

and P are obtained
dQ
dτ

= ε2P

dP
dτ

= ε2
(
−3KP −

2s − 1
3

Q
)
− 3ε

√
3sK

1 + 2s
×

×

(
I
(

dP
dτ

)
− ε2 1 + 2s

6
I(Q)

)
Let us simplify the integrals with the help of trans-
formations τ1 = ε2τ, ξ1 = ε2ξ

√
πI

(
dP
dτ

)
=

∫ τ

0

dP/dξdξ
√
τ − ξ

= ε

∫ τ1

0

dP̄/dξ1dξ1
√
τ1 − ξ1

=

= ε
√
πI

(
dP̄
dτ1

)
, P̄(τ1) = P(

τ1

ε2 ),

ε2 √πI (Q(τ)) =

∫ τ

0

Q(ξ)dε2ξ
√
τ − ξ

= ε

∫ τ1

0

Q̄(ξ1)dξ1
√
τ1 − ξ1

=

= ε
√
πI

(
Q̄(τ1)

)
, Q̄(τ1) = Q(

τ1

ε2 ).

One may denote that when passing to the dimen-
sionless time variable τ1 the system does not depend
on the parameter ε

dP̄
dτ1

=

(
−3KP̄ −

2s − 1
3

Q̄
)
− 3

√
3sK

1 + 2s
×

×

(
I
(

dP̄
dτ1

)
−

1 + 2s
6

I(Q̄(τ1))
)
,

dQ̄
dτ1

= P̄.

The periodical solution that corresponds to the sta-
tionary point Q̄ = 0, P̄ = 0 of the averaged equation
is

q =
ω

c
x = nπ+(−1)n

(
ε2 cosωt + ε3C cos(ωt − π/4)

)
We denote that at the maximums and minimums of
the standing wave speed v(t, x) the solid particles os-
cillate in opposite directions. The main term of the
oscillation amplitude of order ε2 is determined by the
solution of the problem without the Basset force con-
sideration. The Basset force makes a correction of
the amplitude of order ε3C.

The obtained averaged system may be written as
one integro-differential equation

d2Q̄
dτ2

1

+ 3K
dQ̄
dτ1

+
2s − 1

3
Q̄ + 3

√
3sK

1 + 2s
×

×

I
d2Q̄

dτ2
1

 − 1 + 2s
6

I(Q̄(τ1))
 = 0, (19)

where τ1 = ε2τ. The time t = 1/(ε2ω) corre-
sponds to the value τ1 = 1. If this time is divided
by the vibration period ∆t = 2π/ω, the number of
periods is obtained

N1 = 1/(2πε2) (20)
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The averaged motion of the solid particle is fully de-
termined by two parameters: the density ration s and
the dimensionless parameter K = νc

Aa2ω2 .

Figure 3. The solution of the first approximation
of the solid particle motion equation
considering the Basset force (dashed line) and
without considering it (firm line):
a) K = 1, s = 1.5, ε = 0.1; b) K = 0.25, s =

1.5, ε = 0.1.

In the Figure 3 are shown the solutions of the av-
eraged equation Eq. (2) without the Basset force con-
sideration (by a firm line) and the solution of the av-
eraged equation Eq. (3) considering the Basset force
(by a dashed line) for two cases: a) s = 1.5, K =

1, ε = 0.1. The argument of the function Q̄(τ1)
changes between τ1 ∈ (0, 20).

b) s = 1.5, K = 0.25, ε = 0.1. The argument of
the function Q̄(τ1) changes between τ1 ∈ (0, 10).

The wavy lines represent the direct calculation
of the initial equation Eq. (3).

When the dimensionless parameters are s =

1.5, K = 1, ε = 0.01 the parameters in CGS are
s = 1.5, c = 1.5 × 105 cm/s, ν = 0.01, ω =

2π × 105, A = 3.18 × 10−6 cm, a = 0.00345.
As one may denote from the graph in Fig. 3a),

the stable periodical particle motion without the Bas-
set force consideration is established in τ1 ≈ 20,
where τ1 is the dimensionless time variable, and, if
the Basset force is considered, in τ1 ≈ 10. With the
help of Eq. (20) one may find the number of oscilla-
tory motion periods during this time N = 10N1 =

1.5 × 104. To calculate the Basset force integral
Eq. (3) it is necessary to choose the integration step
of order 1/10 of the oscillation period. Totally, there
will be 100N1 = 1.5 × 105 steps. The number of
computations for the direct numerical solution of the
integro-differential equation Eq. (1) is proportional
to (100N1)2 ≈ 2.25 × 1010. Such computations are
practically impossible and this is the reason the ap-
plication of the averaging method is crucial.

As the averaged trajectory does not depend on
the parameter ε2, then for the numerical solution
of the equations Eq. (1), Eq. (3) the parameters are
changed as follows A = 10−5, a = 0.3. The pa-
rameter ε2 increases by 1000 times, and the similar-
ity parameters s and K remain unchanged. Then the
computation time decreases by 106 times. The re-
sult of this computation is presented in Fig. 3a). But
even in this case the computation of the initial equa-
tion is performed only until the time τ1 = 1, as the

number of operations required at each step increases
with time. If the computations until the value of time
τ1 = 1 require 30 minutes, then for τ1 = 10 they re-
quire about 3000 minutes. From the figure one may
denote that denote that there exists an essential dif-
ference between the particle motion trajectory with
and without the Basset force consideration. This dif-
ference increases as the parameter K increases.

When s = 3/2, K = 1/4 the comparison of the
curves q(t) is given in Fig. 3 b). From all the param-
eters given only the radius of the particle is different
from the previous case and a = 0.007. Here the tra-
jectories with and without the Basset force consider-
ation are rather close. The difference between them
decreases as the parameter K decreases.

4. CONCLUSION
We used the averaging method to obtain the

first improved approximation of the solution of the
nonlinear particle motion equation in compressible
fluid without considering the Basset force. We also
provide the results for some numerical experiments
of the initial equation (not averaged), and compare
them. We note that they are practically indistin-
guishable, meaning that the averaging method gives
a good approximation of the exact solution. We
then use the averaging method for the equations
considering the Basset force. We denote that if
we try to calculate directly the solution, it requires
too much machine time. The differences between
the trajectory calculated without the Basset force
consideration and the one with the Basset force
consideration are substantial for K > 0.25. For
example, if the frequency is about 106 Hz, kinematic
viscosity is of order 0.01 and the amplitude is about
10−5, then the Basset force may be neglected for
particles whose radii are greater than 10−2 cm. This
means that if one wants to calculate the trajectories
of micro and nano particles, the Basset force must
be considered. The trajectory of the particle may be
found by solving equation Eq. (3) with the help of
the numerical scheme proposed in [9]. Because the
averaged function changes smoothly, it is sufficient
to use a grid of no more than 100 elements, which
requires 10000 computations.
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ABSTRACT
The velocity profile in a layer of viscous Newto-

nian fluid between two parallel plates (disks), where
one plate is immobile and other is either moving
away or moving to the first one, in axisymmetric
case, is studied. The distance between plates changes
in time according to arbitrary power-law:h ∼ |t|s.
The unsteady Navier-Stokes equations in three in-
dependent variables with some special substitutions
were reduced to a system of ordinary differential
equations. As result, a new boundary value problem
of the third order with two new variables was found.
Precise solutions of the Navier-Stokes equations are
constructed as series in powers of Reynolds number.
The cases of motion withs = 0.5, h ∼

√
|t|; uniform

motion withs= 1, h ∼ |t|; and uniformly accelerated
motion with s = 2, h ∼ t2 of the plates are studied
in detail. For the caseh ∼

√
|t| the self-similar, one-

parametric, continuous in Reynolds number solution
in series was resulted; for other cases the series is
asymptotic. For some Reynolds numbers greater
than critical, the velocity of flow near the boundaries
has opposite direction to the average velocity; it is
the counterflow phenomenon. The critical Reynolds
numbers corresponding to the appearance of counter-
flow for all three cases were determined.

Keywords: axisymmetric viscous flow, closed
form solution, counterflow, Navier-Stokes equa-
tions, squeezing flow between plates

1. NOMENCLATURE
NOMENCLATURE
ν [m2/s] coefficient of kinematic vis-

cosity
ρ [kg/m3] fluid density
a [−] coefficient in the power-law,

1/s
b [−] pressure coefficient

c [−] pressure coefficient, 1/2+ a+
2b

h(t) [m] distance between the plates
k [m/s] amplitude of velocity of the

upper plate
P [−] pressure caused by fluid flow
r, z [m] cilindrical coordinates, along

and perpendicular the plates
s [−] coefficient in the power-law
t [s] time
u, v [−] components of fluid velocity

between the plates
vr , vz [m/s] components of fluid velocity

between the plates
Y [−] vertical coordinate, perpendic-

ular the plates,Y ∋ [−1,1]
ḣ [m/s] velocity of the upper plate
p [Pa ·m3/kg]total pressure between the

plates
p0 [Pa ·m3/kg]initial pressure between the

plates
Re(t) [−] Reynolds number,hḣ/ν
Re∗ [−] Reynolds number, conver-

gence radius
Reback [−] critical Reynolds number at

wich counterflow appears

2. INTRODUCTION
The present paper discusses a problem of a

squeezing axisymmetric flow of viscous Newtonian
fluid between two parallel plates (disks). It is a nat-
ural continuation of paper [1], where the boundary
value problem for a two-dimensional squeezing flow
was solved. The unsteady Navier-Stokes equations
with some special substitutions were reduced to a
system of ordinary differential equations and solu-
tions of them are constructed as series in powers of
Reynolds number.

Similar problem was examined in works of
Thorpe [2], Wang [3], Wang [4]. Thorpe in the work
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Figure 1. Scheme of axisymmetric fluid flow
between two plates (disks). Lower plate is immob-
ile and upper is moving either away or towards
the first one according to an arbitrary power law
h ∼ |t|s.

[2] gives only statement of boundary value problem
for axisymmetric case, as a one differential equation
of 4th order wihout solution. Also, in the work of
Wang [3], the main equation can be restored, if we
will differentiate our main equation. Its solution co-
incides with the solution presented here for the case
a = 2. However, the boundary value problem derived
here is of the third order. A short review of these ex-
act solutions can be found in the book [5].

Also, the counterflow phenomenon between par-
allel plates at their motion apart was already observed
by Thorpe citeThorpe and Wang [3]. Thorpe noted
that velocity gradient at walls became zero, if plates
move according to a special law of motion with some
specific Reynolds numbers. Wang noted an existence
of reversal flow near the plates’ walls, if plates move
with some negative squeezing numbers (analogue to
Reynolds number). In contrast to the previous works,
in the present work was noted that the counterflow
occurs when Reynolds number is exceeding its crit-
ical value. The critical Reynolds numbers were de-
termined for different regimes of upper plate mo-
tion. So, in the present investigation the authors have
broadened a branch of possible observation of this
phenomenon and shown the procedure of calculating
a critical Reynolds number, that can be helpful for
standing experiments.

3. FORMULATION OF BOUNDARY
VALUE PROBLEM

Here is considered an axisymmetric viscous flow
with velocity componentsvr (t, r, z), vz(t, r, z) and
pressurep(t, r, z) in fluid layer 0< z < h, 0 < r < ∞
between two parallel plates. The lower plate atz= 0
is immobile, while the second plate moves withh(t)
law, see Fig. 1. Upper plate can move away or move
to the first one, so the casesḣ(t) > 0 andḣ(t) < 0 are
both possible (̇h = dh/dt).

The Navier-Stokes equations in cylindrical co-
ordinate system for axisymmetric flow with no-slip

stable plate

r

z

h(t)
Vr

r

0

Vr

Y=-1

Y=1

moving plate with Re(t)= hh
ν

Figure 2. Schematic visualization of flow between
two plates.

condition on the plates are formulated as follows

vr

r
+
∂vr

∂r
+
∂vz

∂z
= 0,

∂vr

∂t
+ vr
∂vr

∂r
+ vz
∂vr

∂z
+
∂p
∂r
=

= ν

(

∂2vr

∂r2
+

1
r
∂vr

∂r
+
∂2vr

∂z2
− vr

r2

)

,

∂vz

∂t
+ vr
∂vz

∂r
+ vz
∂vz

∂z
+
∂p
∂z
=

= ν

(

∂2vz

∂r2
+

1
r
∂vz

∂r
+
∂2vz

∂z2

)

,

vr (t, r,0) = vr (t, r,h) = 0,

vz(t, r,0) = 0, vz(t, r,h) = ḣ,

(1)

whereν is coefficient of kinematic viscosity; the fluid
density without loss of generality is set to unity (ρ =
1). The solution of problem (1) is sought in the form

vr =
ḣ
h

r(u(Y,Re) − 1
2

),

vz =
ḣ
2

(v(Y,Re) + 1+ Y),

p = ḣ2

[

b
r2

2h2
+ P(t,Y)

]

+ p0(t),

Y =
2z
h
− 1, Y ∈ [−1,1].

(2)

With substitutions (2) the Navier-Stokes Eqs. (1)
will be reduced to a new form. New functionsu(Y)
and v(Y) are presented the dimensionless compon-
ents of fluid velocity between the plates; they are
depending on new vertical coordinateY, where the
pointsY = ±1 are the boundaries. For the predefined
law of motionh(t) the Reynolds number depends on
time Re(t) = hḣ/ν; this dependence should be taken
into account when calculating partial time derivatives
in Eq. (1).

After substitution of (2) in the first two Navier-
Stokes Eqs. (1) we arrive at the following bound-
ary value problem for system of ordinary differential
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equations with new functions:

2u+ v′ = 0,

vu′ + u2 − (1+ a)u+
1
4
+

a
2
+ b−

−
4u′′

Re
+ (2− a)Re

∂u
∂Re
= 0

u(−1) = u(1) =
1
2
,

v(−1) = v(1) = 0.

(3)

The prime here denotes derivative with respect toY.
Parametera implies a power law time dependence of
the distance between plates with arbitrary powers:

h = k|t − t0|s, a = 1/s,

Re(t) =
1
ν

sk2|t − t0|2s−1sign (t − t0),
(4)

wherek is an amplitude of velocity of the upper plate.
The system of Eqs. (3) is a system of partial differen-
tial equations of the third order; together with defined
law of plates motionh(t) it allows determination of
functionsu(Y) andv(Y) and parameterb determining
the pressurep(t,Y,Re). The caseRe> 0 corresponds
to increasing gap between the plates,Re< 0 - to de-
creasing. Formulation of new boundary value prob-
lem (3) must include also the initial condition defined
for someRe.

4. EXPANSION IN POWERS OF REYN-
OLDS NUMBER
Let us formulate the boundary value problem (3)

as one equation forv(Y,Re) with boundary condi-
tions:

−vv′′ +
(v′)2

2
+ (1+ a)v′ + c+

+
4v′′′

Re
+ (a− 2)Re

∂v′

∂Re
= 0,

v(−1) = v(1) = 0,

v′(−1) = v′(1) = −1.

(5)

wherec = 1/2+ a+ 2b. For small Reynolds number
the solution of this boundary value problem can be
found as series in Reynolds number:

c =
c−1

Re
+ c0 + c1Re+ ...,

v = v0 + v1Re+ v2Re2 + ....

(6)

For the leading term the solution of the following
boundary value problem is

c−1 = 12, v0(Y) =
1
2

Y(1− Y2). (7)

The solution for the second order approximation
is

c0 = −
(−31− 14a)

70
,

v1(Y) = −
Y(Y2 − 1)2

2 240
(9+ 14a+ Y2).

(8)
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Figure 3. Dependence of the coefficient of pres-
sure b(Re,a) in (2) in case a = 2 for Re < 0
and Re > 0: dots - numerical solution by the
shooting method, solid line - solution in series
b =

∑N
n=−1 bnRen of 17 terms (N = 15), dashed line

- the first two terms b = 6/Re− 117/70 of the ex-
pansion.

The coefficient of pressureb = 1/2(c− a− 1/2)
is found as series in Reynolds number

b =
12
Re
+ b0 + b1Re+ b2Re2 + ... (9)

with b−1 = c−1, b0 = 1/2(c0−a−1/2),b1 = c1 and so
on. Every coefficientbn(a) or cn(a) is a polynomial of
powern+ 1 in parametera with rational coefficients.

The Reynolds number in Eq. (5) varies in time,
thus its solution depends on time only through the
Reynolds number. Eq. (5) does not accept any initial
velocity profiles, but only those that can be achieved
by partial solution (6) for some values ofa, k, t − t0,
see (4).

The most interesting cases of upper plate motion
are those with parametera accepting the following
values:a = 2 - corresponds to gap changing accord-
ing to the lawh = k

√
|t|; a = 1 - corresponds to

steady change of the gaph = k|t|; a = 1/2 - describes
uniformly accelerated changeh = kt2.

5. CASE A = 2. GAP BETWEEN
PLATES CHANGES ACCORDING TO
THE LAW H = K

√
|T |.

In the casea = 2 the distance between plates
changes ash = k

√
|t − t0|; note that ifRe< 0, then

t < t0. The partial derivative with respect to Reynolds
number in Eq. (5) is zero. Thus we come to a bound-
ary value problem for ordinary differential equation,
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Figure 4. Flow diagrams u(Y) =
∑15

n=0 unRen as-
sociated with vr (2), a = 2: for decreasing Re =
−1, −10, −21 and increasingRe= 1, 13, 20 gap
between the plates.

which is readily solved numerically:

−vv′′ +
(v′)2

2
+ 3v′ + c+

4
Re

v′′′ = 0,

c = 2.5+ 2b

v(−1) = v(1) = 0,

v′(−1) = v′(1) = −1.

(10)

The problem (10) can be solved numerically by
the shooting method. For givenRethe method allows
determination of parameterc and functionv(Y), later
the functionu(Y) = −1/2dv(Y)/dY can be found.
Fig. 3 shows dependencesb(Re), calculated numeric-
ally by the shooting method and approximately with
help of partial sum of 17 terms from series (9), and
asymptotic solutionb = 6/Re− 117/70. The series
solution is valid only till Re = ±21; at |Re| > 21
series solution is divergent from numerical solution
and becomes invalid. The asymptotic solution is
close to the exact solution tillRe= ±10. The radius
of convergence of seriesb (9) is infinite.

For counterflow phenomenon [1], the critical
Reynolds numbers (Reback) can be found as roots of
the equation:

∂u
∂Y

∣

∣

∣

∣

Y=1,Re=Reback

= 0, (11)

where ∂u/∂Y can be determined from the first of
Eqs. (3) and the second of Eqs. (6) asu′ =
−1/2

∑N
n=0 v′′n Ren. Thus the calculated rootsRede-

pend on the considered numberN of terms of the
series. The sequence of positive roots converges to
13.37; it means that the critical Reynolds numbers

from which the counterflow phenomenon already can
be observed isReback = 13.37. The counterflow for
the critical Reynolds number and for the numbers lar-
ger than the critical is illustrated in Fig. 4.

Fig. 4 shows velocity profilesu(Y), calculated
with help of the series solution

∑N
n=0 un(Y,a)Ren of 16

terms (N = 15), for Reynolds numbers correspond-
ing to decreasing (Re< 0) and increasing (Re> 0)
gap between the plates. On the figure, one can see
that for positive Reynolds numbers greater than crit-
ical (Re = 20 > Reback), velocity u(Y) near the
boundariesY = ±1 has opposite direction relative to
the average velocity. This is an example of a coun-
terflow phenomenon. However, for a large negat-
ive Reynolds number (Re= −21), flow has the ori-
ginal direction; the counterflow is not observed. So,
we can conclude that the counterflow appear only
for plate motion with positive Reynolds numbers,
in other words, only for increasing gap between the
plates.

Note that in the considered case (a = 2, s= 1/2),
the absolute value of Reynolds number does not de-
pend on time:Re= k2/2ν sign(t−t0); i.e. the velocity
profile will keep its shape during the entire time of
plates motion; and it demonstrates that the solution
has a self-similar character. Thus, the velocity pro-
files illustrated in Fig. 4 correspond to the different
values ofk.

For obtaining the dimension velocity profilevr

andvz the formulae Eq. (2) are used. Fig. 2 shows the
schematic visualization the flow between the plates.

6. CASE A = 1. STEADY CHANGE OF
THE GAP BETWEEN THE PLATES,
H = K|T |.
In the casea = 1 Eqs. (5) and their series solu-

tions (6) correspond to the change of the gap between
the plates according to the lawh = k|t|. This case dif-
fers from the previous one: the Navier-Stokes equa-
tions can not be reduced to an ordinary differential
equation, as it was done in previous case, and the
self-similar solutions of this problem does not exist.
The seriesb(Re) at a = 1 is divergent, but it is an
asymptotic, see [1]. Dependencesb(Re) for positive
and negative Reynolds numbers are shown in Fig. 5.

For the best approximation of asymptotic func-
tion one needs to takeN terms of its expansion in
series, whereN is the number of the minimal in ab-
solute value termbN ReN, but the number of the term
N depends on Reynolds number. For example, sor
the case considered here (a = 1), for the seriesb(Re)
the number of the minimal in absolute value term
N for Re = 10 equals 9; forRe = 20, N = 8;
for Re = 30, N = 7. For asymptotic series the
error of the approximation of partial sum is of the
same order as the term next to the minimal, i.e.
b =

∑N
n=−1 bnRen ± bN+1 ReN+1.

The critical Reynolds numberReback obtained
from Eq. (11) is aboutReback≈ 26.5 (N = 11).

The asymptotic series withN = 15, 6, and 6
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Figure 5. Dependencesb(Re) for a = 1: Re < 0
and Re> 0: solid line - the series solutionb(Re,a)
with 11 terms (N = 9), dashed line - the first two
terms b = 6/Re− 15/14.
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Figure 6. Flow diagramsu(Y) =
∑N

n=0 unRen (N =
15, 6, 6) associated withvr (2), a = 1: for de-
creasingRe= −1, −21, −35 and increasingRe=
1, 21, 35gap between the plates.
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Figure 7. Dependenceb(Re) for a = 0.5 for Re< 0
and Re> 0: solid line - solution in seriesb(Re,a)
consisting of 7 terms (N = 5), dashed line - the
first two terms b = 6/Re− 27/35.

terms used for plotting velocity profilesu(Y) at Reyn-
olds numbers−1, −21, −35, 1, 21 and 35; they are
shown in Fig. 6. The plot distinctly shows the exist-
ence of the counterflow atRe = 35 > Reback. The
plots would not change if the number of terms used
in calculation changes by 2 (N ± 2); indeed, the er-
ror of the calculation in this case is less than 1% for
Re> 30. (The error of the calculation is estimated as
a term relation:uN+1/u0).

The profiles and the corresponding Reynolds
numbers, shown in Fig. 6 are consequently achieved
during a steady in time motion of the upper plate
accordingh = k|t| with the samek value. In other
words, the curves in Fig. 6 are an evolution in time
of velocity profile.

7. CASE A = 0.5. UNIFORMLY AC-
CELERATED CHANGE OF THE GAP
BETWEEN THE PLATES, H = KT2.
At a = 0.5 Eqs. (5) and their series solutions

(6) correspond to the uniformly accelerated motion
of the upper plateh = kt2. This case is analogous
to the casea = 1: the seriesbn also diverges. The
dependencesb(Re) at positive and negative Reynolds
numbers are shown in Fig. 7.

The critical Reynolds numberReback was found
from the Eq. (11) for 6 terms (N = 5) asReback ≈
43.5.

Velocity profilesu(Y) for some Reynolds num-
bers are shown in Fig. 8. It is seen that for Reynolds
numbers greater than criticalRe = 48 > Reback the
counterflow has appeared. The error in the calcula-
tion of velocity profile forRe= 48, u4/u0, is much
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Figure 8. Velocity profiles u(Y) =
∑N

n=0 unRen

(N = 14, 3, 3) associated withvr (2) for a = 0.5:
for approaching (Re= −1, −20, −48) and moving
apart (Re= 1, 20, 48) plates.

less then 1%.

8. CONCLUSIONS
The paper considers a problem of viscous

squeezing flow between two parallel plates (disks)
in axisymmetric case. One plate is immobile, the
other approaches or moves apart from it, so that the
distance between the plates changes according to the
power lawh ∼ ts.

A boundary value problem with no-slip condi-
tions on the plates was formulated for this. By a
change of variables the initial Navier-Stokes equa-
tions were reduced to a partial differential equation
of third order with two variables, which together
with boundary conditions form a new boundary value
problem. A set of particular solutions in form of
series in powers of Reynolds number were construc-
ted. The flow and pressure between the plates were
determined.

At the cases = 1/2 the initial Navier-Stokes
equations were reduced to one ordinary differential
equation that allowed easy determination of the solu-
tion by numerical methods. In this case, the solution
as the series in powers of Reynolds number converge
with infinite radius of convergence. For other ex-
amined exponents (s = 1,2) the series were asymp-
totic. For the best approximation of the series in these
cases the partial sums of the asymptotic series with
certain numbers of terms were proposed.

In the constructed solution an effect of counter-
flow has been marked: at plates moving apart the
flow velocity in vicinity of their surface was directed
opposite to the average velocity between the plates.

The counterflow occured when Reynolds number
was exceeding its critical valueRe> Reback. The the-
oretical Reynolds numbersRebackwas determined for
different regimes of upper plate motion: fors= 1/2,
Reback≈ 13.4, for s= 1,Reback≈ 26.5, and fors= 2,
Reback≈ 43.5.

In spite of the fact that for axisymmetric squeez-
ing flow and for plane squeezing flow the similar
solution technique was used, the solutions differ
qualitatively. In the case of the plane flow, the several
continual family of solutions exist (several curves
b(Re) satisfying to the initial equations). In this case,
only one family of solutions exists (one curveb(Re)
satisfying to the initial equations).
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ABSTRACT 
The generation and growing process of the 

shear bands in a wormlike micelles solution are 
visualized and evaluated quantitatively using the 
flow-birefringence method and the image analysis. 
A concentric cylinder flow cell is used to visualize 
flow birefringence and a stress control rheometer is 
used as a test plat form. Two linear polarizers are 
set on it with the cross Nicole arrangement to 
observe the flow birefringence. The transmitted 
light is changed its color by the retardation of the 
birefringence on the light transmitted pass. The 
degree of the phase difference caused by the flow-
birefringence is evaluated by reference to Michel-
Levy Interference Color Chart. The orientation 
angle of each shear band is evaluated by the 
extinction position. The stress-optic coefficient C is 
calculated from the distribution of the flow 
birefringence and the orientation angle along to the 
radial direction. Using the accelerated shear flow 
with low shear acceleration rate, the shear bands are 
growing steadily until a critical shear rate that is in 
the unstable flow region for the step shear. The 
banding profile is constant for the circumferential 
direction. In this case, the higher oriented layer 
appears near the inner wall and the thickness 
increases with increasing shear rate. The stress-
optic coefficient C in this layer is chanted from the 
ordinal value and it shows this layer is consisted by 
the shear-induced structure.   

Keywords: birefringence, shear binding, shear-
induced structure, stress-optic coefficient, 
wormlike micelles  

NOMENCLATURE  
C [Pa-1] stress-optic coefficient 
G’ [Pa] storage elastic modulus 
G” [Pa] loss elastic modulus 
GM [Pa] equilibrium elastic modulus 
t [s] elapsed time 
y [mm] radial distance from inner wall 
α [deg.] orientation angle 
Δn’ [-] birefringence 
𝛾 [s−1] shear rate 
η∗ [Pa.s] complex viscosity 
λ [s] relaxation time 
ω [rad/s] angular frequency 

1. INTRODUCTION  
In the steady Couette flow, Newtonian fluids 

show a constant shear rate across the whole flow 
field. On the other hand, some complex fluids, such 
as surfactant solutions, polymer solutions and liquid 
crystals, exhibit discontinuous velocity distribution 
and are formed some layers with different 
mechanical properties in parallel with the flow 
direction. This phenomenon that forms some layers 
is called “Shear-banding”. Microscopic structure in 
each layer is not completely understood, especially 
in surfactant solutions. A surfactant solution of 
Cetyltrimethylammonium bromide: CTAB with a 
counter ion such as NaSal, which forms wormlike 
micelles, exhibits the shear-bands under specified 
conditions [1]. The wormlike micellar solution is 
expected to use various industrial applications not 
only detergent but thickening agent and drag 
reduction agent for turbulent flow. It shows strong 
viscoelasticity and has very complex flow behavior. 
The aggregation structure of the wormlike micelles 
solutions is changed to the other structure, namely 
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“Shear-Induced Structure (SIS)” [2] in high shear 
flow. The relationship between the shear-banding 
and the SIS is still not clear. According to these 
phenomena, the wormlike micelles solution shows a 
complex transient behavior in start-up regime of a 
step shear and the specific spatial flow patterns [3-
5]. Furthermore, “Temporal shear stress oscillation” 
[1, 3-6] is also observed in the simple shear flow. 
The velocity distribution of the shear bandings was 
measured by the high-frequency ultrasonic speckle 
velocimetry [7] and the numerical and model 
analysis were applied to examine the mechanism of 
the shear banding [8, 9]. 

In this study, we investigate the microstructures 
of the wormlike micelles solution on the shear-
banding phenomenon under a step shear flow and 
the relationship between Shear-banding, SIS and 
Temporal Shear Oscillations. Occurrence of an 
anisotropy of the microstructure of the wormlike 
micelles solution has been examined by laser, X-ray 
or neutron beams, such as an analysis techniques of 
Flow-birefringence [10], SAXS and SANS [11]. 
The local anisotropic information can be detected 
by these methods but the spatial distribution of the 
anisotropy across the flow field has not been 
reported yet. In order to observe the spatial 
distribution of the optical anisotropy, we develop a 
new technique that is calculated from a photograph 
taken by the crossed Nicols method with a digital 
camera [1]. This analysis technique can evaluate not 
only the distribution of the flow-birefringence and 
the orientation angle but also the stress-optic 
coefficient  𝑪  that is a material function related to 
the molecular or aggregate structure. We evaluate 
the distribution of  𝑪  and discuss about the micellar 
structure in each shear layer. 

 

2.  THEORY, EXPERIMENTAL DEVICE 
AND SAMPLE 
An aqueous solution of 0.03M CTAB and 

0.06M NaSal was used as a test fluid. All 
experiments were performed at 25 degrees Celsius. 
The rheological property of this sample was 
measured by the stress-controlled rheometer, Anton 
Paar MCR301, with the concentric cylinder flow 
cell. The result of the steady shear viscosity, the 
dynamic viscoelastic, and the step shear tests is 
shown in Fig.1. The lines in Fig.1(b) are G’ and G” 
calculated by the one-mode Maxwell model as 
follows. 

 

𝑮! = 𝑮𝑴
𝝎𝟐𝝀𝟐

𝟏!𝝎𝟐𝝀𝟐
,𝑮" = 𝑮𝑴

𝝎𝝀
𝟏!𝝎𝟐𝝀𝟐

 (1)  

Here, GM is equilibrium elastic modulus and λ is 
relaxation time. In this case, GM is 5.4Pa and λ is 
1.2s. In the low shear regime, this sample coincides 
with the one-mode Maxwell model very well. 
However, when the shear rate exceeds the critical 
shear rate 1 s-1 of this sample, the SIS is generated 
and the property is changed from the Maxwell 

model. As seen in Fig.1(c), the shear stress larger 
than 5.0 s-1 shows periodic oscillation even in 
steady shear. It is the same as temporal shear stress 
oscillation [1, 3-5]. 
 
 

 

(a) Steady shear property 

 (b) Dynamic viscoelastic property 

 

(c) Transient property for step shear 

Figure 1. Viscoelastic property of test sample. 

The flow birefringence distribution in the 
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whole area of a concentric cylinder flow cell is 
visualized by the crossed Nicols polarizer method. 
Figure 2(a) and (b) show the schematic diagram of 
the birefringence visualization system and a sample 
image, respectively. The concentric cylinder flow 
cell that has a glass top and bottom plate was 
originally designed for this investigation. The bob 
and cup diameters and the annular gap of the flow 
cell are 32, 36 and 2.0 mm, respectively. The light 
source is the white LEDs and a diffuser filter is 
attached between the light source and the flow cell. 
The two polarizer-sheets are located at the top and 
bottom of the cell as a crossed Nicols arrangement. 
A digital camera is set at the bottom part. The entire 
flow field across both radial and circumferential 
direction can be observed, as shown in Fig.2(b). 
The magnitude of the birefringence    ∆n′    is 
evaluated by the hue profile reduced from the color 
profile of the visualized image. The four black areas 
in the visualized image are called the extinction 
angle that is related by the micelles orientation 
angle  α. In the low shear rate region (γ<1s-1), the 
birefringence and the orientation angle become 
almost constant across the radial direction. These 
values are linearly related to shear stress τ by the 
stress-optic rule [6], shown in Eq. (2). 

 

𝝉 = 𝝈𝟏𝟐 =    𝟏
!!
   ×∆𝒏!× 𝒔𝒊𝒏 𝟐𝜶  (2) 

 
𝑪  is the stress-optic coefficient which is a constant 
of proportionality between the stress tensor and the 
refractive index tensor and is closely related to the 
molecular structure of the material or the micellar 
structure. In this sample, 𝑪  is -2.7×10-7 Pa-1 at low 
shear rate.  

 

          

          

Figure 2. Schematic diagram of test section and 
visualized flow field.  

In the case of polymer fluid that does not 
generate the shear-banding, the border of the black 
area of the extinction angle is along to the radial 
direction. As seen in Fig.2(b), however, the border 
of the extinction angle is shifted to circumferential 
direction. If the flow is in steady state and the shear 
stress is constant across the radial direction, it 
means that C is not constant but has a distribution to 
the radial direction. Therefore, we can evaluate the 
distribution of the stress-optic coefficient C from 
the visualized image. We reported that C of the 
wormlike micelles solution is changed by shear rate 
in the SIS state[7]. Then, we can examine the 
structure of the micelles in each band by evaluating 
C. 

3. RESULTS AND DISCUSSIONS 
We drew a spatio-temporal chart using the re-

slice function of image analysis software to 
visualize the shear-banding process at a certain 
cross section. A selected small region in the 
visualized image, which is 2.0mm length in the 
radial direction and 1 pixel   ≈   64 µμ m in 
circumferential direction, is cut at every 1/30 s. 
These images of the small region are stacking to the 
x-axis direction side by side. One of the results is 
shown in Fig.3. The spatio-temporal charts named 
No.1 to 4 are captured in the first to the fourth 
quadrant of the visualized image as shown in 
Fig.2(b). The bottom of the image is the moving 
inner wall (y=0) and the top is the outer wall. At the 
start-up regime, the birefringence pattern is wavy 
but two layers are formed stably after 20 s. All of 
four charts show the same patter. It means that the 
flow is not changed along the circumference 
direction.  
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Figure 3. Spatio-temporal chart at shear rate 6s-1.  

Fig.4 shows the distribution of birefringence, 
the orientation angle and the stress-optic coefficient 
across the gap 2.0 mm at shear rate 2.0 s-1. In these 
plots, y=0 mm represents the moving wall. 𝜶=0 
means that the orientation angle of micelles is equal 
to the flow direction. Assuming the shear stress 
keeps constant across the gap,  𝑪  is calculated by Eq. 
(1). As seen in Fig.3, there are two layers in this 
state and the inner and the outer layers exhibit the 
different value in  𝑪. This result suggests that the 
micelles in the layer near the moving wall changes 
to the SIS. The critical shear rate of the SIS in this 
sample is 1s-1 but it is found that only the inner layer 
changes the structure in this condition. We named 
this inner layer “SIS-band” and the other 
“orientation band”.  
The temporal shear stress oscillation is observed 
when shear rate exceeds 5 s-1. The shear stress 
shows a periodic oscillation in a constant shear rate 
8.0 s-1, as shown in Fig.5(a). The spatio-temporal 
chart at the same moment is shown in Fig.5(b). The 
blue color region in Fig.5(b) indicates the SIS-band. 
The interface between bands is changed slightly and 
the color in SIS-band is also changed in 
synchronization with the stress oscillation. These 
results show a strong relationship between the 
temporal shear stress oscillation and the time 
variation of the structure in the SIS-band. When the 
shear stress increases, the magnitude of the 
birefringence increases and the orientation angle 
goes to the flow direction. Fig.5(c) shows the time 
variation of average values of  𝑪  at each band. The 
average value of C in the SIS-band changes 
syncronized with the stress oscillation. In summary, 
it is revealed that the temporal stress oscillation is 
caused by the periodical structure change of the 
SIS-band. 

 

 

Figure 4. Distribution of birefringence, 
orientation angle and stress-optic coefficient to 
radial direction. The moving inner wall is zero 
and  the outer wall is 2.0mm. 

 

 

Figure 5. Relationship between temporal-stress 
oscillation, shear-bands and stress-optic 
coefficient. 

4. SUMMARY 
The newly developed technique to evaluate 

both the flow birefringence and orientation angle by 
the whole flow field visualization is very effective 
to examine the distribution of the stress-optic 
coeffeicent of the wormlike micelles soltution. It is 
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clarified by this technique that the SIS-band is 
formed in the inner wall side and the other band is 
no changed to the SIS when the shear-bands are 
generated. It is also found that the temporal shear 
stress oscilation is closely related to the change of 
the miceller structre in the SIS-band.  
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ABSTRACT 

When an airborne pollutant is released in a built-up 

area, the city geometry has a considerable effect on 

the dispersion. To investigate urban dispersion, 

results from boundary-layer wind tunnel 

measurements carried out in a model of an idealised 

European city centre were selected. The resulting 

concentration field of continuous tracer gas release 

from ground-level point sources was measured. A 

diversity of source locations and measurement 

positions provide a comprehensive dataset primarily 

designed for numerical model validation in the 

frame of the COST Action ES1006. Based on this 

dataset, the dispersion in lateral and longitudinal 

street canyons is investigated. Results show that the 

concentration profile in longitudinal street canyons 

follow exponential decay. The concentration 

profiles in lateral street canyons correspond well to 

a Gaussian fit; however the symmetry axis is in 

most cases not aligned with the source. The effect 

of the source location on the dispersion was also 

investigated. Releasing tracer gas from an open 

space inside the urban area shows similar results to 

sources located in street canyons. However, when 

the release location is inside a courtyard, the 

concentration relative to the distance from the 

source tends to be lower, than in case of sources 

located in street-canyons. 

Keywords: concentration profile, continuous 

release, point source, street canyon, urban 

dispersion, wind tunnel 

NOMENCLATURE 

C [-ppmV] measured concentration 

C* [-] dimensionless concentration 

d0 [m] roughness length 

H [m] building height 

HL [m] height of the lowest building 

Lref [m] reference length 

Q [m3/s] release flow rate 

S [m] street-canyon width 

U [m/s] mean wind velocity component 

parallel to the main wind direction of the 

approach flow 

Uref [m/s] mean wind speed at zref height 

x [m] coordinate parallel to the direction 

of the approach flow 

y [m] horizontal coordinate 

perpendicular to the direction of the 

approach flow 

z [m] vertical coordinate (height) 

zref [m] reference height 

α [-] power exponent 

σy [m] horizontal dispersion coefficient 

σz [m] vertical dispersion coefficient 

1. INTRODUCTION 

Due to urbanisation, accidental releases inside 

cities affect more and more people. Therefore it is 

important to understand the phenomena of 

dispersion in an urban environment.  

The Gaussian plume model [1] is often used to 

predict the transport of an airborne pollutant due to 

turbulent diffusion and advection in the atmospheric 

boundary layer. However when an airborne 

pollutant is released in a built-up area, the city 

geometry has a considerable effect on the dispersion 

[2,3]. 

Gaussian distribution describes well the lateral 

concentration profile above an open, flat terrain. In 

a symmetrically arranged built-up area, where the 

symmetry axis is parallel to the mean wind 

direction of the approach flow, the lateral 

concentration profile is also symmetric. The shape 

of the profile however is influenced by the 

geometry, therefore the Gaussian distribution does 

not necessarily fit to the concentration profile [4-6]. 

To investigate the dispersion characteristics in 

an urban environment, concentration measurements 

were carried out in a wind tunnel model 

(“Michelstadt”), resembling a Central-European 

city centre (Fig. 1). The measurements serve as a 
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validation dataset used in the frame of the COST 

Action ES1006 to evaluate and improve local-scale 

emergency response tools [7]. Based on the dataset, 

the concentration distribution in street canyons 

parallel and perpendicular to the approach flow 

direction was studied and the effect of the source 

location was investigated. 

 2. WIND TUNNEL MEASUREMENTS 

Results from wind tunnel experiments were 

evaluated to study the dispersion characteristics in 

an urban environment. The “WOTAN” boundary-

layer wind tunnel (Fig. 2) located in the 

Environmental Wind Tunnel Laboratory in 

Hamburg has an 18 m long and 4 m wide test 

section. The height is adjustable between 2.75 and 

3.25 m. The boundary layer is generated by 

turbulence generators at the inlet of the test section 

and by roughness elements placed on the floor of 

the wind tunnel. The approach flow can be 

characterised by the power law (Eq. 1) with a 

roughness length of d0 = 1.5 m and an exponent of α 

= 0.27, corresponding to a very rough boundary 

layer [8]. More information on the approach flow 

and the wind field within the model geometry can 

be found in [9]. 
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A 1:225 scaled model of Michelstadt was 

mounted in the test section of the wind tunnel [10]. 

The model has aspect ratios, building heights and 

street widths typical for many Central-European 

cities [11]. The model consists of 60 ring-shaped 

buildings. The three different heights (15 m, 18 m 

and 24 m in full scale) and the two street-canyon 

widths (18 m and 24 m) provides street-canyon 

aspect ratios (S/H) between 0.63 and 1.3. 

Dispersion from sources with continuous and 

short-term releases (puffs) was measured. Ethane 

tracer gas was released from ground-level point 

sources represented by fast solenoid micro-valves. 

The concentration was recorded with high temporal 

resolution by a fast-Flame Ionisation Detector. Most 

measurements were taken at half-height of the 

lowest buildings (7.5 m). There are a limited 

number of elevated measurements at 52.5 m (3.5HL) 

height for one source location. Seven vertical 

concentration profiles were also measured. 

The dataset includes six source locations and 

two wind directions [12]. Concentration was 

measured at 352 locations for continuous releases 

and at 41 measurement points for puff releases. The 

uncertainty of the results was determined based on 

repetitive measurements. The minimum length of 

one continuous release dispersion measurement in 

full scale was 17 hours, ensuring the statistical 

representativeness of the data. The results are 

converted to full scale using the formula for the 

dimensionless concentration (Eq. 2) 

Q

LCU
C

refref

2

*
  (2) 

The measurement results form a dataset to 

evaluate numerical models in the frame of the 

COST Action ES1006 [7, 13]. The main purpose of 

the measurements was to provide a high-quality 

dataset optimal for the validation of emergency 

response tools applied during an accidental release 

in an urban area. For this paper, the data is 

evaluated to investigate dispersion characteristics 

relevant for urban areas. For this purpose, the mean 

concentration field of continuous release dispersion 

is studied. 

 

Figure 1. Layout of Michelstadt and the source 

locations. 

 

Figure 2. Model of Michelstadt in the wind 

tunnel 

3. RESULTS 

3.1. Concentration distribution in street 
canyons 

The dispersion characteristics in street canyons 

perpendicular and parallel to the approach flow 

were analysed. The mean concentration field 

resulting from continuous releases was investigated. 

Fig. 3-4 show the concentration distribution along 

street canyons perpendicular to the approach flow 
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direction, whereas on Fig. 5-7 the mean 

concentrations measured along lateral street 

canyons are plotted. 

Exponential decay characterises the evolution 

of the mean concentration along parallel street 

canyons. The horizontal axis show the distance 

between the measurement location and the point of 

release. The exponential decay is even true, if the 

points do not lie in the same street canyon (Fig. 8.). 

 

Figure 3. Concentration profile in a longitudinal 

street-canyon. Below the legend is the map of the 

geometry with the source (star) and the 

measurement points. The wind direction is from 

left to right. 

 

Figure 4. Concentration profile in a longitudinal 

street-canyon 

 

Figure 5. Concentration profile in a lateral 

street-canyon 

 

Figure 6. Concentration profile in a lateral 

street-canyon 

The Gaussian function fits well to the lateral 

concentration profiles (Fig. 5-6), similarly to the 

profiles above a flat terrain. The lateral position 

related to the source location is plotted on the 

horizontal axis. Therefore, according to the 

Gaussian plume solution (Eq. 3.) of the advection-

diffusion equation for ground-level point sources 

[14], the maximum concentration should occur at 0 

position on the horizontal axis. Although the 

Gaussian function gives a good fit for the 

concentration distribution, the curve is shifted in 

comparison with the lateral concentration 

distribution in an open field or in a roughness with 

symmetrical layout. 
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The concentration distribution above the model 

resembles the dispersion characteristics of a flat 

terrain. Fig. 8 and 9 show results measured above 

the buildings of Michelstadt at 3.5HL height. The 

source is located inside a courtyard. The 

longitudinal profile of the concentration 

corresponds to an exponential function (Fig. 8), 

whereas the lateral distribution of the concentration 

shows Gaussian-like behaviour (Fig. 9). 

 

Figure 7. Longitudinal concentration profile 

 

Figure 8. Lateral concentration profile at 3.5HL 

height 

 

 

Figure 9. Longitudinal concentration profile at 

3.5HL height 

3.2 Effect of the source location on the 
concentration field 

The dataset contains results from six source 

locations (Fig. 1). The locations include an open 

area inside the urban environment, street canyons, 

intersections and a courtyard. Fig. 10-12 show the 

results of one source location, in comparison to the 

whole dataset. The envelope curve of the data has 

an exponential form, except for two outlier points 

(indicated with circles in Fig. 10). These were 

measured during a release from a street canyon 

parallel to the approach flow (marked as 1 in Fig. 

1). The mean horizontal wind vectors in this area 

are shown in Fig. 11. The two points standing out 

from the dataset in Fig 10 are marked with circles in 

Fig 11.  

The wind vectors indicate a strong channelling 

effect in the street canyons leading from the source 

to the measurement positions. This explains why 

the concentrations at these locations are higher than 

expected based on their distance from the source. 

Fig. 12 shows the concentration values 

measured during the release from a source located 

in an open area (marked as 2 in Fig. 1), compared to 

the whole dataset. The results are fitting well to the 

dataset, not showing any outliers compared to the 

concentration measurements at sources located in 

street canyons. 

The mean concentration values measured 

during the release from a point source located in a 

courtyard (marked as 3 in Fig. 1) are shown in Fig. 

13. The concentration values measured during this 

case are considerably lower than those measured 

during releases from sources located in street 

canyons or intersections with the same distance 

from the source. 
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Figure 10. Mean concentrations measured 

during the release from a source located in a 

street canyon parallel to the approach flow 

direction in comparison with the whole dataset 

 

Figure 11. Mean horizontal wind vectors and 

concentration measurement points in the vicinity 

of the source 1 (marked with a star). 

 

Figure 12. Mean concentrations measured 

during the release from a source located in an 

open square in comparison with the whole 

dataset 

 

Figure 13. Mean concentrations measured 

during the release from a source located inside a 

courtyard in comparison with the whole dataset 

4. CONCLUSIONS 

Concentration measurements were carried out 

on a 1:225 scale model of an idealised Central-

European city centre in a boundary-layer wind 

tunnel. The approach flow can be characterised as a 

very rough boundary layer [8]. The results of the 

measurements serve as a dataset for validation of 

numerical models in the frame of the COST Action 

ES1006 [7]. 

Dispersion characteristics in the urban 

environment were investigated based on continuous 

release measurement results. The dataset includes 

352 measurements of dispersion from continuous 

releases. Six ground-level point sources and two 

wind directions were measured. 

The characteristics of the mean concentration 

profiles in street canyons parallel and perpendicular 

to the mean direction of the approach flow were 

investigated. The Gaussian function gives a good fit 

for the mean concentration profiles measured in 

lateral street canyons. However, the symmetry axis 

is not aligned with the source location. The mean 

concentration profiles of longitudinal street canyons 

show exponential decay in the function of the 

distance from the source. 

The dispersion from sources in different 

locations was also investigated based on the 

measurement results. When the source is located in 

a courtyard, the mean concentration field above the 

buildings (at 3.5HL height) resembles the 

concentration field above an open terrain. When the 

source is located on an open space inside the urban 

area, the measured concentrations as the function of 

the distance from the source show similar values, as 

in case of sources located in street canyons or 

intersections. Concentrations of the tracer gas 

released from a source located in an inner courtyard 
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are lower than in case of releases from street 

canyons or intersections. 
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ABSTRACT 
Computational results for the deformation and 

breakup of a bubble, in immiscible viscous liquids 
undergoing simple shear flow, are presented. Our 
computations are implemented through a 
hydrodynamic scheme with formal second-order 
accuracy using the Moment-of-Fluid (MOF) 
method. From the numerical results, the appearance 
of bubble deformation and breakup is quite different 
from that for the drop. The first distinguishing 
factor for bubble breakup is that the magnitude of 
shear flow necessary to cause breakup is much 
larger than that in the drop system. In other words, a 
larger Reynolds number system is needed in order 
to induce bubble breakup. The second distinct 
feature of the bubble system versus the drop system, 
is that the bubble does not keep a stable deformed 
shape as the parameters of the system approach the 
critical "breakup" Reynolds number. It is asserted 
that the differences in morphology for a bubble 
undergoing breakup versus that of the drop is 
attributed to the density and viscosity ratio of the 
corresponding two-phase flow systems. The critical 
conditions for bubble breakup with respect to the 
Reynolds and capillary numbers are also presented 
for some cases. 

Keywords: bubble deformation, bubble breakup, 
shear flow, CFD  

NOMENCLATURE 
B [m] half-breadth of the bubble 
Ca [–] capillary number 
D [–] Taylor deformation parameter 
F [–] volume fraction 
H [–] Heaviside function 
L [m] half-length of the bubble 
p [Pa] pressure 
R [m] bubble radius 
Re [–] Reynolds number 

ReC [–] critical Reynolds number 
t [s] time 
V [m/s] moving wall velocity 
X [m] x-directional length of the domain 
Y [m] y-directional length of the domain 
Z [m] z-directional length of the domain 
Γ [1/s] linear shear flow (=  2V/Z) 
η [–] viscosity ratio (= µB/µS) 
κ [1/m] curvature 
λ [–] density ratio (= ρB/ρS) 
µ [Pa•s] viscosity 
ρ [kg/m3] density  
σ [N/m] interfacial tension  
φ [m] level-set function 
 
Subscripts and Superscripts 
B, C, S bubble, critical, suspending fluid 

1. INTRODUCTION 
The deformation and breakup of a drop in 

immiscible viscous liquids undergoing simple shear 
flow has been extensively investigated [1-5] as a 
basic study in connection with emulsion and 
materials processings, mixing and reaction devices 
etc. On the other hand, few studies for the 
deformation and breakup of a bubble have been 
carried out. In order to gain a fundamental 
understanding of the physical properties of fluids 
used in emulsion and materials processings, it is 
important to study the critical physical conditions in 
which breakup of a drop or bubble just occurs. In 
other words, it is important to identify the parameter 
regimes in which a system transitions from stable to 
unstable. In this study, the deformation and breakup 
of a bubble in insoluble viscous liquids undergoing 
simple shear flow are computationally examined 
using the Moment-of-Fluid (MOF) method [6-8]. 
We remark that for the study of bubble deformation 
in a shear flow, the density and viscosity ratios, λ 
and η, are negligible. 
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In this study, we specifically focus on the 
difference in the breakup process between the drop 
and the bubble, and we reveal distinguishing 
characteristics of the break-up process of the bubble. 

2. NUMERICAL ANALYSIS 

2.1. Computational System 
Figure 1 shows a schematic of the 

computational system from a lateral view. The 
computational domain consists of a three-
dimensional rectangular domain of X = 24R (x) × Y 
= 6R (y) × Z = 6R (z). A spherical bubble is initially 
set at the center of the domain and is subjected to a 
linear shear flow Γ (=  2V/Z) generated by the 
motion of top and bottom plates with velocity ±V. 
Periodic boundary conditions are imposed in the x 
and y directions. The initial velocity condition is 
assumed to be a simple linear profile. One mesh 
size is set to Δx = R/16 in our computations. In this 
study, we ignore the effects of gravity in order to 
compare with previous results for a drop with λ = η 
= 1. The control dimensionless parameters are 
Reynolds and capillary numbers which are defined 
as follows: 
 

  
Re = ρSΓ R2

µS

 and 
  
Ca =

µSΓ R
σ

 (1) 

 
In the computations, for a certain Ca value, we 

determine the value of ReC corresponding to the 
threshold for breakup.  

2.2. Governing equations 
The MOF method [6-8] is used to represent the 

liquid-gas interface. The MOF method is a 
generalization of the Volume-of-Fluid (VOF) 
method [9]. The fluids in our study are the bubble 
and the Newtonian suspending fluid. Both the 
bubble and the suspending fluid are governed by the 
continuity equation and the momentum equation. 
The governing equations including the surface 
tension force as a body force are written as follows: 

 
  ∇⋅u = 0  (2) 
 

    

∂u
∂t

+ u ⋅∇( )u =

    − ∇p
ρ

+ 1
ρ
∇⋅ µ ∇u +∇uT( )⎡

⎣
⎤
⎦ –

σκ φ( )
ρ

∇H φ( )
 (3) 

 
Since the interface moves and deforms with the 
fluid, the time evolution of F is as follows: 
 

   
∂F
∂t

+ u ⋅∇( )F = 0  (4) 

We also use a level set function φ for tracking the 
interface as an auxiliary function for the VOF 
method. 
 

   
∂φ
∂t

+ u ⋅∇( )φ = 0  (4) 

 
φ satisfies, 
 

   
φ x,t( ) = > 0 x ∈liquid

≤ 0 otherwise

⎧
⎨
⎪

⎩⎪
 (5) 

 
H(φ) is the Heaviside function defined as,  
 

  
H φ( ) = 1 φ ≥ 0

0 otherwise

⎧
⎨
⎪

⎩⎪
 (6) 

 
ρ and µ are written as 
 

  
ρ = ρSH φ( ) + ρB 1− H φ( )( )  (7) 

 

 
and 

 

  
µ = µSH φ( ) + µB 1− H φ( )( ) . (8) 

 
The normal that points from gas to liquid and the 
curvature are  
 

 
n = ∇φ

∇φ
 and κ = ∇⋅ ∇φ

∇φ
. (9) 

 
The governing equations are solved through a 

hydrodynamic scheme with second-order accuracy 
in the bulk fluid regions.  

2.3. Moment of Fluid Method  
In this section, we briefly mention the moment 

of fluid interface reconstruction. For a 
computational cell Ωi,j, the volume fraction F 
(zeroth-order moment) and centroid x (first-order 
moment) for suspending fluid are: 

 

   
F = 1

Ω i, j

H φ x( )( )
Ωi , j
∫  dx  (10) 

 

   

xS =
H φ x( )( )

Ωi , j
∫ xdx

H φ x( )( )
Ωi , j
∫  dx

 (11) 

 
The liquid-gas interface is reconstructed as a plane 
in three-dimensions (3d) and a line in two-
dimensions (2d). This interface representation is 
called the piecewise linear interface calculation 
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(PLIC). Take a 2d case for example, an interface Π 
in cell Ωi,j is represented by a straight line using the 
following vector form equation:  
 

   
Π = Ω i, j ∩ x n ⋅ x − xi, j( ) + b = 0{ }  (12) 

 
where n is the interface unit normal vector, xi,j is the 
cell center of Ωi,j and b is the distance from xi,j to 
the interface. Thus, the interface can be constructed 
when the normal vector n and distance b are known. 
In the MOF method, in order to find the slope and 
intercept of the reconstructed plane (line in 2d), we 
use the reference volume fraction, Fref, and the 
reference centroid, xc

ref. The reference volume 
fraction and centroid correspond to the real 
interface which is not necessarily a straight line. 
The slope n and intercept b are selected so that the 
actual volume fraction function Fact = Fact(n, b) is 
equal to Fref and the actual centroid, xc

act(n, b) is as 
close as possible to xc

ref. In other words, n and b are 
chosen in order to minimize EMOF (Eq. 13) subject 
to the volume fraction constraint given in (Eq. 14):  
 

   
EMOF = xref

c − xact
c n,b( )

2
 (13) 

 

   
Fref − Fact n,b( ) = 0  (14) 

 
Unlike the VOF method, the MOF interface 
reconstruction method only uses information from 
the computational cell under consideration. This 
property makes the MOF method more suitable for 
deforming boundary problems with sharp corners or 
slender filaments. Also, the MOF reconstruction 
algorithm makes itself more suitable for block 
structured dynamic adaptive mesh refinement since 
conditions at coarse/fine grid interface can be 
interpolated from the coarse grid using a stencil that 
does not depend circularly on the neighboring fine 
grid. 

3. RESULTS AND DISCUSSION 
Figures 2 and 3 show numerical results for the 

time evolution of the bubble interface when Ca = 
0.3: Fig. 2 corresponds to the condition of Re = 65 
and Fig. 3 corresponds to the condition of Re = 70. 
These figures show a cross-sectional slice in the x-z 
plane through the center of the bubble. In the case 
of Re = 65, the bubble does not breakup as can be 
seen from Fig.2. On the other hand, the bubble 
reaches breakup for the case of Re = 70 (Fig. 3). A 
distinguishing feature of bubble dynamics with no-
breakup is that the bubble might not reach a stable 
deformed state like what one observes for the drop 
system [3-5]. In some parameter regimes, the 
bubble might oscillate between its maximum 
elongated shape and a slightly shortened geometry.  
This dynamic motion is not seen in previous studies 

for the drop [3-5]. When Re = 70, the bubble 
smoothly breaks up at the center through elongation. 
We assert that the condition of Re = 70 is the 
critical value (ReC) for which the Ca = 0.3 bubble 
breaks up. A relatively large magnitude shear field 
is required for causing the breakup of the bubble in 
comparison to the drop case. ReC for the drop with 
λ = η = 1 and Ca = 0.3 is about ReC = 0.75 [3]. In 
the case of drop breakup with λ = η = 1, the volume 
of the ends of the deforming drop become large [3] 
which is in contrast to the bubble case. Large 
volume areas are not formed at the ends of the 
deforming bubble. The ends of the deforming 
bubble have cusped shapes and the bubble is 
linearly elongated with the same thickness. 

Figures 4 and 5 show numerical results for the 
time evolution of the bubble interface for the case 
of Ca = 0.5: Figs. 4 and 5 correspond to the 
condition of Re = 47 and 50, respectively. For Ca = 
0.5, the bubble does not breakup when Re = 47 but 
does breakup when Re = 50. We define the critical 
Reynolds number for this case to be ReC =50. As 
with the Ca = 0.3 case, as the Reynolds number 
approaches the critical Reynolds number, we 
observe underdamped behavior in the length of the 
bubble.  In comparing the results for Ca = 0.5 with 
those for Ca = 0.3, the bubble for Ca = 0.5 has a 
more elongated shape than that for Ca = 0.3 and the 
value of ReC for Ca = 0.5 becomes smaller than that 
for Ca = 0.3. This is because the increase in Ca 
means the surface tension force becomes smaller 
relative to the viscous force. Accordingly, the 
bubble is more deformable as Ca is increased. 

In Figure 6, we show numerical results of the 
time evolution of the bubble interface for the case 
of Ca = 0.8 and Re = 38. The value of Re = 38 can 
be regarded as ReC for this case. The effects of the 
surface tension force are the least in this case.  The 
constriction formed right before the breakup is 
barely-noticeable. Finally, the bubble ruptures after 
a very long elongation. 

Figure 7 shows the time evolution of the Taylor 
deformation parameter D in the case of Ca = 0.3. D 
is defined by the following relation: 
 

 
D = L− B( ) L+ B( )  (15) 
  
Here, we denote the half-length of the bubble as L 
and the half-breadth of the bubble as B. The upper 
panel is the case of Re = 65 and the lower panel is 
for the condition of Re = 70. In Figure 7, we plot 
the deformation parameter D versus the time for 
two contrasting cases in which the bubble does not 
break for case 1 (Ca = 0.3 and Re = 65) and the 
bubble does break for case 2 (Ca = 0.3 and Re = 70). 
We note from case 1 of this figure that the 
deformation function is underdamped near the 
critical Reynolds number which is in contrast to 
what is observed for the break-up of a drop in shear 
flow. 
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Figure 2. Time evolution of bubble interface 
at Ca = 0.3 and Re = 65. 

 

 
↓ 

 
↓ 

 
↓ 

 
↓ 

 

iFigure 3. Time evolution of bubble interface 
iat Ca = 0.3 and Re = 70. 
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iFigure 4. Time evolution of bubble interface 
iat Ca = 0.5 and Re = 47. 
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iFigure 5. Time evolution of bubble interface 
iat Ca = 0.5 and Re = 50. 
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5. CONCLUSIONS 
By way of varying the Reynolds number and 

Capillary number, we discovered that the bubble 
deformation near the critical Reynolds number is 
more likely to exhibit pronounced underdamped 
behavior when compared to drop deformation.  
Also we found that the critical Reynolds number 
required in order to induce breakup was larger for 
the bubble than for the drop case. 
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ABSTRACT

Entrance region flow in concentric annuli with
rotating inner wall for Bingham non-Newtonian fluid
has been studied numerically. The inner cylinder ro-
tates with a constant angular velocity ω, while the
outer cylinder is stationary. A finite difference ana-
lysis is used to obtain the velocity components U,
V, W and the pressure P along the radial direction
R. With the Prandtl boundary layer assumptions, the
continuity and momentum equations are solved iter-
atively using a finite difference method. Computa-
tional results are obtained for various non-Newtonian
flow parameters and geometrical considerations. The
development of the axial velocity profile, radial ve-
locity profile, tangential velocity profile and pres-
sure drop in the entrance region have been analyzed.
Comparison of the present results with the results
available in literature for various particular cases has
been done and found to be in agreement.

Keywords: Concentric Annuli, Bingham Fluid,
Entrance Region Flow, Finite Difference Method,
Rotating Wall

NOMENCLATURE

m the number of radial increments in the nu-
merical mesh network
p the pressure, Pa
p0 the initial pressure, Pa
P the dimensionless pressure
r, θ and z the cylindrical coordinates, m
R, Z the dimensionless coordinates in the radial and
axial directions, respectively
R1, R2 the radius of the inner and outer cylinders,
respectively
B the Bingham number
Re, Ta the modified Reynolds number and Taylor
number respectively
N the aspect ratio of the annulus, R1/R2

u, v, and w the velocity components in z, r, θ
directions, respectively, m/s
u0 the uniform inlet velocity, m/s
U, V, W the dimensionless velocity components
ρ the density of the fluid, kg/m3

µ the apparent viscosity of the model, kg/m.s
µr the reference viscosity
µ the dimensionless apparent viscosity
ω the regular angular velocity, rad/s
∆R, ∆Z the mesh sizes in the radial and axial
directions, respectively.

1. INTRODUCTION
The problem of entrance region flow in concent-

ric annuli with rotating inner wall for non-Newtonian
laminar flow is of practical importance in engineer-
ing applications. Many important industrial fluids
are non-Newtonian in their flow characteristics and
are referred to as rheological fluids. These include
blood; various suspensions such as coal-water or
coal-oil slurries, glues, inks, foods; polymer solu-
tions; paints and many others. The fluid considered
here is the Bingham model.

The problem of entrance region flow of non-
Newtonian fluids in an annular cylinders has been
studied by various authors. Mishra et al. [1]
studied the flow of the Bingham plastic fluids in
the concentric annulus and obtained the results
for boundary layer thickness, centre core velocity,
pressure drop. Batra and Bigyani Das [2] developed
the stress-strain relation for the Casson fluid in
the annular space between two coaxial rotating
cylinders where the inner cylinder is at rest and outer
cylinder rotating. Maia and Gasparetto [3] applied
finite difference method for the Power-law fluid
in the annuli and found difference in the entrance
geometries. Sayed-Ahmed and Hazem [4] applied
finite difference method to study the laminar flow of
a Power-Law fluid in the concentric annulus.
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The constitutive equation for Bingham fluid is
given as Bird et al. [5]

τi j =

(
µ +

τ0

ε

)
εi j (τ ≥ τ0) (1)

where

τ =

√
1
2
τi jτi j and ε =

√
1
2
εi jεi j

where τ0 is the yield stress, τi j and εi j are the stress
tensor and the rate-of-strain tensor, respectively. and
µ is the viscosity of the fluid.

The problem of entrance region of Bingham
fluid in concentric annulus has been investigated
by Mishra et al. Kandasamy [6] investigated the
entrance region flow heat transfer in concentric
annuli for a Bingham fluid and presents the velo-
city distributions, temperature and pressure in the
entrance region. Recently, Rekha and Kandasamy
[7] have investigated the entrance region flow of
Bingham fluid in an annular cylinder.

In the present work, the problem of entrance
region flow of Bingham fluid in concentric annuli
has been investigated. The analysis has been carried
out under the assumption that the inner cylinder
is rotating and the outer cylinder is at rest. With
prandtl boundary layer assumptions, the equation
of conservation of mass and momentum are dis-
cretized and solved using linearized implicit finite
difference technique. The system of linear algebraic
equations thus obtained and has been solved by the
Gauss-Jordan method. The development of axial
velocity profile, radial velocity profile, tangential
velocity profile and pressure drop in the entrance
region have been determined for different values of
non-Newtonian flow characteristics and geometrical
parameters. The effects of these on the velocity
profiles and pressure drop have been discussed.

2. FORMULATION OF THE PROBLEM

The geometry of the problem is shown in Figure
1. The Bingham fluid enters the horizontal concent-
ric annuli with inner and outer radii R1 and R2, re-
spectively, from a large chamber with a uniform flat
velocity profile u0 along the axial direction z and with
an initial pressure p0. The inner cylinder rotates with
an angular velocity ω and the outer cylinder is at rest.
The flow is steady, laminar, incompressible, axisym-
metric and of constant physical properties. We con-
sider a cylindrical polar coordinate system with the
origin at the inlet section on the central axis of the
annulus, the z-axis along the axial direction and the
radial direction r perpendicular to the z-axis.

Under the above assumptions and with the usual
Prandtl boundary layer assumptions [8], the govern-
ing equations in polar coordinate system (r, θ, z) for

Figure 1. Geometry of the problem

a Bingham fluid in the entrance region are:

Continuity equation :
∂(rv)
∂r

+
∂(ru)
∂z

= 0 (2)

r −momentum equation :
w2

r
=

1
ρ

∂p
∂r

(3)

θ −momentum equation : v
∂w
∂r

+ u
∂w
∂z

+
vw
r

=

1
ρr2

∂

∂r

(
r2

[
τ0 + kr

∂

∂r
(
w
r

)
])

(4)

z −momentum equation : v
∂u
∂r

+ u
∂u
∂z

= −
1
ρ

∂p
∂z

+
1
ρr

∂

∂r

(
r
[
τ0 + k

∂u
∂r

])
(5)

where u, v, w are the velocity components in z, r, θ
directions respectively, ρ is the density of the fluid, k
is the coefficient of fluidity and p is the pressure.
The boundary conditions of the problem are given by

for z ≥ 0 and r = R1, v = u = 0 and w = ωR1

for z ≥ 0 and r = R2, v = u = w = 0
for z = 0 and R1 < r < R2, u = u0 (6)
at z = 0, p = p0

Using the boundary conditions (6), the continuity
Eqs. (2) can be expressed in the following integral
form:

2
∫ R1

R2

rudr = (R2
2 − R2

1)u0 (7)

Introducing the following dimensionless variables
and parameters,

R =
r

R2
,U =

u
u0
,V =

ρvR2

µr
,W =

w
ωR1

,N =
R1

R2
,

P =
p − p0

ρu2
0

,Z =
2z(1 − N)

R2Re
, B =

τ0R2

ku0
,

Re =
2ρ(R2 − R1)u0

k
,

Ta =
2ω2ρ2R2

1(R2 − R1)3

µ2
r (R1 + R2)

,where µr = k
(
ωR1

R2

)
.
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Here B is the Bingham number, Re Reynolds
number, Ta Taylors number, µr is know as reference
viscosity and N is known as aspect ratio of the
annulus.

Eqs. (2) to (5) and (7) in the dimensionless
form are given by

∂V
∂R

+
V
R

+
∂U
∂Z

= 0 (8)

W2

R
=

Re2(1 − N)
2(1 + N)Ta

∂P
∂R

(9)

V
∂W
∂R

+ U
∂W
∂Z

+
VW
R

=
∂2W
∂R2 +

1
R
∂W
∂R
−

W
R2 +

2B
R
(10)

V
∂U
∂R

+ U
∂U
∂Z

= −
∂P
∂Z

+
1
R
.
∂U
∂R

+
∂2U
∂R2 +

B
R

(11)

and

2
∫ 1

N
RUdR = (1 − N2) (12)

The boundary conditions (6) in the dimensionless
form are:

for Z ≥ 0 and R = N,V = U = 0 and W = 1
for Z ≥ 0 and R = 1,V = U = W = 0
for Z = 0 and N < R < 1,U = 1 (13)
at Z = 0, P = 0

3. NUMERICAL SOLUTION

The numerical analysis and the method of solu-
tion can be considered as an indirect extension of the
work of Coney and El-Shaarawi [9]. Considering the
mesh network of Fig.2, the following difference rep-
resentations are made.

Here ∆R and ∆Z represents the grid size along
the radial and axial directions respectively.

Vi+1, j+1 = Vi, j+1

(
N + i∆R

N + (i + 1)∆R

)
−

∆R
4∆Z
∗(

2N + (2i + 1)∆R
N + (i + 1)∆R

) (
Ui+1, j+1 + Ui, j+1 − Ui+1, j − Ui, j

)
(14)

W2
i, j+1

N + i∆R
=

(1 − N)Re2

2Ta(1 + N)
Pi, j+1 − Pi−1, j+1

∆R
(15)

Vi, j
[
Wi+1, j+1 + Wi+1, j −Wi−1, j −Wi−1, j+1

4∆R

]
+

Ui, j
[
Wi, j+1 −Wi, j

∆Z

]
+

Vi, jWi, j

N + i∆R
=

Figure 2. Grid formation for finite diffrence rep-
resentations

Wi+1, j+1 + Wi+1, j − 2Wi, j+1 − 2Wi, j + Wi−1, j + Wi−1, j+1

2(∆R)2

+
Wi+1, j+1 + Wi+1, j −Wi−1, j −Wi−1, j+1

(N + i∆R)4∆R

−
Wi j

(N + i∆R)2 +
2B

N + i∆R
(16)

Vi, j
[
Ui+1, j+1 − Ui−1, j+1

2∆R

]
+ Ui, j

[
Ui, j+1 − Ui, j

∆Z

]
=

−

[
Pi, j+1 − Pi, j

∆Z

]
+

[
Ui+1, j+1 − Ui−1, j+1

(N + i∆R)2∆R

]
+

[
Ui+1, j+1 − 2Ui, j+1 + Ui−1, j+1

(∆R)2

]
+

B
N + i∆R

(17)

where i=0 at R=N and i=m at R=1.

The application of trapezoidal rule to equation
(12) gives

∆R
2

(NU0, j + Um, j) + ∆R
m−1∑
i=1

Ui, j(N + i∆R) =

(
1 − N2

2

)
The boundary condition (13) gives U0, j = Um, j = 0
and the above equation reduces to

∆R
m−1∑
i=1

Ui, j(N + i∆R) =

(
1 − N2

2

)
(18)

The set of difference Eqs. (14) to (18) have been
solved by the iterative procedure. Starting at the j
= 0 column (annulus entrance) and applying Eq.
(16) for 1 ≤ i ≤ m − 1, we get a system of linear
algebraic equations. This system has been solved by
using Gauss-Jordan method to obtain the values of
the velocity component W at the second column j=1.
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Then applying Eqs. (15) and (17) for 1 ≤ i ≤ m − 1
and Eq. (18), we get a system of linear equations.
Again solving this system by Gauss-Jordan method,
we obtain the values of the velocity component
U and the pressure P at the second column j=1.
Finally, the values of the velocity component V at
the second column j=1 are obtained from Eq. (14) by
Gauss-Jordan method using the known values of U.
Repeating this procedure, we can advance, column
by column, along the axial direction of the annulus
until the flow becomes axially and tangentially fully
developed.

4. RESULTS AND DISCUSSION
Numerical calculations have been performed for

all admissible values of Bingham number B and as-
pect ratio N. The ratio of Reynolds number to Taylor
number Rt = Re2/Ta = 20, 10, ∆Z = 0.02, 0.03
and ∆R = 0.1, 0.05 has been fixed for N=0.3 and
0.8 respectively. The velocity profiles and pressure
distribution along radial direction have been plotted
for N =0.3, 0.8 and B =0, 10, 20, 30.

Figures 3 to 4 show the development of the
tangential velocity profile component W for N=0.3,
0.8 and for different values of Bingham numbers
B. The values of tangential velocity decrease from
the inner wall to outer wall of the annulus. Also,
it is found that with the increase of aspect ratio N,
the tangential velocity profile increases. Further it
is found that with the increase of Bingham number,
the tangential velocity profile increases. The effect
of the parameter Rt is negligible for the tangential
velocity.

Figs. 5 to 6 show the development of the axial
velocity profile component U for N=0.3, 0.8 and
for different values of the Bingham numbers B. It is
found that the velocity component U increases with
the increase of Bingham number B as well as aspect
ratio N. Also it is observed that the velocity profile
takes the parabolic form when Bingham number B
being zero (Newtonian fluid).

The radial velocity profile component V for
N = 0.3 and 0.8, at different sections of the axial
direction Z are show in Figs. 7 to 8. The values of
radial velocity are negative in the region near the
outer wall since it is in the opposite direction to the
radial coordinate R and it has positive values near
the inner wall because it has the same direction of
the radial coordinate.

Figs. 9 to 10 show the distribution of the
pressure P along the radial coordinate R for N=0.3
and 0.8. It is found that the value of P increases
from a minimum at the inner wall to a maximum
at the outer wall. Moreover, it is observed that the
pressure does not depend on the radial coordinate in

the region near the outer wall.

The present results are compared with available
results in literature for various particular cases and
are found to be in agreement. When the Bingham
number B=0, our results match with the results
corresponded to Newtonian fluid (Coney and El-
Shaarawi [9]). In the case of stationary cylinders, the
results of axial velocity components in our analysis
are matching with that of the results of Kandasamy
[6].

5. CONCLUSION
Numerical results for the entrance region flow

in concentric annuli with rotating inner wall for
Bingham fluid were presented. The effects of the
parameters N and B on the pressure drop, the
velocity profiles are studied. Numerical calculations
have been performed for all admissible values of
Bingham number B and aspect ratio N. The velocity
distribution and pressure distribution along radial
direction R have been presented geometrically. The
present results are found in agreement with the
results corresponding to various particular cases
available in literature.

From this study, the following can be concluded.

1. Tangential velocity decrease from the inner
wall to outer wall of the annulus.

2. Increasing the aspect ratio N, the axial velo-
city component U increases at all values of Bingham
numbers B.

3. Radial velocity is found to be dependent
only on the axial coordinate.

4. Pressure increases from a minimum at the
inner wall to a maximum at the outer wall of the
annulus and pressure does not vary so much with
respect to the radial coordinate in the region near the
outer wall.

Acknowledgements The authors would like
to express our gratitude to the reviewers for their
useful comments and suggestions which has helped
to improve the presentation of this work.
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Figure 3. Tagential velocity profile for N=0.3

Figure 4. Tagential velocity profile for N=0.8

Figure 5. Axial velocity profile for N=0.3

Figure 6. Axial velocity profile for N=0.8

Figure 7. Radial velocity profile for N=0.3

Figure 8. Radial velocity profile for N=0.8
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Figure 9. Pressure drop for N=0.3
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ABSTRACT 

The main purpose of this work was to develop a 

validated coupled mathematical model of metal 

melting process in an induction furnace. The 

technology allows for the efficient removal of 

impurities, thus the purity of final material is very 

high. Such materials can be applied in the advanced 

technologies as aviation, biotechnology, etc.  

To mathematically describe the physical 

processes in a furnace, mutual interaction of 

electromagnetic and thermo-fluid fields needs to be 

considered. The coupled mathematical model of 

metal melting and rectification was implemented 

using two commercial codes: Ansys Mechanical 

APDL for electromagnetic field and Ansys Fluent 

for thermal and flow fields. The most important 

factors for this kind of modelling is a shape of free 

surface of the liquid metal, flow field in the melt, 

heat transfer in the crucible and transport of 

components in the liquid metal and further in the 

inert or protective atmosphere over crucible.  

The final model can be used to identify the best 

operating parameters of the melting and rectifying 

process.  

Keywords: CFD, coupled model, 

electromagnetism, induction furnace,  

NOMENCLATURE 

 

B [T] magnetic induction 

F [N] force 

J [A/m
2
] current density 

U [m
3
/s] volume flux 

V [m
3
] volume 

f [N/m
3
] force density 

g [m/s
2
] gravity 

p [Pa] pressure 

r [m] radial coordinate 

t [s] time 

v [m/s] velocity 

x [m] axial coordinate 

α [-] volume fraction 

µ [Pa∙s] dynamic viscosity or 

 [H/m] magnetic permeability  

σ [S/m] electrical conductivity 

ρ [kg/m
3
] density 

ω [rad/s] angular frequency 

 

Subscripts and Superscripts 

 

e electromagnetic 

f      face 

n, n+1 previous and current time step 

q     q
th

 phase 

s source 

x, r axial, radial (coordinate) 

1. INTRODUCTION 

 

The technology of metal melting in induction 

furnace allows for efficient removal of impurities, 

thereby yielding products of very high purity. Such 

materials can then be applied in cutting edge 

technologies as aviation (turbine blades), 

biotechnology (prosthesis, implants), to name but a 

few. To control these processes, measurements and 

numerical analysis can be conducted. In this paper, 

both experimental and numerical approaches were 

performed. 

Induction furnaces produce pure metals and 

alloys of highest purity. Their feature is the ability 

of removing impurities in the melt. The units are 

fitted with a crucible consisting of electrically 

insulated material. The crucible is placed in a 

cylindrical inductor being a source of 

electromagnetic field. 

Some experimental and simulation results 

addressed in this paper are available in the recent 

literature. Its review shows clearly that the 
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experimental portion of the research is by far more 

advanced than its modelling counterpart. The 

reports on experiments on furnaces are available not 

only in laboratory but also in industrial scale units 

[1]. This reference reports on very efficient 

experimental methods of purification of alloys, 

while the scope of the numerical simulations are 

limited to coupled CFD model of temperature and 

velocity field in the charge. 

More sophisticated models deal with coupling 

of electromagnetic and thermofluid phenomena [2-

6]. The computational domain was, as a rule, 

axisymmetric [7] though reference [8] considers a 

3-D segment with appropriately defined periodicity 

conditions [8]. The most important achievement of 

the last few years was the development of various 

techniques of modelling the dynamics of the free 

surface variation resulting from the alternating 

electromagnetic field in the induction furnaces [9-

11]. Only few authors took into account the 

solidification of the metal in contact with the cold 

crucible [12]. Nonetheless, also in these works the 

influence of the geometry of the solidified metal, of 

significantly higher electrical conductivity, onto the 

electromagnetic field has been neglected. 

A separate group of problems associated with 

metal melting in induction furnaces is the transport 

and evaporation of the impurities into the 

surrounding atmosphere. The available literature 

concerns standard crucible furnaces [13-15]. 

Reference [13] gives the analysis of the influence of 

the turbulence intensity in the near surface zone of 

the metal onto the evaporation of components of the 

melt. However, the paper studies only classic 

turbulence k-epsilon and its RND variant [16], 

while the current trend is to use more sophisticated 

techniques, able to reproduce the behaviour of the 

fluid in the near-surface domains. Large Eddy 

Simulations (LES) [17] and Reynolds Stress Model 

are good examples of such approaches. 

The field of interest of the majority of papers 

dealing with numerical simulations was limited to 

the development of coupled electromagnetic – 

thermofluid models. The influence of the supply 

frequency, geometry of the inductor onto the 

behaviour of the melt in the fluid has not been 

analysed. The exception from this rule are 

references [18,19] authored by co-authors of this 

paper, where these aspects have been addressed. 

Additionally, the same team of authors investigated 

the influence of the shape and surface area of the 

free surface [20,21] in furnaces with ceramic 

crucibles. The possibility of controlling the shape of 

the surface of the molten metal in the furnace with 

cold crucible is a fundamental factor influencing the 

efficiency of the refining and loss of alloys 

components. 

The aim of the work was the development of a 

validated, coupled mathematical model of a process 

of metal melting in classical induction furnaces. 

The developed mathematical description of process 

in the furnace encompassed sub-models of all 

constituent phenomena. To accomplish this, the 

algorithm account for mutual interactions of 

electromagnetic and thermofluid fields. In this 

work, the most important question was the 

evaluation of the complex shape of the free surface 

for three different positions of inductor.  

 

2. EXPERIMENT 

 

One of the most important part of every 

computational fluid dynamics paper is verification 

and validation process. Usually sensitivity analysis 

for spatial and time discretization are enough to 

verify developed model. Validation is a process of 

determination of differences between real 

phenomena and simulated.  

Due to high temperatures and proximity of the 

crucible, carrying out measurements in liquid metal 

is not a trivial matter. Thus, the measurements 

should be conducted using contactless methods. In 

the course of the measurement campaign for a given 

current of the inductor, its position and filling 

fraction of the crucible, following parameters can 

be monitored: 

 

1. Shape of the free surface and its linear 

profile. 3-D camera and laser can be used 

for these purposes. 

2. Velocity on the surface of the liquid metal 

by tracking the local singularities and 

markers. This can be accomplished using 

high resolution, high speed camera. This 

measurement yields the quantities directly 

associated with the mass transfer on the 

metal-gaseous phase interface. 

3. Temperatures field on the surface by IR 

camera or by two colour pyrometer. 

 

Besides these measurements, it is possible to 

determine the chemical composition of the melt. 

Taking samples can be accomplished during the 

purification process. Thus, the investigation carried 

out can yield necessary data for the validation of the 

portion of the coupled model that concerns the 

transient transport of impurities of additives from 

the bath to its surrounding. 

In order to perform validation of the numerical 

analysis, the measurement site was constructed. It 

was presented in “Figure 1”. The inductor was 

placed on the movable table, therefore it was 

possible to check the influence of its position on the 

liquid metal in the crucible. Several tests were 

carried out for different crucibles, currents, inductor 

positions, etc. In this work results for three 

positions of inductor was presented: 

A. the bottom of inductor was 19,5 mm 

beneath the bottom of crucible, 
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B. the bottom of inductor was 20,5 mm above 

the bottom of crucible, 

C. the bottom of inductor was 51,5 mm above 

the bottom of crucible, 

 

 

Figure 1. Measurement site with the visible 

shape of the meniscus  

 

3. MATHEMATICAL MODEL 

 

The considered crucible is exposed to 

negligible both axis and tangential forces. 

Therefore, it was possible to simplify geometry of 

model to two-dimensional axisymmetric problem. 

The numerical domain was presented in “Figure 2”. 

It consisted of outlet, axis, side and bottom walls. 

The overall geometrical dimensions were the 

following: an outlet radius of 62 mm, a height of 

200 mm and a bottom radius of 30 mm. The molten 

metal sample had reached 128 mm height of the 

crucible.  

Once geometry was prepared, numerical 

discretisation had to be applied. Firstly, to verify 

created numerical model, three grids were 

computed with different number of quadrilaterals. 

The results for every mesh were examined and one 

of them were chosen for consecutive simulations. 

The smallest grid with 24 000 quadrilaterals was 

selected due to the lowest computing time and the 

similar results obtained for two other meshes. The 

employed numerical discretisation was shown in 

“Figure 2b”. 

The coupled numerical model of the pure metal 

melting in the induction furnace was formulated 

using platforms of two commercial codes. Both 

these component programs were mutually 

connected in an effective coupling procedure 

developed by the co-authors of this paper. The 

following software was used for the particular data 

transfer between submodels: 

 

1. Ansys Mechanical APDL 15 for the 

electromagnetic field to compute and 

transfer a non-uniform field of the source 

terms in the momentum equations of the 

CFD model. These source fields are the 

effects of the Lorentz force for liquid 

metal. 

2. Ansys Fluent for the fluid flow to compute 

the new shape of the liquid metal domain. 

This quantity was used to compute an 

update of the electromagnetic field. 

 

(a)  

(b)  

Figure 2. (a) Boundary conditions and (b) 

numerical grid in the developed coupled model  

To predict a shape of free surface, it was 

necessary to solve the momentum conservation 

equations. For 2-D axisymmetric and unsteady 

flow, these equations take the following form: 
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where ρ is the density, t is the time, x and r are the 

axial and radial coordinates, respectively, v is the 

velocity, g is the gravity, µ is the dynamic viscosity 

and F is Lorentz force. 

In this study, a multiphase flow was simulated 

using Volume of Fluid (VOF) model. Moreover, the 

explicit scheme was used. To track the interface 

between air and liquid metal, the mass conservation 

equation for the volume fraction was solved: 
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where αq is the volume fraction of current (n+1) or 

previous (n) time step and U is the volume flux. 

In the mass conservation equation, the specified 

density is referred to q
th

 phase. However, in the 

momentum conservation equation, the average 

density appears. In VOF model, all the material 

properties in this paper were averaged as follows: 

 


qq

  (5) 

 

Energy equation was negligible because once 

aluminium was liquid, temperature field inside 

charge was uniform and during few seconds which 

were modelled it did not change.  

 To solve the defined set of the differential 

equations, material properties of air and metal had 

to be specified. The liquid metal parameters were: ρ 

= 2380 kg/m
3
 and µ = 0.0015 Pa∙s, which are 

average values for liquid aluminium in 1500ºC. To 

simplify model the air was examined as 

incompressible gas with ρ = 1.225 kg/m
3
 and µ = 

1.7894e-5 Pa∙s.  

The last necessary information to achieve 

solution of the governing equations were source 

terms in the momentum conservation equations. 

They were computed in the electromagnetic solver 

Ansys Mechanical APDL. These source terms were 

introduced into the momentum conservation 

equations by means of the User-Defined Functions 

(UDFs). 

The formulated two-dimensional, axially 

symmetric electromagnetic model was based on a 

commonly used equation where the magnetic vector 

potential is applied: 

 

S
JAjA 














 



1
 (6) 

 

where: μ, σ is the magnetic permeability and 

conductivity of aluminium, ω is the angular 

frequency and Js is the current density source. 

Based on the distribution of the magnetic vector 

potential A, a distribution of the magnetic induction 

(Eq. 7), the eddy current densities (Eq. 8) and the 

density of electromagnetic force that acts on a 

liquid metal (Eq. 9) can be determined: 

 

AB   (7) 

AjJ    (8) 

 BJf
e

 Re
2

1
 (9) 

 

4. RESULTS 

 

For verification study, few cases with different 

grid and time steps were performed. This action 

allowed of the selection of the most appropriate 

model setups for the final simulations.  

Then an effect of the inductor position was 

examined. Three different heights relative to 

crucible were considered. This yields three different 

Lorentz force fields in the liquid metal. Therefore, it 

was possible to choose the best position of inductor 

in order to control process of melting and 

purification of metal.  

The preliminary results from the numerical 

simulations were presented in “Figure 3”. The 

volume fraction fields were revealed. For the first 

case (Figure 3a), the value of the radial Lorentz 

force was the smallest. The shape of a free surface 

slightly differs from initial state without Lorentz 

force introduced. As a result, small convex 

meniscus was formed only. The second position of 

the inductor yielded medium values of source terms 

of momentum conservation equations (Figure 3b). 

The core of the liquid metal was around 10 mm 

higher than the connection point of wall and free 

surface. The last case had the highest value of the 

radial and axial forces. The convex meniscus that 

was formed was much bigger than that of the 

previous cases. The area where liquid metal is 

connected to the wall is smallest. This factor is 

important for the purity of final metal. However, for 
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this case area of free surface is the largest so the 

protective gaseous atmosphere has to be ensured. 

 

 (a)   

(b)  

(c)  

 

Figure 3. Volume fraction of aluminium in the 

numerical domain for three different positions of 

an inductor 

Quasi steady state of the final shape of liquid 

metal was maintained by Lorentz forces. Direction 

and value of force vectors was presented in 

“Figure 4”. Lorentz force acts only in the outer 

areas of numerical model. The maximum of the 

force occurs near contact angle of liquid metal and 

air and its value is around 500 thousands Newtons. 

According to electromagnetic field theory obtained 

distribution of Lorentz force is correct. 

Applied force leads to the formation of eddies 

in the liquid metal domain. Velocity field and 

vectors coloured by volume fraction were presented 

in “Figure 5”. There are two large eddies in the core 

of the aluminium charge and two smaller eddies in 

the top part. This behaviour of the flow is right if 

there is a large force applied in the two thirds of the 

domain. The highest velocity has value 0.62 m/s 

and it appears in the near wall area where the 

highest force is applied. It is not possible to 

compare this kind of numerical results to 

experiment due to behaviour of this phenomenon, 

but for the future measurements it is planned to 

examine velocities on the free surface of liquid 

metal. Markers on the surface of metal will be 

tracked and the it will be possible to calculate 

velocities on the free surface.  

  

 

Figure 4. Vectors of Lorentz force (in N) in the 

numerical domain for position C of an inductor. 
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Figure 5. Velocity field (in m/s) in the numerical 

domain for position C of an inductor with 

vectors coloured by volume fraction. 

 

Comparison between numerical analysis and 

experimental data was presented in “Figure 6”. Red 

line denotes position of free surface for simulations, 

blue dots were obtained from measurements. CFD 

results are very accurate in the radius range of 0.02 

m to 0.04 m from the crucible axis. There is a 

significant difference near wall of crucible. The 

reason of that is the oxidation process which occurs 

during experiment. Measurements were performed 

without atmosphere of inert gases and the products 

of the oxidation accumulated near the wall of 

crucible which leaded to flat area. In the numerical 

analysis chemical reactions were not modelled 

therefore oxides did not appear. There is also small 

difference between numerical and experimental 

results in the axis area. Metal melting process in 

crucible is very unsteady process, as a consequence, 

the free surface of liquid metal oscillating up and 

down. Hence, the results from measurements 

showed the field for a single given time instant 

while for numerical data it is average position of 

free surface over time. 

 

 

Figure 6. Comparison of measured and modelled 

meniscus for position C of an inductor. 

 

5. SUMMARY 

 

The aim of this work was to develop a validated 

coupled mathematical model of metal melting 

process in an induction furnace. The technology 

allows for the efficient removal of impurities, thus 

the purity of final material is very high.  

Coupled numerical analysis was performed for 

three different positions of the inductor. Numerical 

results reflected experimental observations. The 

changes in the inductor position yielded different 

fields of Lorentz force in the examined material. It 

is necessary to perform velocity measurements of 

the liquid metal surface to completely validate 

numerical model. 

CMFF15-163 769



REFERENCES 

 

[1] T. Liu, Z. Dong, Y. Zhao, J. Wang, T. Chen, H. 

Xie, J. Li, H. Ni, D. Huo, 2012 “Purification of 

metallurgical silicon through directional 

solidification in a large cold crucible”, Journal 

of Crystal Growth, Vol. 355, pp. 145–150. 

[2] V. Bojarevics, R.A. Harding, M. Wickins, 

2003, “Experimental and numerical study of the 

cold crucible melting process”, Proceeding of 

the Third International Conference on CFD in 

the Minerals and Process Industries, CSIRO. 

[3] J.H. Songa, B.T. Mina, 2005, “An 

electromagnetic and thermal analysis of a cold 

crucible melting”, International 

Communications in Heat and Mass Transfer, 

Vol. 32, pp. 1325-1336. 

[4] S. Spitans, A. Jakovics, E. Baake, B. Nacke, 

2010, “Numerical modelling of free surface 

dynamics of conductive melt in the induction 

crucible furnace”, Magnetohydrodynamics, 

Vol. 46, pp. 317-328. 

[5] S. Spitans, A. Jakovics, E. Baake, B. Nacke, 

2011, “Numerical modelling of free surface 

dynamics of melt in an alternate 

electromagnetic field”, 

Magnetohydrodynamics, Vol. 4, pp. 461-473. 

[6] S. Spitans, A. Jakovics, E. Baake, B. Nacke, 

2012, “Numerical modelling of free surface 

dynamics of melt in alternate electromagnetic 

field”, Journal of iron and steel research 

international, Vol. 19, pp. 531-535. 

[7] J. Yang, R. Chen, H. Ding, J. Guo, J. Han, H. 

Fu, 2013, “Thermal characteristics of induction 

heating in cold crucible used for directional 

solidification”, Applied Thermal Engineering, 

Vol. 59, pp. 69-76. 

[8] I. Quintana, Z. Azpilgain, D. Pardo and I. 

Hurtado, 2011, “Numerical Modeling of Cold 

Crucible Induction Melting”, Proceedings of 

The COMSOL Conference, Boston, USA. 

[9] S. Golak, R. Przylucki, 2009, “A simulation of 

the coupled problem of magnetohydrodynamics 

and a free surface for liquid metals”, WIT 

Transactions on Engineering Science, Vol. 63, 

pp. 67-76. 

[10] O. Pesteanu, E. Baake, 2011, “The Multicell 

Volume of Fluid (MC-VOF) method for the 

free surface simulation of MFD flows, Part I: 

Mathematical Model”, ISIJ International, Vol. 

51, pp. 707-713. 

[11] S. Matsuzawa, K. Hirata, T. Yoshimura, G. 

Yoshikawa, 2013, “Numerical analysis of cold 

crucible induction melting employing FEM and 

MPS method”, IEEE Transactions on 

Magnetics, Vol. 49, pp. 1921-1924. 

[12] V. Bojarevics, K. Pericleous, 2004 “Modelling 

induction skull melting design modification”, 

Journal of Materials Science, Vol. 39, pp. 

7245-7251. 

[13] K. Adler, R. Schwarze, V Galindo, 2005, 

“Numerical modelling of the evaporation 

process of an electromagnetically stirred copper 

melt”, Proceedings of the FLUENT CFD 

Forum 2005, Bad Nauheim, Germany. 

[14] L. Blacha, S. Golak, A. Jakovics, A. Tucs, 

2014, “Kinetic analysis of aluminium 

evaporation from the Ti-6Al-7Nb alloy”, 

Archives of Metallurgy and Materials, Vol. 59, 

pp. 275-279. 

[15] S. Golak, R. Przylucki, J. Barglik, 2014, 

“Determination of a mass transfer area during 

metal melting in a vacuum induction furnace”, 

Archives of Metallurgy and Materials, Vol. 59, 

pp. 287-292. 

[16] T. Toh, H. Yamamura, H. Kondo, M. Wakoh, 

S. Shimasak, S. Taniguchi, 2007, “Kinetics 

Evaluation of Inclusions Removal during 

Levitation Melting of Steel in Cold Crucible”, 

ISIJ International, Vol. 47, pp. 1625-1632. 

[17] A. Umbrasko, E. Baake, B. Nacke, A. Jakovics, 

2008, “Numerical studies of the melting 

process in the induction furnace with cold 

crucible”, COMPEL: The International Journal 

for Computation and Mathematics in Electrical 

and Electronic Engineering, Vol. 27, pp. 359-

368. 

[18] R. Przylucki, S. Golak, B. Oleksiak, L. Blacha, 

2012, “Influence of an induction furnaces 

electric parameters on mass transfer velocity in 

the liquid phase”, Metalurgija, Vol. 51, pp. 67-

70. 

[19] R. Przylucki, S. Golak, B. Oleksiak, L. Blacha, 

2011, “Influence of the geometry of the 

arrangement inductor - crucible to the velocity 

of the transport of mass in the liquid metallic 

phase mixed inductive”, Archives of Civil and 

Mechanical Engineering, Vol. 11, pp. 171-179. 

[20] S. Golak, R. Przylucki, 2010, “Inductor 

geometry modification for minimization of free 

surface shape area of melted metal”, Przegląd 

Elektrotechniczny, Vol. 86, pp. 310-312. 

[21] S. Golak, R. Przylucki, 2008, “The 

optimization of an inductor position for 

minimization of a liquid metal free surface”, 

Przegląd Elektrotechniczny, 84, pp. 163-164. 

CMFF15-163 770



Conference on Modelling Fluid Flow (CMFF’15) 
The 16th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 1-4, 2015 

ANALYTIC SOLUTIONS OF HIGH-SYMMETRY GAS FLOW 
INDUCED BY SLOW DENSITY VARIATIONS 

Andrei VEDERNIKOV1, Daniyar BALAPANOV2 
 
1 Corresponding Author. Microgravity Research Centre, Université Libre de Bruxelles. Av. Franklin Roosevelt 50, CP 165/62, 1050 
Brussels, Belgium. Tel.: +32 2 650 3128, Fax: +32 2 650 3126, E-mail: avederni@ulb.ac.be 
2 Microgravity Research Centre, Université Libre de Bruxelles. E-mail: dbalapan@ulb.ac.be 

 

ABSTRACT 
We present a method of analytical description of 

compressible fluid flows for the cases when the 
density variation time scale is much longer than the 
sound propagation characteristic time. Such 
variations may be resulted from time-dependent 
thermal boundary conditions, boundary motion and 
matter sources. The general solution for one-
dimensional flow is obtained in homobaric 
approximation (low Mach number) and in 
assumption that the gas motion does not influence on 
the heat propagation (low Peclet number). The latter 
condition allows solving the energy equation 
independently. The mathematical model is closed by 
the mass conservation law and known equation of 
state. The gas velocity is expressed through the 
temperature, mass source terms and boundary 
motion laws. 

This paper presents a set of analytic solutions 
considering various motion sources in different 
symmetries (central, axial and planar). The analytic 
solutions are validated by comparison with 
corresponding numerical solutions of full system of 
the conservation equations. 

Keywords: analytic solution, low Peclet number, 
homobaric approximation, one-dimensional 
flows, microgravity, PIV 

NOMENCLATURE 
L [m] domain typical size 
M [kg/mol] gas molar mass 
R  the gas constant 
T [K] temperature 
ji [kg/m2/s] matter flux through i-th boundary 
n [-] geometry factor, 0 2n   
p [Pa] pressure 
qi [W/m2] heat flux through i-th boundary 
r [m] coordinate 
ri [m] location of the i-th boundary 

t [s] time 
u [m/s] gas velocity 
λ [W/m/K] gas heat conductivity 
ρ [kg/m3] gas density 
χ [m2/s] gas heat diffusivity 
 
Subscripts and Superscripts 
 
EBT equal boundary temperatures 
i boundary index, 1 2i   
0 initial value 
1 related to the 1st boundary 
2 related to the 2nd boundary 
· time derivative 
~ dimensionless variable 

1. INTRODUCTION 
Dynamics of compressible fluids deals with 

quick fluid density variation, characterized by high 
Mach number, and such phenomena as sound 
propagation, explosion and implosion, projectile 
aerodynamics, etc. since long time are the objects of 
extensive investigation. At the same time, gases by 
definition of their aggregate state assume existence 
of slow and nearly arbitrary density variation at low 
Mach number and thus practically uniform pressure. 

This kind of gas flows, especially thermally-
driven ones, can be found and in some cases play 
important role namely in microgravity experiments, 
because at normal gravity they are masked by natural 
convection. In microgravity there is no preferred 
direction in space and flows show high symmetry 
which simplifies their mathematical description and 
gives opportunity of finding analytical solutions 
facilitating quick analysis of the dependences on the 
task parameters, relative importance of the sources 
of gas motion. 

For practical demonstration, one can refer to 
numerous experiments aimed at investigation of dust 
agglomeration in astrophysical processes mostly 
related to proto-planetary matter formation [1]. 
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Similar conditions take place in the investigation of 
complex plasma. In both cases, the typical 
parameters are like the following. Micron-sized 
particles float in a rarefied gas at temperature of 
about 300 K and pressures between 50 and 200 Pa. 

The centrosymmetric gas temperature variation 
is created as a component of thermal field in the 
volume of the thermophoretic trap developed within 
the European Space Agency project Interaction in 
Cosmic and Atmospheric Particle Systems, ICAPS 
[2]. The heaters are the rings that modulate directly 
the temperature of the gas with high rate (up to 500 
K/s). 

Most of the examples are related to the particles 
floating in the gas. Modern methods of particle 
tracking velocimetry provide high resolution of 
particle displacement measurements, routinely of the 
order of micrometre per second. As tracers, the 
particles may visualize the gas flow pattern. On the 
other hand, the particles may be subjected to the 
force under investigation, particularly, in various 
realizations of phoretic phenomena.  

In some of the mentioned examples, the solution 
may be written straightforward after formulation of 
the problem, in many other cases it requires certain 
effort. 

2. GOVERNING EQUATIONS 
This paper considers highly symmetric flows 

having a single non-zero velocity component along 
some axis r. It can be a planar flow (n = 0), an 
axisymmetric flow (n = 1), or a centrosymmetric 

flow (n = 2). The flow domain    1 2r t r r t   is 

limited by the boundaries (see Figure 1), generally, 
in the state of displacement. The boundary r1 may 
physically disappear being transformed into an 
element of symmetry at r1 = 0. 

     

Figure 1. Example domains: (from left to right) in 
case of a centrosymmetric flow, in case of a planar 
flow and in case of an axisymmetric flow. 

The system under consideration may be 
thermodynamically open. Generally, it contains 
volumetric heat sources and matter sources due to 
chemical reactions, phase transition, radiation 
sources, etc. as well as heat and matter fluxes through 
the boundaries. 

The mathematical model of the flow is based on 
the following assumptions: 

 
a) The convective heat transfer is negligible in 

comparison with the conductive one, i.e. the Peclet 
number is low: 1Pe uL   . This assumption 

results in decoupling of the energy equation from the 
rest equation system. 

b) The typical velocity is small in comparison 
with the sound speed c in the gas (Mach number
M 1u c  ). As a result, the pressure can be 

treated as uniform  p p t . It is often denoted as 

“homobaric approximation”. 
c) In the energy equation, the term responsible 

for the gas heating due to deformation can be 
neglected in comparison with the heat conduction 
term since Vpu L c Tf  , where cV is the 

isochoric specific heat and ∆T is characteristic 
temperature difference. Parameter f denotes the 
frequency of the periodic component or the inverse 
characteristic time in boundary conditions.  

d) Viscous dissipation has negligible 
contribution to the internal energy variation in 
comparison with the heat conduction, which means 
that the Brinkman number is low: 

2 1Br u T    , where µ is the dynamic 

viscosity. 
e) The heat propagation is quasi-steady, i.e. the 

temperature profile establishes instantaneously on 
time variation of the boundary conditions or the heat 
source. In other words, the Fourier number is high: 

2Fo 1fL  . 

f) The thermo-physical properties of the gas are 
constant. 

 
The equation of state is the one of the ideal gas 
 

p R T M   (1) 
 
On application of the assumptions a) and c)-e), 

the energy equation reduces to the Poisson equation 
describing quasi-steady heat propagation 

 

n
n

T
r Q

r rr
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at, generally, time-dependent boundary conditions 
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and time-dependent heat source term Q(r,t). Eqs. (2)-
(3) are solved independently from the others and give 
the temperature distribution in the gas. 

r2r1 

r2 

r1 

r2 

r1 
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T1 and T2 denote the actual temperatures on the 
boundaries T(r1,t) and T(r2,t) respectively; even for 
the boundary conditions of the second type. 

The mass conservation law demands the whole 
mass of the gas within the boundaries to be equal to 
the initial gas mass plus the mass produced by the 
matter sources during the time interval from 0 to t: 
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where 

 

       2 1 1 2 2, n n
JS t I r t r j t r j t    (5) 

 
is the cumulative matter source intensity. In Eq. (5) 
ji are the projections of ji on the r-axis. Following 
three auxiliary functions are used here and further to 
shrink the equations: 
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The gas density in Eq. (4) can be expressed 

through gas pressure and known temperature using 
Eq. (1). The pressure comes out the integral operator 
because it does not depend on the coordinate and can 
be thus written explicitly: 

 

       0
2

2 0 0

,0
,

tp R
p t I r S d

I r t p M

 
  

 
    (7) 

 
Further on the arguments are omitted, i.e. u(r,t) 

≡ u, T1(t) ≡ T1, p(t) ≡ p, etc., if not to highlight their 
particularity. 

According to the differential form of the mass 
conservation law, the time derivative of the mass of 
a fixed material volume equals to the sum of 
instantaneous matter source intensities within this 
volume: 

 

1

1 1

r
n n

J

r

d
d r j I

dt
      (8) 

 
Application of the Leibniz rule to Eq. (8) gives 

 

 
1

1 1 1 1 1,
r

n n n n
J

r

d r u r r t r I r j           (9) 

 
where we took into account that r u  is the velocity 
in arbitrary point of the fluid volume that we need to 
find. Hereinafter the dot above a variable denotes the 
time derivative operation applied to the variable. 

From Eqs. (1) and (9) the general solution for the 
velocity u(r,t) can be retrieved, where the volume of 
mass conservation is chosen between the internal 
boundary r1(t) and the imaginary moving surface 
with coordinate r. 
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(10) 

 
where S is given by Eq. (5). 

Eq. (10) defines the gas velocity in arbitrary 
point with coordinate r, in the gas having 
temperature profile T(r,t). It is important to note that 
limitations a)-f) should be valid in the volume, to 
which the mass conservation law is applied. Far 
away from the chosen volume, the geometry and 
motion parameters as well as sources distribution 
may substantially deviate. 

The gas motion is a result of the displacement of 
the two boundaries, of the temperature variation and 
gas sources on both boundaries, and of the 
volumetric gas production intensity. The gas may 
contain dispersed second phase in the form of 
droplets or solid particles that may influence on the 
temperature profile between the boundaries and on 
the gas production intensity. Space distribution of the 
second phase should not necessarily be uniform and 
external agents like irradiation may modulate the 
temperature profile and gas production intensity.  

As it was said above the model comprises 
several driving forces of gas motion, and there are 
particular cases for the external boundaries at infinity 
or internal boundary reduced to an element of 
symmetry. The solutions are quite different for 
different dimensionality n = 0, 1, or 2. As a result, 
there may be created nearly 500 combinations of 
sources (active or not) For particular combinations of 
sources, we present in the following section the exact 
and approximate analytical solutions along with the 
numerical results and comparative analysis. 

3. TYPICAL FLOWS 
In the present section the known solutions (see, 

for example, [3]) of Eqs. (2)-(3) with time-dependent 
boundary conditions in closed domains with static 
boundaries (0 < r1 ≤ r ≤ r2) are used to find the gas 
velocity field using the developed theoretical 
approach. Solutions are obtained for all three 
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considered geometries (planar, axisymmetric and 
centre-symmetric). Gas motion created by moving 
boundaries and inflows/outflows through the 
boundaries is also considered. Exact analytical 
solutions and approximations are obtained. 

3.1. Thermal boundary condition 
variations 

This subsection is devoted to the problem of gas 
motion between two non-moving boundaries when 
one or two boundary conditions change in time. Due 
to relative simplicity of the quasi-static temperature 
distribution, it appeared possible to obtain exact 
analytical solutions for the gas velocity in all 
considered statements. 

Virtually all of obtained solutions contain 
reciprocal T2 – T1 term that produces a singularity at 
equal boundary temperatures. Limit expressions at 

1 2T T  were found and it was realized that these 

expressions can be used as natural approximations of 
corresponding solutions if a condition of small 
temperature variation: 1 21 1T T   is fulfilled at 

the studied time instant. This approximation is 
mentioned in further text as Equal Boundary 
Temperatures (EBT) approximation. The EBT-
approximation of the velocity contains only T2 since 
it is 1 2T T  limit, but to improve the accuracy T2 

can be replaced by the volume averaged (or another 
reference) temperature. 

3.1.1. Planar flow (n = 0) 

Consider a gas motion between two parallel 
plates r = r1 and r = r2 having time-dependent 
temperatures T1(t) and T2(t). The distance between 
the plates is a sole possible typical length L. Assume 
Q(r, t) = 0, then the temperature distribution for Eqs 
(2)-(3) in the planar gap r1 ≤ r ≤ r2 is a linear function 
of r: 
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r r r r
T T T
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   (11) 

 
From Eqs. (7) and (10) the pressure and the 

velocity are following: 
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Hereinafter Ti0 designate the initial value of Ti. 

Eqs (12)-(13) can be used as a solution for any 
type of thermal boundary condition replacing T1 and 
T2 by T(r1,t) and T(r2,t). The velocity profile in the 
coordinate system  1x r r L   attached to the 

boundaries is scalable by the distance between the 
boundaries. It means that velocity x-profile for 
certain value of L can be derived from another profile 
at the same boundary conditions just by 
multiplication by the gap widths ratio. 

As it will be proved in the end of the section the 
velocity sign at a time instant does not depend on the 
coordinate, i.e. the whole gas flows in the same 
direction. The velocity profile has single extremum 
whose location coincides neither with the domain 
center nor with the location of the zero of the 
temperature derivative by time: 
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At 1 2T T  the velocity extremum is located 

right in the middle of the region: r(umax) – r1 = L/2. 
The extreme velocity value within the domain is: 
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 (15) 

 
The velocity extremum is linearly proportional 

to the distance between the boundaries. 

 

Figure 2. Comparison of the analytical (solid line) 
and three numerical solutions: at Fo = 10 (red 
circles), Fo = 1 (green crosses), and Fo = 0.1 (blue 
diamonds) in case of linear wall temperature 
variations. 

On Figure 2 a comparison between numerical 
and analytic solutions in case of linear wall 
temperature variation T1 = T0 + At, T2 = T0 – At is 
presented. The velocity is normalized by its initial 
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maximum value  max 00 4u t AL T   and the 

dimensionless coordinate is  1x r r L  . One can 

show that in this statement the normalized velocity is 
completely defined only by x and dimensionless time

0At T  . The velocity profiles on Figure 2 are 

obtained for τ = 1/15. The solution is defined at τ < 1 
because at τ = 1 T2 becomes zero and there the 
velocity has a singularity point. The velocity 
maximum moves to the right wall when 1  . 

The numerical simulation is done for a set of 
values of the Fourier number defined as

2
0Fo T AL  and it is seen how the model loses its 

validity with growth of Fourier number. 
ANSYS Fluent software was used for the CFD 

calculations and Gmsh software [C. Geuzaine and J.-
F. Remacle, 2009] was used for meshing. 

3.1.2. Axisymmetric flow (n = 1) 

Let us consider a similar problem statement to 
the previous one in the axisymmetric geometry (n = 
1). The general solution for the temperature 
distribution is: 

 

1 2
2 1
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Explicit expressions for pressure and velocity 

through the boundary conditions are: 
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where    
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 and Ei(x) is 

the exponential integral function of a real argument. 
Eqs (17)-(18) can be used as a solution for any 

boundary condition with T1 and T2 replaced by 
corresponding T(r1,t) and T(r2,t). 

The general properties of the velocity 
distribution is similar to the plane case (n = 0). 

Equal boundary temperature approximations for 
the velocity and pressure are: 
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Figure 3 presents velocity profiles obtained for 

the problem statement identical to that in the 
subsection 3.1.1. The same approach of non-
dimensionalization is used. Comparison of Figures 2 
and 3 shows that the exteremum of the velocity 
distribution in the axisymmetric case is significantly 
shifted from the cell center as compare to the velocity 
distribution in the planar geometry. The shift 
depends on the cell geometry: the closer r1 to zero 
the more the extremum is shifted, and the closer the 
walls to each other the less is the maximum shift. 
Also, the residual between exact solution and EBT-
approximation is more significant in the axially-
symmetric case. 

 

Figure 3. Comparison of the analytical (solid line) 
and three numerical solutions (red circles Fo=10, 
green crosses Fo=1, and blue diamonds Fo=0.1) in 
case of linear wall temperature variation. 
Axisymmetric flow. 

3.1.3. Centrosymmetric flow (n = 2) 

The general solution of the quasi-steady heat 
equation in spherical symmetry with first type 
boundary conditions is: 
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where L is the distance between the boundaries. 
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In this subsection the solutions are expressed 
imlicitly through the auxiliary functions Eq. (6): 
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Eq. (10) yields following velocity distribution 
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In the EBT-aproximation the pressure and the 

velocity have following simple form 
 

 

     
 

2
0 23 3

2 1

2 1

2

2 1 1 2 1 2 1 2

3 3 2
2 1

,0
3 ;

2

        

EBT

EBT

I r
p p T

r r

T T
u

T

r r r r r r r r r r r

r r r





 

   



 
 (23) 

 

Figure 4. Comparison of the velocity distributions 
in planar case (dashed red line), in axisymmetric 
case (dash-dotted green line) and in 
centrosymmetric case (solid blue line) at similar 
boundary conditions. Thinned lines represent the 
EBT-approximations. 

General properties of the velocity distribution 
are similar to the plane case (n = 0). It is seen from 
Figure 4 that the velocity profile at any n is always 

bell-shaped and do not have inflection points. The 
velocity maximum in the centrosymmetric case is 
shifted from the cell center even more than in the 
axisymmetric case. The velocity maximum 
decreases for higher n factor. 

In addition, the EBT-approximation for each 
geometry is presented on Figure 4. The calculation is 
done again for the same statement described in the 
subsection 3.1.1. Corresponding value of the EBT-
approximation validity criterion is 1 21 2 9T T  . 

3.1.4. Velocity profile features 

Solutions obtained in this subsection have one 
common property: the gas velocity at a certain 
instant of time has constant sign in the whole 
domain. In other words, there cannot be stagnant 
points, only in case when the velocity is zero 
everywhere. Let us prove this affirmation. The 
general solution for the velocity can be obtained 
from Eq. (10) by exclusion of the matter sources and 
boundary motion terms: 
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where the multiplier nT r  can be omitted as always 

positive one. We know that the velocity is zero at the 
boundaries. Therefore, to have no zeroes the velocity 
distribution should have not more than one 
extremum. Taking space derivative of the expression 
in the brackets in Eq. (24) and equating it to zero we 
obtain following condition: 

 

 T TC t  (25) 

 
where the function C(t) is the ratio of the definite 
integrals in Eq. (24) and thus does not depend on 
coordinate. This equation has always only one 
solution due to monotonicity of the temperature by 
coordinate. It means that velocity has sole extreme 
that was need to be proved. Therefore, the gas moves 
in the same direction in the whole domain. 

3.2. Boundary displacement and 
boundary mass sources 

Supposing that the temperature is constant T = 
T0 and there are no volumetric mass sources, the gas 
velocity driven by boundary mass sources comes 
from Eq. (10) as 
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where S is defined in Eq. (5). 
Boundary motion and boundary matter sources 

are identical for the generation of the gas motion and 
peculiarities of its pattern, with one note that the 
pressure should be calculated accordingly. 

3.2.1. Boundary displacement 

In absence of mass sources on the boundaries the 
pressure from Eq. (7) is: 
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where r10 and r20 are the boundary coordinates at t = 

0. For the adiabatic approximation  0 0p p 
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Gas density in adiabatic case equals to that in 

isothermal case and the gas velocity in both cases is 
 

   
 

1 1 1 1
1 2 2 2 1 1

1 1
2 1

 
n n n n n n

n n n

r r r r r r r r
u

r r r

   

 

  




 
 (29) 

 
It is always assumed that the boundary motion 

does not depend on pressure, temperature and gas 
velocity. It is easy then to combine moving 
boundaries and quasi-stationary heat conduction 
because in this case we have just to replace r1 by r1(t) 
and r2 by r2(t) in the expressions for p and u. 

3.2.2. Boundary matter sources 

In this paragraph, we consider the gas motion 
driven by the sources j1(t) and j2(t) on the boundaries 
in a closed domain with non-moving boundaries r1 ≤ 
r ≤ r2 and uniform temperature T0. Practically such 
systems may be realized in a cavity with the some 
physico-chemical transformation on the walls, such 
as phase transition, absorption or catalytic reaction. 
In this case the pressure from Eq. (7): 
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Expressions for the gas velocity are the same as 

in the previous subsection. 
In the illustrative case of the matter fluxes j1 = – 

j2 = j, equal by absolute value but oppositely directed 
we have 
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The velocity profiles for the illustrative case are 

shown on Figure 5. The velocity is normalized by 
division by jRT pM . So normalized velocity 

depends only on x and a geometry factor 2 1G r r . 

The calculations are done at G = 5. When the latter 
is large, in the second statement at n = 1 and n = 2, 
the dimensionless velocity profile in the almost the 
whole domain is described by linear function with 
the slope -1 that is twice less than at n = 0. And when 
G tends to unity the dimensionless velocity profiles 
at n = 1 and n = 2 are identical to that at n = 0. 

 

Figure 5. Profiles of the gas velocity in the case 
when j1 = – j2 = j0 at n = 0 (solid red line), n = 1 
(dashed green line) and n = 2 (dash-dotted blue 
line). 

This kind of gas flow has a stagnant point (where 
u = 0), whose location is found from 
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5. CONCLUSIONS 
In present work a mathematical model for the 

problem of one-dimensional fluid flow at low Mach 
and Peclet numbers has been developed and the 
general solution for the gas pressure and velocity has 
been obtained. 

Particular solutions presented in the subsection 
3.1 describe a gas flow in closed domains of different 
symmetry types at time-dependent thermal boundary 
conditions. An approximation for low temperature 
variation is obtained. It is found that under any 
conditions the gas moves in the same direction in the 
whole domain. The velocity profiles are similar for 
all the symmetries: they are bell-shaped and have 
always only extremum, location of which depends on 
the domain geometry. These analytic solutions are in 
excellent agreement with corresponding numerical 
solutions made in ANSYS Fluent software. The 
simulation are performed in a range of Fourier 
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number to illustrate the area of the model 
applicability. 

Gas flows driven by boundary matter sources 
and boundary motion are studied in the second block. 
The general solutions for arbitrary n are presented in 
isothermal statement. In case of inflows of equal 
intensity on the boundaries the location of the 
stagnant point is found. It is shown that in a large 
domain the velocity profile in the almost the whole 
domain is linear except a narrow zone near the 
internal wall. 

The approach proposed allows obtaining 
reference analytical solutions to validate numerical 
methods in compressible fluid dynamics. The results 
are applicable in planning and processing of the 
experiments dealing with high accuracy 
measurements of the kinetic coefficients and particle 
transport properties, especially in microgravity 
conditions. A possibility to estimate gas creep 
component is important in bubble dynamics, aerosol 
physics, condensation/evaporation experiments, etc. 
The approach should be valuable in university 
coursework in fluid dynamics as it allows obtaining 
exact solutions and approximations for large variety 
of tasks using integral calculus. 
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ABSTRACT 
Dampers are used in HVAC (Heating 

Ventilation and Airconditioning) systems to control 
the air flow rate. Experimental studies confirmed 
that the moment (torque) characteristics of 
structurally altered dampers can be used for flow 
rate measuring. In this paper a mathematical model 
of an ATP (Air Torque Position) damper is 
presented. Such a damper measures air velocity 
indirectly by measuring the position of the blades 
and the moment of air acting on the blade. The 
considered damper is of square cross section, with a 
flat blade, and before and after the blade there are 
straight sections of pipeline, without local 
resistances. The calibration of the mathematical 
model of the damper was conducted by CFD 
(Computational fluid dynamics). CFD calibration 
would be applied for the purpose of validating the 
universal character of the developed mathematical 
model of the damper. The discretization of partial 
differential equations was done using the finite 
volume method; space discretization is done with 
unstructured polyhedral meshes, while the 
turbulence model was the standard k- model. 
Verification of the calibrated mathematical model 
was done experimentally. It was found that for 
several operating conditions the measurement error 
and the adequacy of the mathematical model for the 
case when it is calibrated by CFD is the same as in 
the case when it is calibrated using the experimental 
method. 

Keywords: ATP damper, CFD, k- 

NOMENCLATURE 
A [m2] cross section area 
CQ [-] flow coefficient, 
D [m] diameter 
F [N] force 
G [-] correlation function 
H [m] damper housing height 

M [Nm] torque 
R [] electric resistance 
a, b,..h [m] clearances between blade and 

damper housing 
d [m] distance from the force point of 

attack D to blade axis C 
g [m/s2] gravitational constant 
f [m2] face surface 
k [J/kg] turbulent kinetic energy 
l [m] lever length 
m [kg] mass 
m  [kg/s] mass flow rate 
rf [m] position of face f relative to x0 
v [m/s] velocity  
x [m] the longitudinal distance from the 
                            axle to the center of pressure 
x0 [m] the point about which the moment 
   is taken 
y [m] the lateral distance from the axle 
                            to the center of pressure, 
 
Greek symbols 
 
 [o] angle of attack 
 [m] distance between center of axle 
                            and damper blade, normal to 
                            damper blade 
 [m] distance between center of axle 
                            and damper blade, along to 
                            damper blade 
v [m/s] difference between measured and 
                            modeled velocity 
p [Pa] pressure difference 
 [m2/s3] turbulent dissipation 
 [kg/m3] air density 
 [o] angle of attack 
 
Subscripts and Superscripts 
 
I first set of measurements 
II second set of measurements 
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a longitudinal 
c contraction position 
d downstream position 
f face surface 
h hydraulic 
l lateral 
n normal 
mer measured 
mod modeled 
p pressure 
u upstream position 
 shear 
 
Abbreviations 
 
ATP  Air Torque Position 
HVAC Heating Ventilation Air Conditioning 
 

1. INTRODUCTION 
An ATP damper (Air Torque Position) is a device 

that measures air velocity indirectly by measuring  
the blade angle of attack  and the air stream 
moment M acting on the blade, Figure 1: 

 
 ,Mfv   (1) 

 
The ATP damper concept comes from scientists' 

aspiration to predict the moment characteristics of 
butterfly valves. Initially, researchers predicted the 
moment characteristics of butterfly valves 
theoretically [1-4]. 

 

Figure 1. Operating parameters of ATP dampers 

The first author who conducted experimental 
verification of the mathematical model of the 
moment characteristic of butterfly valve was 
Sarpkaya [5, 6]. Sarpkaya developed and verified 
the mathematical prediction model for the moment 
characteristic of a butterfly valve with a thin blade 
under the assumption that the air flow is irrotational 
and incompressible. Hasennpflug [7] corrected 
Sarpkaya's mathematical model using the theory of 
potential flow. Morris et al, [8] developed a 
mathematical model of the moment characteristic of 
the butterfly valve that takes into account the 
compressibility of the fluid. 

Most of the knowledge about the prediction of the 
moment characteristic of the actuator element in a 
butterfly valve for the purpose of development of an 
ATP damper is based on the work of Federspiel [9]. 
He expanded the mathematical models of Sarpkaya 
and Hasennpflug for cases with several blades and 
when the axis of rotation is shifted from the axis of 
the blade in its longitudinal and transversal 
direction [9]. During the development of the 
mathematical model, Federspiel considered the case 
of irrotational and incompressible flow of air 
around a single blade damper, Figure 2. Since the 
velocities encountered are well below the sound 
speed, the mathematical modeling with the 
assumption of incompressible flow is acceptable for 
HVAC systems. 

The mathematical model was developed on the 
basis of the continuity, Bernoulli and the 
momentum equations. Dampers on HVAC systems 
may be installed in three ways: 

 with a straight pipe section positioned in 
front of a damper placed at the end of the 
pipeline; 

 with a straight pipe section positioned after 
a damper placed at the entrance of the 
pipeline and 

 with straight pipe sections positioned both 
in front of and behind the damper. 

 

Figure 2. Schematic representation of ATP 
damper with single blade ‘after ]9]’ 

For all three possible positions of dampers in 
HVAC systems, Federspiel came to the same 
correlation between the air velocity directly in front 
of the damper, v, the angle of attack of the blade,  
and the moment of the air stream acting on the 
blade, M: 
 

 
hu DA

MGvv



22  (2) 

 
By measuring the pressure and temperature of the 

air stream directly in front of the blade of the ATP 
damper, the density of the air stream  can be 

CMFF15-166 780



calculated from the equation of state of an ideal gas. 
In this way the air velocity can be measured with 
the ATP damper at different operating conditions. 

The correlation function in equation (3) is as 
follows: 

 

2
1

2
,

2
,






























tgC
x

C
y

DG

lQaQ

h  (3) 

 
where:  represents the blade angle of attack, x is 
the longitudinal distance from the axle to the center 
of pressure, y is the lateral distance from the axle to 
the center of pressure, CQ,a is the longitudinal flow 
coefficient and CQ,l is the lateral flow coefficient. 

Federspiel verified the mathematical model shown 
in Eq.(2) for a damper with the following 
characteristics: a square cross-section 0.61x0.61 m 
sides, with straight pipe section after the damper 
located at the entrance of the pipeline and with four 
oppositely driven straight blades (cascading blades). 
He verified the mathematical model that can be 
used for accurate measuring of the air velocity 
under different operating conditions. The difference 
between the measured and modeled velocity was 
±10% of the measured velocity or ±5% of the full 
scale. He also found that, when ATP dampers are 
opened more than 70%, local resistance in front of 
the damper bears a significant impact on the 
accuracy of the measurement and applicability of 
the mathematical model [10]. 

Federspiel came up with a mathematical model of 
the ATP damper which has a potentially universal 
character. In order to confirm the universal 
applicability of the mathematical model, it is 
necessary to verify the mathematical model for 
dampers of different cross section, shape and 
number of blades and the manner of blade driving. 
It should also be investigated how the applicability 
of the mathematical model is influenced by the 
position of the damper in the system, damper 
hysteresis and local resistances in front of and 
behind the damper. 

There is no doubt that the investigation of the 
universal character of the developed mathematical 
model of ATP damper requires more research. The 
authors believe that for further development of ATP 
dampers one should reduce the share of the 
experiments, and increase the share of 
computational fluid dynamics to reduce 
development costs. From that standpoint it is 
important to assess the possibility to apply 
computational fluid dynamics in the development of 
ATP dampers. 

Computational fluid dynamics would be applied 
for the purpose of validating the universal character 
of the developed mathematical model of the 
damper. The aim of this paper is to calibrate the 

existing mathematical model of the ATP damper 
with the results of numerical simulations. 
Furthermore, the calibrated model will be validated 
by experimental measurements. 

The damper used in this research was an ATP 
damper with one blade of square cross section, 
located between two straight pipeline sections, 
without local resistance. The number of blades 
being two, they cannot be assumed to form a 
cascade as it is often used in HVAC systems. 

The clearances between the blades and damper 
housing used in the mesh of the numerical model of 
the ATP damper are sized to be realistic. 

2. MATERIALS AND METHODS 

2.1 Experimental setup 
In order to validate the results of the CFD 

simulations used to calibrate the mathematical 
model (2) of the ATP damper a set of experiments 
have been carried out. 

In the Laboratory of Fluid Mechanics at the 
Faculty of Technical Sciences of the University in 
Novi Sad, a laboratory facility for ATP damper 
testing was set up, according to the 
recommendations provided by the standard [11] for 
testing of dampers for the control of air flow rate in 
HVAC systems. 

The measurement of air flow velocity was done 
with a hot wire anemometer; moment measurement 
was done with moment meter while the 
measurement of the blade angle of attack was done 
with a rotary potentiometer, Figure 3. 

 

Figure 3. Schematic diagram of the ATP damper 
test rig 

 
The moment meter is formed with a lever arm of 

length l=100 mm, mass m weighing cell 
manufactured by "HBM" model PW4MC3 
(accuracy Class C3 and 0.5 g minimum resolution) 
and scaling electronics manufactured by "HBM" 
model WE2110 (classes 6000 d and measuring 
range from 0 to 3.5 mV/V) to display the measured 
moment M, Fig. 3. The blade is rigidly attached to 
the shaft, the shaft is bolted rigidly to the lever, and 
the lever is rigidly connected with a spherical joint 
to the weighing cell. In this way, the moment M of 
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air acting on the blade is transferred to the moment 
meter. 

The calibration of the moment meter is done with 
weights of known mass Fig. 3. Since the weighing 
cell for mass measurement has linear characteristic, 
the resulting characteristic of the moment meter is 
also linear, Figure 4. 

 

Figure 4. Calibration curve of the moment meter 
for lever arm length l=100 mm 
 

In order to measure the damper blade angle of 
attack, a rotary potentiometer manufactured by 
"Dada electronics" model Tyco 10 (measuring 
range from 0 to 10 k) and a digital multimeter 
were used. The rotary potentiometer was calibrated 
in accordance with the protractor that monitors the 
position of the blade with the rotation axis displaced 
from the axis blade, Figure 5. The blade position 
can be defined by the angle  (position of the blade 
defined in relation to the horizontal direction), or 
angle  (position of the blade defined in relation to 
the vertical direction). According to Fig. 5, the sum 
of these two angles is 90°. 

 

Figure 5. The ATP damper blade angle of attack 
with the axis of rotation displaced from the axis 
of the blades 
 

The blade angle of attack was used to measure 
the position of the blade Figure 6 presents the 

formed protractor to measure the blades angle of 
attack of the ATP damper. 

 

Figure 6. Appearance of the protractor formed 
for the purpose of measuring the blade angle of 
attack of the ATP damper  

During the calibration of the rotary potentiometer, 
a 30o shift of potentiometer shaft was made and the 
field of non-linear characteristic of the 
potentiometer was abandoned. In this way, an 
approximately linear relationship between the blade 
angle of attack  and electric resistance of the 
rotary potentiometer R was achieved, Figure 7.  

 

Figure 7. Typical calibration curve of the rotary 
potentiometer 

The air velocity was measured with a hot wire 
anemometer manufactured by "Testo", model 425 
(accuracy ± [0.03% + 5% of measured velocity]) 
with a one point method, in line with 
recommendations provided by the standard [12]. 

In front of the blade of the ATP damper sensors 
were placed to measure pressure and temperature. 
Based on the measured air pressure and temperature 
from the equation of state of an ideal gas the air 
density is determined. In the mathematical model of 
ATP damper (2) the compensation of air velocity 
for different operating conditions is done with the 
term for the air density. 

Atmospheric pressure pa was measured by a 
digital barometer manufactured by "PCE", model 
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THB 38 (with uncertainty of ±1.5% of measuring 
range up to 1000 mbar and ± 2% of the measuring 
range above 1000 mbar). 

The measurement procedure was as follows. First, 
the laboratory facility was turned on, the fan unit 
was set to the desired air flow velocity. After 
reaching stationary air flow conditions, air 
temperature, gauge pressure, air velocity, 
atmospheric pressure and moment were measured. 

Two independent series of measurements of ATP 
damper operating parameters at different operating 
conditions were performed. The air velocity ranged 
from 0 to 10 m/s, while the measurement range of 
the blade angle of attack was from 0 to 90o. 

2.2 Laboratory ATP damper 
 

The considered damper is of square cross section, 
with a flat blade, and before and after the blade 
there are straight sections of pipeline, without local 
resistances. The damper blades were made of 
aluminium. Their dimensions are presented in 
Figure 8. 

 

Figure 8. Dimensions of ATP damper blades 

Figure 9 shows the dimensions of the 
clearances between the blade and the wall of the 
ATP damper.  

Table 1. The clearance sizes between blade and 
damper housing in horizontal direction  

 [o] a [mm] b [mm] c [mm] d [mm] 
0 2.88 3.62 1.63 2.37 

10 2.89 3.61 1.48 2.52 
20 2.92 3.58 1.35 2.66 
30 2.95 3.55 2.73 4.27 
40 3.11 3.64 2.63 4.37 
50 3.15 3.60 2.55 4.45 
60 3.19 3.56 2.50 4.50 
70 3.23 3.52 2.22 4.27 
80 3.28 3.47 2.23 4.28 
90 3.32 3.43 2.38 4.37 
The clearance sizes for each blade angle of 

attack were obtained by measuring and are 
presented in Tables 1 and 2. 

It can be noted that the physical model is 
asymmetric according to these values. The 
asymmetry of the physical model is due to its 
imperfect manufacturing and asymmetrical position 
of blades relatively to the axis of the channel. 

Table 2. The clearance sizes between blade and 
damper housing in vertical direction  

 [o] e [mm] f [mm] g [mm] h [mm] 
0 82 83 168.24 167.26 

10 77.79 78.76 131.48 130.51 
20 71.83 72.81 97.7 96.72 
30 64.34 65.31 67.91 66.94 
40 55.65 56.63 43.03 42.05 
50 45.79 46.77 23.8 22.82 
60 35.18 36.13 10.81 9.84 
70 24.15 25.12 4.71 3.74 
80 12.67 13.65 5.19 4.22 
90 2.14 3.11 12.61 11.64 

 

Figure 9. Dimensions of clearance between blade 
and ATP damper wall 

2.3 Application of CFD 
For the purposes of numerical simulation the 

commercial software package STAR CCM+ was 
used. 

The work has been carried out in two stages. First 
the mathematical model (Eq. 2) has been calibrated. 
Two correlation functions, G(), have been 
determined, one based on the first set of 
experimental data, and one based on numerical 
computations. 

In the second stage, the correlation functions 
obtained experimentally and numerically were 
validated against a second, independent, set of 
experimental data. The algorithm of mathematical 
model calibration using the computational fluid 
dynamics and its experimental verification is shown 
in Figure 10. In Fig.10 the first set of measurements 
is denoted with the index I, while the second set of 
measurement is denoted with index II. 

The boundaries of the numerical model are 
identical to the boundaries of the physical model, 
see Figure 11. The air flows through the channel 
and flows around the blade which is placed in a 
channel. The mass flow rate is set at the entrance to 
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the channel, while at the exit of the channel it is 
assumed that the pressure difference is zero, p=0. 
Wall boundary conditions were set as smooth and 
no-slip. Boundary conditions for the turbulet 
quantities were set as: turbulent dissipation rate 0.1 
m2/s3 and turbulent kinetic energy 0.001 J/kg. 

 

Figure 10. Algorithm of mathematical model 
calibration with the results of the numerical 
simulation and its experimental verification for 
one value of the blade angle of attack α 

 

Figure 11. Boundaries of the mesh model 

Space discretization is done with unstructured 
polyhedral meshes. Due to the observed asymmetry 
of the physical the whole geometry is taken into 
consideration. The parameters of the mesh were: 
number of cells 439180, average cell size 0.007 m, 
number of prism layers 2, prism layer stretching 
1.5, prism layer thickness 0.0007 m, cell size close 
to the walls 0.00175 m and  wall distance y+=3.4. 
The network model is formed so that it has the same 
clearance between the blade and damper housing 
like the physical model (Tab. 1 and Tab. 2).  

The only approximation which was applied on the 
mesh model in relation to the physical model is the 
length of the straight sections of pipeline in front of 
and behind the blade. According to the 
recommendation of standards [11] this length 
should be 3 m and 2 m, in front of and behind the 
blade respectively for the physical model. The 

corresponding lengths of the straight sections for 
the mesh model were 1 m. 

Discretization of the partial differential 
equations was done using the finite volume method 
while the turbulence model was the standard k- 
model. As in the derivation of mathematical model 
of the ATP damper (2), in the numerical simulation 
the air flow was treated as incompressible. In order 
to illustrate the flow of air through the ATP damper 
the velocity vector field is shown on the 
longitudinal plane obtained by numerical simulation 
for the air mass flow rate 0.21 kg/sm   and for the 
blade angle of attack =70o, Figure 12. One can 
observe a pair of large scale recirculation zones 
developed downstream the blade. Furthermore, 
strong acceleration is seen at the clearances between 
the blade and the housing of the ATP damper.   

 

Figure 12. The velocity vectors field on the plane 
of symmetry for the air mass flow rate of 0.21 kg/s 
and for the blade angle of attack of70 o  

Two standard convergence criteria were selected 
for terminating the iterative procedure when the 
result is sufficiently accurate: the residues of 
iterative result and the magnitude of the physical 
property that is of interest. 

According to the recommendation from the 
literature [13] the tendency was to keep the residues 
of iterative result in tolerance of 0.001. 

As the physical property of interest, the airflow 
moment acting on a blade of ATP damper was 
observed. The moment of force on a surface about 
an axis is defined: 

 
   aFFxrM

f
ffpf    (4) 

where Ffp and Ff are the pressure and shear force 
vectors, a is a vector defining the axis through point 
x0 about which the moment is calculated and rf is 
the position of the face relative to x0. This quantity 
was computed using the inbuilt functions in the 
flow solver. 

In line with the literature, the result of the 
physical property of the interest was significantly 
smaller than 1% between the two last iterations 
[13]. 

We have chosen these tolerances because we 
needed to carry out a large number of computations 
and we wanted to save time. Furthermore, the 
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results obtained are already good enough, so no 
stricter tolerances were needed. For the same reason 
we don’t have any mesh resolution sensitivity 
study. 

3. RESULTS AND DISCUSSION 
Figure 13 presents typical moment curves for 

several inlet velocities for blade angle of attack of 
70 degrees. In Figure 14 the dependence of the 
square of the correlation functions obtained by the 
experiments and computational fluid dynamics is 
presented. Correlation functions obtained by 
experiment and computational fluid dynamics 
overlap in the whole range of angles of attack. 

 

Figure 13. Predicted torque for several inlet 
velocities, for blade angle of attack =70o  

Differences in the values of the correlation 
function obtained by the experiment and 
computational fluid dynamics exist only when the 
damper is completely open, when the blade angle of 
attack is 0o. 

 

Figure 14. The square of correlation functions of 
the ATP damper obtained experimentally and with 
CFD results 

Figure 15 presents the results of the 
experimental verification of the mathematical 
model of the ATP damper calibrated in two 
different ways: with experimental data and with 
computational fluid dynamics results. It can be 

observed that in both cases the difference between 
the model vmod and measured vmer velocity compared 
to the measured velocity is within the limits of ± 
10%. 

The obtained results are in favor of Federspel’s 
theory assuming that the mathematical model of the 
ATP damper (2) is of universal character [9]. As 
one can see in Figure 15, the accuracy of the model 
used in the present work is similar to the accuracy 
of the model used by Federspel [???] who calibrated 
and verified the model using experiments.  

In Fig. 15 one can observe that only a few points 
lie beyond the specified limits of ± 10%. Due to the 
differences in the results of the correlation functions 
obtained with experimental data and with 
computational fluid dynamics solutions when the 
ATP damper is fully open, it was suspected that the 
points that go beyond the limits are obtained for 
fully open damper. 

 

Figure 15. Results of experimental verification of 
mathematical model calibrated with experimental 
method and CFD results  

In order to prove this assumption here is 
presented the dependence of the differences of 
measured and model velocity ∆v as a function of  
the blade angle of attack α, for two different ways 
of mathematical model calibration, Figure 16.  

It can be observed that in both methods of 
calibration the largest difference between the 
measured and model velocity appears at fully open 
blade of ATP damper, when the angle of attack is 
zero degrees. 

When ATP damper is fully open, the moment of 
air flow acting on the blade is very small, and 
originates mostly from the effects of airflow to the 
blade carrier. For such a small value of moment, the 
mathematical model is incorrect and inadequate 
weather it is calibrated with experimental data or 
the results of computational fluid dynamics. 
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Figure 16. Results of the verification of the 
mathematical model calibrated with experimental 
data and with CFD results 

4. CONCLUSIONS 
Computational fluid dynamics was used to 

calibrate a mathematical model of an ATP damper. 
The results indicate, that numerical calibration lead 
to at least as good results as experimental 
calibration of the model. The difference between 
the measured and modeled velocity normalized with 
the measured velocity for both methods of 
calibration is in the range of ± 10%. 

It is interesting that in both methods of 
calibration of the mathematical model of the ATP 
damper the difference between the measured and 
model velocity exceedes the above mentioned limits 
only when the damper is fully open. For this 
position of the blade, the airflow moment acting on 
the blade is too small to obtain accurate and 
adequate mathematical model for both methods of 
calibration. 

Since the mathematical models calibrated with 
computational fluid dynamics results and with 
experimental data have the same accuracy, the share 
of experiments in the calibration of mathematical 
models of ATP dampers can be reduced 
significantly. Furthermore, the numerical approach 
can be applied already in the design phase.  

It should be noted that to achieve such a good 
accuracy in the numerical model, the geometry of 
the device must be accurately reproduced in the 
computations. The size of the cleareances was 
found to be an important parameter in the 
computations.  

Finally, it should be noted that the results of the 
verification of the mathematical model are in favour 
of the universality of the existing mathematical 
models. The same accuracy and adequacy of the 
mathematical model was obtained like in the 
literature [9]. 
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ABSTRACT  
This paper deals with the solution to the 

boundary layer problem of a non-Newtonian power-
law fluid flow along a moving flat surface. Two 
cases are investigated. One of them is when the 
surface is moving in a fluid flow, the other one is 
when the surface is moving through an otherwise 
quiescent fluid. Applying similarity transformation 
to the system of the governing partial differential 
equations, the boundary value problem of one 
nonlinear ordinary differential equation on  ,0  is 

derived. Numerical solutions obtained for the 
velocity components and the drag coefficient 
parameter depending on the velocity ratio and on 
the power-law exponent are exhibited. 

Keywords: Non-Newtonian fluid, boundary 
layer, moving surface, similarity method, 
iterative transformation method, spectral 
method 

NOMENCLATURE  
f  [-] similarity velocity 

g  [-] function 

h,h  [-] parameters 

K  [Pa sn] consistency coefficient 
n  [-] power-law exponent 

v,u  [-] non-dimensional velocity 

components 

U  [m/s] fluid velocity 

wU  [m/s] wall velocity 

x , y  [-] non-dimensional variables 

 
Greek symbols 
 

 
 ,,, [-] parameters 

  [-] function 

  [-] similarity variable 

  [kg/m3] density of the fluid 

  [-] non-dimensional stream function 

yx  [Pa] shear stress 

w  [Pa] wall shear stress 

  [-] velocity ratio 

c  [-] critical velocity ratio 

 
 

1. INTRODUCTION  
In fluid dynamics, the drag force or force 
component in the direction of the flow velocity is 
proportional to the drag coefficient, to the density of 
the fluid, to the area of the object and the square of 
the relative speed between the object and the flow 
velocity. Blasius applied the similarity method to 
investigate the model arising for a laminar boundary 
layer of a Newtonian media [3]. Fluids such as 
molten plastics, pulps, slurries and emulsions, 
which do not obey the Newtonian law of viscosity, 
are increasingly produced in the industry.  The first 
analysis of the boundary layer approximations to 
non-Newtonian media with power-law viscosity 
was given by Schowalter [17] in 1960. The author 
derived the equations governing the fluid flow. The 
numerical solutions to the problem of a laminar 
flow of the non-Newtonian power-law model past a 
two-dimensional horizontal surface were presented 
by Acrivos, Shah and Petersen [1]. When the 
geometry of the surface is simple the system of 
differential equations can be examined in details 
and fundamental information can be obtained about 
the flow behaviour of a non-Newtonian fluid in 
motion (e.g., to predict the drag). The production of 
sheeting material, which includes both metal and 
polymer sheets, arises in a number of industrial 
manufacturing processes. The fluid dynamics due to 
a continuous moving solid surface appears in 
aerodynamic extrusion of plastic sheets, cooling of 
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a metallic plate in a cooling bath, the boundary 
layer along material handling conveyers, boundary 
layer along a liquid film in condensation processes, 
etc. Much theoretical work has been done on this 
problem since the pioneering papers by Sakiadis 
[16] and Tsou et al. [19], and extensive references 
can be found in the papers by Magyari and Keller 
[12, 13], Liao and Pop [11], and Nazar et al. [14]. 

Several numerical methods are developed and 
introduced for the solution of these type of fluid 
mechanics’ problems. 

It was shown in [4] that a non-iterative Töpfer-
like transformation can be applied for the 
determination of the dimensionless wall gradient on 
a stationary flat surface. Our aim is to give 
numerical results on the drag coefficient in non-
Newtonian media along moving flat surfaces for 
two cases and to introduce two numerical methods, 
an iterative transformation method and a spectral 
method, for the numerical evaluation. 

2. MATHEMATICAL MODEL 
Consider an incompressible uniform parallel 

flow of a non-Newtonian power-law fluid, with a 
constant velocity U  along an impermeable semi-

infinite flat plate whose surface is moving with a 
constant velocity wU  in the opposite direction to 

the main stream. The x–axis extends parallel to the 
plate, while the y-axis extends upwards, normal to 
it. Applying the necessary boundary layer 
approximations, the continuity and momentum 
equations are [2]: 
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where u , v  are the velocity components along x  
and y  coordinates, respectively. The shear stress 

and the shear rate relation is assumed to be the 

power-law relation 
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 , where K  

stands for the consistency and n  is called the 
power-law index; that is 1n   for pseudoplastic, 

1n   for Newtonian, and 1n   for dilatant fluids. 
Therefore, differential equation (2) is rewritten as 
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where  /Kc  . 

2.1. Fluid flow of velocity U  

In the first case, the surface is placed in a fluid 
flow of velocity U . The wall is impermeable and 

no-slip boundary condition is supposed. For the 
investigated model, the boundary conditions are 
formulated such as    

  Uu,0v,Uu y0yw0y .    (4a) 

 

2.2. Flow in an otherwise quiescent 
fluid 

In the second case, the ambient fluid velocity is 
zero and we suppose that the plate is moving at a 
constant velocity; therefore: 

 
0u,0v,Uu y0yw0y   .     (4b) 

 

2.3. Introduction of stream function 
The continuity equation (1) is automatically 

satisfied by introducing a stream function   as 
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The momentum equation can be transformed 
into an ordinary differential equation by the 
similarity transformations 
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where   is the similarity variable and )(f   is the 

dimensionless stream function for the boundary 
value problem (1), (3) and (4a). Equation (3) with 
the transformed boundary conditions can be written 
as 

0''ff
1n

1'
''f''f 1n 








  ,         (5) 

 

  00f  ,      0f ,       1flimf 





,  

(6a) 
where the prime denotes the differentiation with 
respect to the similarity variable  , and the velocity 

ratio parameter is  U/Uw . Equation (5) is 

called the generalized Blasius equation and the case 
0  corresponds to the Blasius problem. It should 

be noted that for 0 , the fluid and the plate 
move in the opposite directions, while they move in 
the same directions if 0 . Now, the 
dimensionless velocity components have the form: 
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x /xURe 
  is 

the local Reynolds number.  
 

For 0U  ,   is not defined. Here the 

momentum equation can be transformed into an 
ordinary differential equation by the similarity 
transformations 
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for the boundary value problem (1), (3) and (4b). 
The transformed form of equation (3) has the same 
form as (5), but the boundary conditions (4b) are 
formed by 
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(6b) 
The dimensionless velocity components can be 
given as: 
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Since the pioneering work by Acrivos [1], 

different approaches have been investigated for 
)0(''f  in the case of non-Newtonian fluids. It 

has a physical meaning in drag force or force due to 
skin friction. It is a fluid dynamic resistive force 
which is a consequence of the fluid and the pressure 
distribution on the surface of the object. The skin 
friction parameter   originates from the non-

dimensional drag coefficient  
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The boundary value problem (5), (6a) is defined 
on a semi-infinite interval. For Newtonian fluids 
( 1n  ), equation (5) is equal to the well-known 
Blasius equation:  

0''ff
2

1
'''f  .                          (7) 

 

For non-Newtonian fluids on steady surfaces 
( 0 ), the boundary value problem (5), (6a) has 
been investigated in [4].  A non-iterative Töpfer-like 
transformation was introduced for the determination 
of  , when 

  3/)n2(3/)1n2( g)(f   

 

and g  is the solution of the initial value problem 
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  00g  ,     00'g  ,   1)0(''g  . 

 

By analogy with the Blasius description of 
Newtonian fluid flows [3], here our aim is to study 
the similarity solutions and investigate the model 
arising in the study of a two-dimensional laminar 
fluid flow with power-law viscosity. A Töpfer-like 
transformation is applied for the determination of 
 . 

3. PRELIMINARY RESULTS 
The existence and uniqueness of Blasius’ 

boundary layer solution to (7), (6a) with 0  was 
rigorously proved by Weyl [20]. The properties of 
similarity solutions to the boundary layer problem 
on a moving surface ( 0 ) for Newtonian fluids, 
have been examined by Hussaini and Lakin [8], 
Hussaini et al. [9]. It turned out that for a semi-
infinite plate, the existence of solutions depends on 
the ratio of the plate surface velocity wU  to the free 

stream velocity U . When 1n  , 0 , the 

existence, uniqueness and analyticity of solution to 
(5), (6a) were proved by Callegari and Friedman [6] 
using the Crocco variable formulation. If 0 , 
Hussaini and Lakin [8] proved that there is a critical 
value c  such that solution exists to (7), (6a) only if 

c   (see [8]). Dual solutions exist for 

c0   . The numerical value of c  was found 

to be 0.3541... for 1n  . The non-uniqueness and 
analyticity of solution for c   has been proved 

by Hussaini et al. [8, 9].  
For non-Newtonian fluids ( 1n  ) with 0 , 

the existence, uniqueness and some analytical 
results for problem (5), (6a) were established when 

1n0    by Nachman and Callegari [11]. The 
existence and uniqueness result for 1n   was 
considered by Benlahsen et al. [2] via Crocco 
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variable transformation. For non-Newtonian fluids 
the numerical calculations also show that there is a 
critical value c  for each n such that solution exists 

only if c   (see [10]). The variations of )0(''f  

and c  with λ for different values of n are given in 

[5].  
In this paper our aim is to introduce an iterative 

transformation method for the determination of   

involved in the drag coefficient and the calculation 
of the boundary layer thickness for different values 
n and  . 
 

4. NUMERICAL SOLUTIONS 
For the determination of the solution to 

boundary value problems (5)-(6a) and (5)-(6b) two 
different methods are applied. The problems are 
solved on truncated intervals instead on  ,0 . 

4.1. Iterative transformation method for 
the case 0U   

 
This section is devoted to the application of the 

scaling concept to numerical analysis of (5), (6a). 
Solving this problem, we have to deal with a 
practically unsuited condition at infinity. In the case 
of 0  a non-iterative transformation method 
called Töpfer or Töpfer-like method was be used 
for solving (5), (6a) either for 1n   [13] or for 

1n   [5]. The figure of the velocity gradient 
parameter near the wall )0(''f  is exhibited in Fig. 

1 depending on n  [5]. 
 

 

Figure 1. Velocity gradient parameter near the 
wall  )0(f  depending on n  for 0  

 

Here we describe an iterative transformation 
method. Non-iterative and iterative transformation 
methods for boundary value problems have been 
introduced by Fazio [8].  

The idea behind the present method is to 
consider the “partial” invariance of (5), (6a) with 
respect to a scaling transformation in the sense that 
the differential equation and one of the boundary 
conditions at 0 are invariant, while the other two 
boundary conditions are not invariant. Therefore, 
we modify the problem by introducing a numerical 
parameter h. Now, equation (5) is to be solved with 
boundary conditions  

 
  h0f  ,   00f  ,     1flimf 





,  

where h is involved, to ensure the invariance of the 
extended scaling group.  

We introduce a Töpfer-like transformation 

fg  ,    *  to convert the boundary 

value problem to an initial value problem. Equation 
(5) is scaling invariant if  )n21()n2(  . 

Then, one gets 

0gg
1n

1
gg 1n 









   .  

  (8) 

Let us choose   , then 12)0(g    and 

with 012    one can obtain the appropriate 

boundary conditions as 3/)n21(  , 
3/)n2(  : 

0)0(g  ,   *h)0(g  ,  1)0(g  ,      (9) 

where hh 3

1n
*





 

 . 

The initial value problem (8), (9) is solved with 
the so-called iterative transformation method. A 
numerical parameter h is applied so that the 
asymptotic boundary condition remains invariant. 

By starting with a suitable value of *h , a root 

finder algorithm is used to define a sequence *
ih  for 

,...1,0j  . The group parameter   is obtained by 

solving numerically the initial value problem after 
the iterations. The sequence is defined by 

  01hh*  . An adequate termination criteria 

must be used to verify whether   0h*
i   as 

i . The solution of the original problem can be 
received by rescaling to 1h  . 
It is important to note that similarity solution exists 
only for c1   . If c  , then the flow 

separates, the boundary layer structure collapses 
and the boundary layer approximations are no 
longer applicable. 

Figure 2 provides upper bound for the critical 
velocity parameter for non-Newtonian fluids. 
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The influences of   and n on the skin friction 
parameter   are represented in Fig. 3. It can be 

noticed that there are two solutions for  c0    

(see Fig. 3.). Figures 4-6 show the influence of the 
positive parameter   for different power-law 

exponent n on n . We remark that 'f  

monotonically increases from -  to 1 for both the 
lower and upper solutions. Our results are in good 
agreement with those reported in [10]. 

 

 

Figure 2. The graph of c  against n  

 

 

Figure 3. Drag coefficient parameter n)]0(f[   

dependence with    for different values of n  

Figures 4-6 exhibit the upper and lower solutions 
for velocities  U/)y,x(u'f  as a function of   

for some values of n  and   to show the effect of 
the velocity parameter   and power-law exponent 
n . We remark that 'f  monotonically increases 

from   to 1 for both the lower and upper 
solutions. This phenomenon shows that the velocity 
component u  is monotonically increasing in the 
boundary layer. 

 
Figure 4. Velocity distribution for 5.1n   

and 3.0  
 

 
Figure 5. Velocity distribution for 5.0n   

and 15.0  
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Figure 6. Velocity distribution for 1n   and 

25.0  
 
 

4.2. Spectral method for the case 0U   

 
In this section a different method is introduced 

for the numerical solution to (5), (6b) as the 
iterative transformation method applied in Section 
4.1 is not suitable for this case. 

With the advent of the spectral element method, 
complicated domains can be handled. In spite of 
being mainly used in fluid mechanics, nowadays, 
these are more and more frequently utilized in 
biomechanics, astrophysics and in the study of 
electromagnetic waves. 

We use a spectral method for the determination 
of the solution to (5)-(6b). Spectral methods are 
able to provide very accurate results when the 
solution is smooth enough. More precisely, if the 
solution is differentiable to all orders, an 
exponential (or infinite order or spectral) 
convergence is achieved.  

All three versions of spectral methods 
(collocation, Galerkin and tau) belong to the 
method of weighted residuals and the main 
classification is carried out according to the type of 
trial functions used. Trial functions in the Galerkin 
method are the same as the weight functions and 
satisfy some of the boundary conditions. In spectral 
collocation, the trial functions are Dirac-delta 
functions located at the collocation points while the 
tau method, similarly to the Galerkin method, 
operates in the weak form but the trial functions 
generally do not satisfy the boundary conditions. In 
our calculations, the collocation method is used. 
During collocation we determine the function 
values of the interpolating polynomial at the 
collocation points (nodal approximation) as 
opposed to the other two methods which give result 
for the coefficients of the truncated approximating 
series (modal approximation).  

The n-th order Chebyshev polynomial of the 
first kind, )x(Tn  is defined on [-1; 1] and can be 

expressed by the recursion 
 

.1n),x(T)x(xT2)x(T

,x)x(T,1)x(T

2n1nn

10





 

 
The modal approximation of function )x(u  is 

calculated by )x(Tn . The nodal approximation of 

)x(u  can be evaluated in the Lagrange base. The 

spectral differentiation for Chebyshev polynomials 
can be carried out either by a matrix-vector product 
or by using the Fast Fourier Transform (FFT). We 
implement the matrix-vector multiplication method 
because of the relatively few number of collocation 
points. One of the methods for solving a boundary 
value problem on an infinite or semi-infinite 
interval is the so-called domain truncation. 
Performing the truncation and the linear mapping 
we have 
 

       1,1x1,0L,0,0   . 

 

Introducing   xf)x(f  , the boundary value 

problem (5)-(6b) is written as 
 

 

      .01f,2/L1'f,01f

,0''ff
L

4

1nn

1
'''f

L

8 n2

23
















 

 
After the discretization, N+2 number of algebraic 
equations are at our disposal. The differential 
equation approximated at the N-1 inner nodes and 
the three boundary conditions. However, the 
number of unknowns is only N+1, therefore the 
resulting system is overdetermined. One possible 
solution is to take an interpolant that already 
satisfies some of the boundary conditions. Let us 
seek function k  such that 
 

        .cxbxaxP,xkxPxf 2   

 
In case of     2/L1'P,01P   and   01'P   

are satisfied, c,b,a  are obtained as 

 
8/L3c,4/Lb,8/La  . 

 
Now the differential equation is reformulated for k  
under boundary conditions 
 

  .01'k,1)1(k   

The boundary value problem is solved with the 
Chebyshev spectral technique. After the 
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discretization of  xk  and its derivatives, the 

resulting system of nonlinear equations is solved 
with the Levenberg-Marquardt algorithm in Matlab. 
The numerical results for different power-law 
exponents are shown in Fig. 7, where 'f  is shown 

which is proportional to )y,x(u . The figure shows 

that with larger values of n the boundary layer 
thickness decreases and shorter interval is enough 
for the truncation. Because 0)0(''f  , both the 

drag coefficient and the wall shear stress are 

influenced by n)0(''f and this is exhibited in Fig. 

8. 
 

 
Figure 7. Velocity distribution for different 

values of n  for 0U   

 
 

 

Figure 8. The values of   n0''f  for 5.1...5.0n   

 

5. CONCLUSIONS 
In this paper the determination of the drag 

coefficient is shown for two-dimensional, 
incompressible, laminar non-Newtonian fluid flow 
along a moving surface. The power-law non-
Newtonian approximation is used. The governing 
partial differential equations are transformed into a 
third order ordinary differential equation together 
with the boundary conditions applying the 
similarity technique. Two main cases are 
considered: if the velocity U  of the ambient fluid 

flow is zero or non-zero. For 0U  , an iterative 

transformation method is used for the determination 

of the numerical results. If 0U  , a spectral 

method is applied for the simulations. The values of 
)0(''f  and the influence of the power-law 

exponent n and the velocity ratio   on it are 
exhibited on Figs. 1-8. 
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ABSTRACT
In this work, we consider the flow and heat dy-

namics between two stretchable cylindrical channels
enclosing an exothermic reaction source in the pres-
ence of an accelerated stretching velocity. The gov-
erning equations have been reduced to a system of
similarity variables and subjected to analytical and
numerical treatments. A parametric analysis using
the stretching velocity parameter, reaction source
term and other embedded parameters have been car-
ried out. As a test case,in the absence of the Hart-
mann number(Ha = 0) the numerical treatment has
proved to be effective as known results have been
recovered for the radial and axial velocity profiles
[1]. The presence of the Hartmann number parameter
showed a considerable effect of porosity on the ve-
locity profiles when compared with known results.
Graphical and tabular demonstration of the solutions
are presented to shed more lights on the behaviour of
the solutions.

Keywords: Exothermic Reaction source, Fluid
and Heat flow, stretchable cylindrical channels,
Porous wall

NOMENCLATURE

Ha [−] Hartmann number
Gr [−] Grashous number
Pe [−] Peclet number
ρ [kg/m3] Fluid density

1. INTRODUCTION
Consider the flow of the axis-symmetric flow

between two stretchable infinite disks with a distance
d between them. If both sides are stretched in the ra-

dial direction with a velocity proportional to the radii,
and assuming that the bottom disk is along z = 0
plane, while stretching velocity ratio of the upper
disk to the lower one is γ. In dimensionless form,
the governing equations for an incompressible fluid
in the presence of suction, reaction term and viscous
dissipation are

1
r
∂

∂r
(ru) +

∂v
∂z

= 0 (1)

∂u
∂t

+ u
∂u
∂r

+ v
∂u
∂z

=
−1
ρ

∂p
∂r

+ ν

(
1
r
∂

∂r

(
r
∂u
∂r

)
(2)

+
∂2u
∂z2 −

u
r2

)
+ Grθ − Ha2u

(3)

∂v
∂t

+ u
∂v
∂r

+ v
∂v
∂z

=
−1
ρ

∂p
∂z

+

(
1
r
∂

∂r

(
r
∂v
∂r

)
+
∂2v
∂z2

)
(4)

+ Grθ − Ha2v (5)

∂θ

∂t
+ u

∂θ

∂r
+ v

∂θ

∂z
=

1
pe

(
1
r
∂

∂r

(
r
∂θ

∂r

)
+
∂2θ

∂z2

)
(6)

+ φ + R(θ, δ,m) (7)

where φ, the viscous dissipation expressed as

φ = 2

(∂u
∂r

)2

+

(u
r

)2
+

(
∂v
∂z

)2 +

(
∂u
∂z

+
∂v
∂r

)2

.

and the reaction term

R(θ, δ,m) = δθmeβθ

where δ and β represent the Frank-Kamenetskii para-
meter and the activation energy respectively.
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2. SOLUTION METHODS
Let us introduce the similarity variables

η =
(z + kt)

d
, F(η) =

u
rE
, H(η) =

v
Ed

, (8)

P = ρEν
(
P(η) +

βr2

4d2

)
, G(η) =

θ

rEθ
(9)

where η =
(z+kt)

d . The quantity E is a parameter cor-
responding to the disk stretching strength and its unit
is 1/s, d is a characteristic length and parameter Eθ

has dimension K
m .

Now substituting (8)-(9) into (1)-(6) gives the
following system of coupled ordinary differential
equations;

2F + H′ = 0 (10)

F′′ − A0F′ − RF2 − RHF′ − A1F − β + A2G = 0
(11)

H′′ − B0HH′ − B1H′ − B2P′ + B3G − B4H = 0
(12)

G′′ + M0F2 + M1(H′)2 + M2G + M3(F′)2

− M4G′ − M5HG′ + δ̄Gmeβ̄G = 0
(13)

with the initial-boundary conditions; initial condi-
tions

t = 0, η = 0, F(0) = 0, (14)
H(0) = 0, G(0) = 0, P(0) = 0; (15)

the boundary conditions

t > 0, η = 1, (16)
F(1) = 1, H(1) = 0, G(1) = 1, (17)
F(2) = γ, H(2) = 0, G(2) = 0. (18)

In the above, the constants

A0 =
kR
E
, A1 =

d2Ha2

ν
,

B0 =
R

Ed
, B1 =

kR
E2 , B2 = Ed,

B3 =
rRGr

Ed
, B4 =

d2Ha2

Eν
, M0 =

4νPz

r
,

M1 =
2νRPz

r2 , M2 =
d2

r2 − νPe, M3 = 2rEPe

M4 =
νRkPe

E
, M5 = νPe

where Pe denotes the Peclet number and the con-
stants δ̄ = rEθδ and β̄ = rEθβ.

By substituting (10) into (11), we obtain

H′′′−A0H′′+
R
2

(H′)2−RHH′′−A1H′−A2G+β = 0

(19)

with the associated boundary conditions

H(0) = 0, H(1) = 0, H(2) = 0 (20)
H′(0) = 0, H′(1) = −2, H′(2) = −2γ. (21)

By differentiating (19) with respect to η once, a sim-
pler form of (19) is obtained as

H′′′′ − A0H′′′ − RHH′′′ − A1H′′ − A2G′ = 0 (22)

subject to the initial-boundary conditions

H(0) = 0, H(1) = 0, H(2) = 0 (23)
H′(0) = 0, H′(1) = −2, H′(2) = −2γ (24)

H′′′(1) = − 2R − β − 2A1, (25)
G(0) =1, G(∞) = 0. (26)

The model problem then becomes

H′′′′ − A0H′′′ − RHH′′′ − A1H′′ − A2G′ = 0,

(27)

G′′ + M0F2 + M1(H′)2 + M2G + M3(F′)2

− M4G′ − M5HG′ + δ̄Gmeβ̄G = 0
(28)

with F = −H′
2 and subject to the conditions (23)-(26).

In what follows, approximate analytical and numer-
ical methods will be applied to solve the model prob-
lem. Once H and G have been obtained this way,
equation (12) can be solved to obtain the expression
for pressure P.

2.1. Perturbation methods

2.1.1. Traditional perturbation method

For a very small Reynolds numbers, that is R →
0 the solution of the equation (22) with A2 = 0 can
be obtained as follows.

Assume an infinite series expansion of the form

H(η) = H0(η)+RH1(η)+R2H2(η)+...+RnHn(η)+. . .

which for small R translates to

H(η) ≈ H0(η) + RH1(η). (29)

Now substituting (29) into (22) and collecting terms
in zeroth-order and first-order systems to obtain

H′′′′0 − A0H′′′ − A1H′′0 = 0, (30)
H′′′′1 − A0H′′′1 − H0H′′′0 − A1H′′1 = 0 (31)

with the initial-boundary conditions

H0(0) = 0, H0(1) = 0, H0(2) = 0, (32)
H′0(0) = 0, H′0(1) = −2, H′0(2) = −2γ. (33)

and

H1(0) = 0, H1(1) = 0, H1(2) = 0, (34)
H′1(0) = 0, H′1(1) = 0, H′1(2) = 0. (35)

The equations (30)- (35) is solved to obtain the solu-
tion components H0 and H1. Finally, a second order
approximate solution of (30)- (35) is then obtained
as

H(η) = H0(η) + RH1(η).

In what follows, the equations (30)- (35) are solved
using MATHEMATICA software and report on ap-
proximate solutions shall be made.
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2.1.2. Homotopy perturbation method(HPM)

In line with Ajadi and Zuilino[2], He[3 − 4],
Chowdhury et al[5], we illustrate homotopy perturb-
ation method for the nonlinear equation

A(u) − f (r) = 0, r ∈ Ω,

with the boundary conditions

B(u,
∂u
∂n

) = 0, (r ∈ ∂Ω),

where A is a general differential operator, B is a
boundary operator, f (r) is a known analytic function,
and ∂Ω is the boundary of domain Ω. The operator A
are generally divided into two parts; L and N, where
L and N are linear and nonlinear parts of A respect-
ively. Therefore, (10) may be written as

L(u) + N(u) − f (r) = 0.

We construct a homotopy v(r, p) : Ω × [0, 1] → <
which satisfies

H(v, p) = [L(v)−L(u0)]+pL(u0)]+p[N(v)− f (r)] = 0,

or

H(v, p) = [L(u) − L(u0)] + p[A(u) − f (r)] = 0.

where p ∈ [0, 1] is called the homotopy parameter
and u0 is an initial approximation of (10). At the two
extremes p = 0 and p = 1, we have

H(v, 0) = L(u)−L(u0) = 0 and H(v, 1) = A(u)− f (r) = 0.

In the interval 0 < p < 1, then the homotopy H(v, p)
deforms from L(u) − L(u0) to A(u) − f (r). Thus, the
solution of H1-H2 may be expressed as

v = v0 + pv1 + p2v2 + p3v3 + . . .

Eventually, at p = 1, the system takes the original
form of the equation and the final stage of deforma-
tion gives the desired solution. Thus taking limit

u = lim
p→1

v = v0 + v1 + v2 + . . .

2.2. Numerical method

We solve (27)-(28) subject to the boundary con-
dition (23)-(26) using the Matlab routine bvp4c
which is based on finite difference implementation
of the three-stage Lobatto formula. This collocation
approach produces a continuously differentiable ap-
proximate solution that is fourth-order accurate.

In order to apply bvp4c to solve (22), the equa-
tion has to be transformed into a corresponding sys-
tem of first-order ordinary differential equations. For
that purpose, let H = u1, H′ = u2, H′′ =

u3, H′′′ = u4 so that (27)-(28) become

u′1 = u2,

u′2 = u3,

u′3 = u4,

u′4 = Ru4 + Ru1u4 + A1u3

subject to appropriately renamed boundary condi-

tions

u1(0) = u1(1) = 0, u2(0) = −2, u2(1) = −2γ.

3. RESULTS AND DISCUSSION
In this section, by applying the numerical

method implemented on the Matlab package, we ob-
tain the velocity profiles of the system and plotted
for varying value of the defining parameters in the
system. For the purpose of validating our results,
as a test case, we consider the steady-state form of
the system of equations by setting A0 = A1 = 0.
The graphical demonstration of our results are in full
agreement with known results in literature[1]. In the
presence of the Hartmann number(A1 , 0), the radial
and axial velocity profiles show a departure from the
known results in literature.

3.1. Comparison with Existing Results in
the Literature

The present work is an extension of the work of
[1]. The steady-state model equation therein can eas-
ily be recovered from (22) by setting A0 = A1 = A2 =

0. In Figure 1 the velocity profiles are obtained for
Reynold’s number R = 2.0 and varying values of the
stretching velocity ratio γ of the upper disk to the
lower one. The results are in perfect agreement with
those reported in [1].
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Figure 1. The recovered solution of [1] with A0 =

A1 = A2 = 0

Note that the term involving the constant A0
in (22) comes from the temperature (unsteadiness)
parameter introduced in our model. Hence, for the
purpose of comparison with the steady-state model
studied in [1], we will set A0 and investigate the ef-
fect of the Hartmann number Ha embedded in the
constant A1.With A0 = 0,we apply the bvp4c routine
to obtain the following Figures.

4. CONCLUSION
In this article, we seek to obtain steady and

unsteady state solutions for flow and heat transfer
between two stretchable cylindrical channels enclos-
ing an exothermic reaction source in the presence
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Figure 2. The solution profile in the radial direc-
tion for γ = 0,R = 2.0 and Ha = 0.
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Figure 3. The effect of the Hartmann number Ha
on the solution profile in the radial direction.
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Figure 4. The solution profile in the vertical dir-
ection for γ = 0,R = 2.0 and Ha = 0.

of an accelerated stretching velocity. We subject
our equations to perturbation methods and numerical
solution for ease of comparison. In the interim, tak-
ing advantage of the numerical solution, we shall elu-
cidate the effect of some parameters in the systems
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Figure 5. The effect of the Hartmann number Ha
on the solution profile in the vertical direction.
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Figure 6. The solution profile in the radial direc-
tion for γ = 1.0,R = 100 and Ha = 0.
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Figure 7. The effect of the Hartmann number Ha
on the solution profile in the radial direction for
γ = 1.0,R = 100.

on the flow and temperature profiles in the system.
In particular, the effect of the porousity and reaction
parameters on the heat and mass transfer is highly de-
sirable. Graphical and tabular demonstrations of the
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solutions will be presented.
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ABSTRACT 

Predictions of radial thrust in centrifugal pump 

with low specific speed were compared with 

measurements carried out for several rotational 

speeds. Apart from the predictions of the radial 

force, the calculations of axial thrust were also 

conducted, and correlation between thrust and the 

radial force was found. Similarity law of radial 

forces was checked within the range of the 

measured rotational speeds. 

Keywords: axial thrust, centrifugal pump, CFD, 

radial force, radial thrust 

NOMENCLATURE 

d [m] diameter 

Fa [N] axial force 

Fr [N] radial force 

1. INTRODUCTION 

One of the important steps in the centrifugal 

pump design process is predicting hydraulic forces 

acting on the impeller. It enables to correctly select 

bearings in the centrifugal pump and to decide 

whether or not a balancing device should be used. If 

balancing disk or balancing drum is necessary the 

accurate value of axial force Fa (Eq. (1)) is 

essential. 
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To decide whether a double volute instead of 

single volute should be used the accurate value of 

radial force is essential. 

The components x and y of radial force depend 

on pressure distribution around the impeller. 
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where total radial force 
22

ryrxr FFF  . 

 

The radial force depends on the head and on the 

diameter d and width b of the impeller. The pump 

head is a quadratic function of the rotational speed n 

so the force can be described as: 

 

              (4) 

 

The radial force is largest in high-speed pumps 

or pumps with large impeller diameters. Its value 

depends on the type of casing (single volute, double 

volute, diffuser) and is the function of the flow rate. 

The radial thrust reaches the highest values in single 

volute pumps at duty points far from the BEP. 

A pump operating outside acceptable flow range 

can suffer from bearing problems or even shaft 

breaking [1]. 

Pump designers readily refer to simple 

empirical formulas. The earliest one, based on one 

size of the pump only, was proposed by Stepanoff 

[2]. Agostinelli et al. [3] measuring radial thrust for 

sixteen different pumps extended the formula 

involving the effect of specific speed on radial 

force. Also Biheller [4] and the Hydraulic Institute 
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[5] proposed some other relationships. The values 

obtained by the HI were over-predicted for low 

specific speeds compared to those found by 

Agostinelli [3]. Later, the Hydraulic Institute 

corrected its values [6], so they comply well with 

the Agostinelli’s ones [3]. The direction of the 

radial thrust cannot be found from theses relations. 

Results of experimental and numerical 

investigations in this paper are presented for 

centrifugal pump with the rectangular cross-section 

volute. 

2. MEASUREMENT METHOD 

The tests were carried out on the test-bed 

presented in figure 1. The pump (3) with 

exchangeable impellers was the essential part of the 

test bed. In the tests, the impeller of specific speed 

ns = 26 was used. The pump sucked water from tank 

(1) and delivered it to the same tank. Pressures 

before (4) and after (5) the pump, flow rate (6), 

rotational speed (7), torque (8) and radial force (11) 

were measured on the test-bed. 

 

Figure 1. Pump test-bed 

Volute casing of rectangular cross-section 

(Fig. 2) was made of wood, so it was easy to change 

its dimensions. In the presented investigations, the 

inlet volute width was b3 = 40mm and was equal to 

the volute casing width b4. The width of impeller 

outlet together with the shrouds was b2 = 34mm and 

its diameter d2 = 264mm. 

 

Figure 2. The volute casing of the pump tested 

The radial force was measured with strain 

gauges attached to the shaft (p. 11 in Fig. 1).  

The test stand is presented in Fig. 2. The shaft 

of pump tested (1) was supported by cylindrical (2) 

and ball (3) bearings. The radial force acting on the 

impeller is transmitted to the bearing bed (4) by the 

cylindrical bearing so the bed is bending. 

 

 Figure 2. Test stand 

In a bed part of the maximum bending moment 

the wall width is very thin, therefore largest is the 

strain. Two sets of the strain gauges were stick on 

over there for measurements of horizontal and 

vertical components of the radial force and this way 

the value and direction of the force. 

The ball bearing (3), besides the radial force, 

balances the whole axial thrust therefore it can be 

heated to a high temperature. To avoid possibility of 

heating the strain gauges which are close to the 

bearing, the part (5) of the casing was cooled by 

water. 

The shaft of the pump tested was coupled with 

motor shaft through double universal joint to protect 

against forces from the motor.  

The mechanical shaft seal (14) was used to 

prevent the pump from leakage.  

The accuracy of the measurements requires the 

shaft to be long enough in order to provide the large 

radial displacement of its end therefore the impeller 
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was equipped with the radial seal instead of typical 

annular seal. The gap width of the seal was 

regulated by displacement of the diffuser inlet part 

(6).  

Two disks (7) and (8) made the side walls of 

the volute (9). According to the width of the volute 

the disk (7) was displaced and fixed by distance 

elements (10) 

The variations of the width of the volute inlet 

were possible because of the front (12) and rear (13) 

disks. 

For calibration procedure, the shaft was 

lengthened to apply standard force G (Fig. 3). In 

this way the calibration curve was determined. The 

radial force Fr was calculated from the relationship 

(a= 310mm, b = 200mm, c = 640mm) 

 

    
     

   
       (5) 

The uncertainty of calibration procedure was 

predicted from the equation 
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For uncertainties a = b = 0,5mm, c = 1mm, 

G/G = 0,002 the uncertainty F = 0,4% 

 

Figure 3. Schematic diagram of radial force F 

calibration 

The investigations and predictions cover rotational 

speeds of n = 1150, 1300, 1450, 1600rpm for one 

volute casing. 

3. COMPARISON OF NUMERICAL 
PREDICTIONS AND EXPERIMENTAL 
MEASUREMENTS 

The ANSYS Fluent code was employed for 

numerical predictions of hydraulic forces acting on 

impeller. The grid covering the flow area consisted 

of 8.8x105 nodes. The mesh was made of 

tetrahedral cells. The minimum orthogonal quality 

of the mesh was 0.21 and the maximum aspect ratio 

was 24.5. A relatively coarse mesh was used, but it 

was found that it was enough to predict the pump 

H-Q curve properly. Therefore this kind of mesh 

was adopted to save CPU time. As a turbulence 

model, the standard k-ε model was used with 

standard wall functions. As for the boundary 

conditions, the mass flow rate was prescribed at the 

inlet of the computational domain and the outflow 

at the outlet of the pump. Figure 4 shows the 3D 

pump model with inlet part, impeller, volute and 

outlet channel and the corresponding grid. 

 

Figure 4. The pump model with corresponding 

grid 

The predictions covered rotational speeds of n  

= 1300, 1450, 1600 rpm. The flow rate in Figures 6 

is related to the rated (nominal) values Qn taken 

from commercial data of the tested impeller. 

 

Figure 6a. Experimental and numerical 

investigations for n = 1300rpm 

0 

100 

200 

300 

400 

500 

0,0 0,2 0,4 0,6 0,8 1,0 1,2 1,4 

F r
(N

) 

Q/Qn 

Experimental data 

Numerical predictions 

CMFF15-173 803



 

Figure 6b. Experimental and numerical 

investigations for n = 1450rpm 
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Figure 6c. Experimental and numerical 

investigations for n = 1600rpm 

The predictions of the magnitude of the radial 

force are generally in accordance with the 

measurements. The value of the radial force for 

rotational speed n= 1300 rpm at shut off flow Q = 0 

is over-predicted, but the shape of the radial force 

curve is very similar to that determined by 

measurements. The minimal values of the radial 

force both measured and predicted are below 

nominal flow rates. Figure 7 is showing efficiency 

curves predicted for the three speeds. 

 

Figure 7. Efficiency curves predicted for 

different speeds 

In Figures 6a,b,c the radial force is presented 

versus flow rate related to BEP values. 

Correlation between minimal radial force and 

BEP is obvious from the figures. 

Figures 8a,b shows direction of both measured 

and predicted radial force. The calculated results do 

not coincide well with measurements; however, 

satisfactory agreement was achieved between the 

magnitudes of experimental and calculated radial 

force. The calculations were made using the frozen 

rotor approach with one impeller blade positioned 

opposite to the tongue, which might have some 

influence on the pressure field between the rotor 

and the volute. 

 

Figure 8a. The direction of radial force for 

n = 1300rpm 
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Fig. 8b The direction of radial force for 

n = 1450rpm 

The frozen rotor scheme supports steady-state 

prediction in the local frame of reference on each 

side of the interface. This scheme is used for non-

symmetric flow domain of volute. The relative 

circumferential position of the impeller with respect 

to the volute tongue is fixed in time. In this case, the 

solution provides a snapshot of the flow regime. 

The predictions thus depend on the rotor position, 

so one can obtain inadequate results for local flow 

fields. 

The advantages of the frozen rotor model, 

compared to the unsteady calculations are 

robustness of the model and lower demand for 

computer resources. Steady state calculations can’t 

capture unfortunately all interaction effects with 

complete fidelity. 

Asymmetrical pressure distribution at the outlet 

of impeller produces not only the radial force and 

its bending moment acting on the shaft, but it also 

moves the axial thrust centre off the impeller axis, 

what creates an additional bending moment. 

Pressure asymmetry at the impeller outlet has an 

impact on the impeller sidewall gaps (Fig. 9) so one 

can expect that the moments of axial thrust and 

radial thrust have similar form. 

 

Figure 9. Static pressure distribution on rear 

shroud of impeller 

This interesting correlation between both 

distributions is presented in Figure 10 for the 

rotational speed of n=1450rpm. 

The presented data are in dimensionless form 

related to their maximum values for shut off flow. 

The phenomenon of axial thrust moment is usually 

ignored by pump designers when analysing shaft 

stresses. Luckily, this moment is opposite to the 

radial force moment, so it lessens the shaft load. 

 

 

Figure 10. Comparison between radial thrust 

and axial thrust moment for rotational speed 

1450rpm 

One could expect similar characteristics of the 

radial force, since it depends on rotational speed for 

the same impeller geometry. Figure 11 presents 

distributions of force coefficient against flow 

coefficient for five different rotational speeds. 
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Figure 11. Force coefficient distributions for five 

rotational speeds 

For rotational speeds equal to or less than 

nominal speed, the similarity law is quite well 

satisfied. The discrepancy appears at highest 

rotational speed for low flow coefficients and is 

caused by higher losses connected with higher 

speeds. 

The components of radial force showing the 

force direction are presented in Figure 12. 

 

Figure 12. The direction of measured radial 

force 

The discrepancies appear (as previously) at 

highest rotational speed for low flows, due to the 

same reasons as mentioned above. 

4. CONCLUSIONS 

The centrifugal pump of specific speed ns=26 

with the volute of the rectangular cross-section was 

tested and results of radial thrust for several 

rotational speeds were presented. 

For pumps with speed control, radial thrust for 

different than nominal rotational speeds can be 

achieved based on similarity law. In the case of 

pump operating with speeds higher than nominal 

one, true radial thrust is lower than that estimated 

from the similarity law, so the predictions are on the 

safe side. 

CFD with the frozen rotor scheme predicts with 

sufficient accuracy magnitude of radial thrust in the 

whole range of flows. When pump operates in the 

narrow range around nominal flow rate, 

optimization of pump designing is possible. 

The frozen rotor approach may be the reason 

for erroneous prediction of the radial force 

direction. Therefore, several rotor positions should 

be calculated, and the results averaged for 

performance prediction, or predictions of one 

impeller position should be used as a starting point 

for a transient sliding-mesh simulation. 

There is a correlation between distributions of 

radial force and axial thrust moment. It results from 

asymmetry of pressure distribution around the 

impeller, which causes asymmetry of the pressure 

field acting on the front shroud of the impeller. 
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MABSTRACT 

This article  is based on the study of the behaviour 
of MHD  flow and heat transfer  in the presence of 
heat  source  over  a  stretching  sheet.  The  steady 
state  two  dimensional  partial  differential 
governing  equations  were  subjected  to 
dimensionless variables to elucidate some relevant 
dimensionless  parameters  in  the  system.  The 
Homotopy  Perturbation  Method  (HPM)  was 
employed  to  solve  the  system  of  dimensionless 
equations and the approximate analytical solutions 
obtained were  further  analyzed  using  the MAPLE 
17  symbolic  platform.  It  was  observed  that  the 
flow  velocity within  the  boundary  layer  increases 
with increase in magnetic field. Further parametric 
analysis  reveals  that  the  temperature  decrease 
with Hartmann number, Prandtl number and heat 
sink parameter, while it increases with heat source 
parameter.  Graphical  demonstrations  of  these 
solutions shed more lights on the behaviour of the 
system.  

 
Keywords: chemical reaction, heat source, HPM, 
MHD boundary layer, pressure gradient, stretching 
sheet.  
 
NOMENCLATURE 
 

OB   [ ‐ ]          applied uniform magnetic field  
C   [‐]                   species  concentration 

PC    [ Cs02 /kgm ]    specific heat capacity at  
    constant pressure 

∞C   [mol/ ]       concentration of the fluid    3m
      far away from the sheet wall 

wC   [mol/ ]       concentration at the wall 3m
D   [m ]  mass diffusion coefficient s

   [‐]         Hartmann number    
P       [Nm‐2]       Pressure     
 Pr  [ ‐ ]    Prandtl number 

OQ

Q

    [ ‐ ]   heat generation or absorption 

      [J]  internal heat generation term 

Re  [ ‐ ]    Reynolds number  

Sc  [ ‐ ]    Schmidt number 
C0 ]       temperature of the fluid  T   [
C0 ]               temperature of the sheet wall wT   [

C0 ]          free stream temperature ∞T    [

eU   [m/s]          free stream velocity 

 u ,   [m/s]           velocity components in x and y    v
          directions respectively 

û ˆ, v  [ ‐ ]           dimensionless velocity compon‐  
                                ents in x  and y directions  
                                respectively 
Greek Symbols 
α   [m ]  thermal diffusivity                     s/2

δ   [mol/s]  rate of chemical reaction 

/2

κ   [kgm/ 0 ]  fluid thermal conductivity 3Cs
λ   [ ‐ ]  heat source or sink Parameter 
μ   [kg/ms]       coefficient  of  fluid  viscosity      

ν   [m ]  kinematic fluid viscosity s/2

φ   [ ‐ ]  dimensionless concentration 

ρ   [kg/ ]  fluid density 3m
σ   [ohm‐1m‐1]  electrical conductivity of fluid 
τ   [ ‐ ]  chemical reaction parameter 
θ   [ ‐ ]  dimensionless temperature 
 
Subscripts and Superscripts 
m  [ ‐ ]  pressure gradient parameter 
n  [ ‐ ]  order of reaction 
w   [ ‐ ]  condition at the wall 
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1. INTRODUCTION 

 

 

 

Simultaneous  heat  and  mass  transfer  from 
different geometries embedded in porous medium 
has many engineering and geophysical applications 
such  as  geothermal  reservoirs,  drying  of  porous 
solids,  thermal  insulation,  enhanced  oil  recovery, 
packed‐bed  catalytic  reactors,  cooling  of  nuclear 
reactors  and underground  energy  transport.    The 
science  of  magneto  hydrodynamics  (MHD)  was 
concerned  with  geophysical  and  astrophysical 
problem for a number of years. In recent years, the 
possible use of MHD  is  to affect a  flow  stream of 
an electrically conducting  fluid  for  the purpose of 
thermal  protection,  braking,  propulsion  and 
control. Ravikumar [1] observed from the point of 
applications,  model  studies  on  the  effect  of 
magnetic  field on  the  convection  flow have been 
made by several  investigators. From  technological 
point of view, MHD convection  flow problems are 
also  very  significant  in  the  field  of  stellar  and 
planetary magnetospheres,  aeronautics,  chemical 
engineering and electronics. 
Kandasamy  [2]  studied  the  effects  of  chemical 
reaction, heat and mass transfer on boundary layer 
flow  over  a  wedge  with  heat  radiation  in  the 
presence  of  suction  or  injection  using  an 
appropriate numerical solution. 
Devi and Kandasamy [3] studied the effects of heat 
and  mass  transfer  on  nonlinear  boundary  layer 
flow  over  a  wedge  with  suction  or  injection  in 
which  the  effects  of  induced  magnetic  field  is 
included  in  the  analysis. Muthucumaraswamy  [4] 
investigated  the effects of heat and mass  transfer 
on  a  continuously  moving  isothermal  vertical 
surface with uniform suction. Sharma [5] discussed 
in detail the effect of variable thermal conductivity 
in  MHD  fluid  flow  over  a  stretching  sheet 
considering heat source and sink parameter. 
Yih  [6]  presented  an  analysis  of  the  forced 
convection boundary layer flow over a wedge with 
uniform suction/ blowing, where as Watanabe  [7] 
investigated  the  behavior  of  the  boundary  layer 
over  a wedge with  suction  or  injection  in  forced 
flow.  Krishnendu  [8]  analyzed  the  effect  of  heat 
source/ sink on MHD flow and heat transfer over a  
 
 

shrinking sheet with mass suction by transforming 
the  governing  partial  differential  equations  into 
self  similar  ordinary  differential  equations  using 
similarity transformations which were then solved 
by  finite  difference  method  using 
quasilinearization  technique  and  found  that 
velocity  inside  the  boundary  layer  increases with 
increase  of wall mass  suction  and magnetic  field 
and  accordingly  the  thickness  of  the momentum 
boundary layer decreases.  

10 ≤≤ m 0=Pijush et al  [9] noticed  that  with  m

1

 
for  the boundary‐layer  flow over a  stationary  flat 
plate which  is the Blasius equation and from Dulal 
et al [10]  =m

( ) 00 >=

 is for the flow near the stagnation 
point  on  an  infinite  wall,  x  and  y  coordinates 
measured  along  the  surface  of  the  wedge  and 
normal to  it. Baoheng [11] presented approximate 
analytical  solution  to  Falkner‐Skan  wedge  flow 
with  the permeable wall of uniform  suction; with 
the boundary conditions of  ( ) 00′γf ,  =f , 

( ) 0=∞+′f , i.e. the permeable wall mass transfer 
conditions of uniform suction, is given. 

This  paper  is  basically  to  study  the  behaviour  of 
velocity  profile  in  the  presence  of  pressure 
gradient  and  to  showcase  the  contribution  of 
chemical  reaction  to  temperature  and 
concentration  profile  by  employing  Homotopy 
Perturbation Method  (HPM) and  the approximate 
analytical  solutions  obtained  were  subjected  to 
further analysis taking advantage of the MAPLE 17 
package.  It  also  investigated  the effect of  various 
flow parameters such as Schmidt number, Prandtl 
number and Hartmann on the system.  
 
 

2.  FORMULATION OF THE PROBLEM 

 

 

 

             

 

 

Viscous Region 

wTT
 

Figure.	1.	Schematic	Diagram	of	the	Problem
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We  consider  the  non‐isothermal,  unsteady,  two 
dimensional  flow  of  a  binary  fluid  in  the  system. 
The  fluid  properties p, ,Cμρ

( )∞−T

,   and  D  are 

considered  constant,  viscous  dissipation  is 
neglected, and there are no homogenous chemical 
reactions.    is  the  internal  heat 

generation term.  

κ

= TQQ O

The  governing  equations  of  the  MHD  boundary 

layer  flow  in  the  presence  of  uniform  transverse 

magnetic field in the laminar region are  

0=
∂
∂

+
∂
∂

y
v

x
u ,                      (1) 

x
Pu

B
y

v
y
vv
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uu o

∂
∂

−−
∂
∂

=
∂
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+
∂
∂

ρρ
συ 1

2

22 ,               (2) 

( )∞−+
∂

=
∂

+
∂ TT

QTTvTu Oκ 2

∂∂∂ CyCyx PP ρρ 2
 

                   
RT
E

n

P

eC
C
Q −

+
ρ

   (3) 

RTeCCDCvCu
−

−
∂

=
∂

+
∂ δ

2

0=u Wvv −= 0=y maxu =

E
n

yyx ∂∂∂ 2
.                          (4) 

The  boundary  conditions  for  the  velocity 
components,  temperature  and  concentration  are 
given by:  

at ;    as   ∞→y , (5) 

WTT =    at  ;             as     0=y ∞→TT ∞→y ,  (6) 

WCC = 0=y ∞→C   at  ;          C  as     ∞→y

a
0>v

.  (7) 

Where  is  the  shrinking  constant  and 
is  a  prescribed  distribution  of  wall  mass 

suction through the porous sheet. 

0>
W

Introducing  the  stream  function ψ ,  the  velocity 
components u and v can be written as: 

 
y∂

=u ∂ψ
and  .

x
v

∂
∂

−=
ψ

                               (8) 

We now introduced the following dimensionless 
quantities and parameters: 

),(2
1

ηυ fxa
m+

=ψ       2
1

Re
−

==
m

yxa
x
y

υ
η

m
e axU =

,    

 ,     
∞

∞

−
−

=
TT
TT

w

θ ,     
∞

∞

−
−

=
CC
CC

w

φ        (9) 

The transformed momentum Eq. (2) becomes 

( ( ) ) 01
2

1 22 =′−′−+′′
+

+′′′ fMfmffmf ,    (10) 

( ) 00 ( ) 00′          =f ,  =f ( ) 1=∞′f,  .  

The energy Eq. (3) reduces 

,              (11) 0
2

1Pr =+⎟
⎠
⎞

⎜
⎝
⎛ +′

+
+′′ θτφλθθθ efm

( ) 10 ( ) 0= ∞ =        θ ,    θ  

and the specie Eq. (4) gives 

0
2

1
=⎟

⎠
⎞

⎜
⎝
⎛ −′

+
+′′ θτφφφ efmSc                 (12) 

( ) 10 ( ) 0= ∞ =φ φ  ,    

Where primes denote the differentiation with 

respect to   ,Re such that   
1

υυ
η

+

==
m

e axxU  

μ
D

SC
υ

= ,   
2U

δντ = ,  
κ

PC
=Pr  ,  

2
1
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0
⎟⎟
⎠

⎞
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⎝

⎛
=

ρ
σ
c
B

M and
aC

Q

P

O

ρ
λ = 

,0)()(

. 

3. MATHEMATICAL PROCEDURE AND SOLUTION 

The  Homotopy  perturbation  method  (HPM)  is 
based on the concept of topology, which has been 
discovered to be an effective and efficient tool for 
solving  non‐linear  equations  [12‐14].  To  illustrate 
Homotopy perturbation method, we  consider  the 
nonlinear equation: 

             =− rfuA Ω∈  r                              (13) 
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with the boundary conditions:   ( )( ) ⎟
⎠
⎞

⎜
⎝
⎛ ′−′−+′′

+
+′′′+′′′−′′′ fMfmffmpfpff 22

00 1
2

1

           
  ,0, =⎟

⎠
⎞

⎜
⎝
⎛

dn
duuB                     (14) ),( Γ∈r =  0                  (20) 

where A  is  a  general  differential  operator,  B  is  a 
boundary  operator,  is  a  known  analytic 

function, and Γ is the boundary of domain 

)(rf
Ω . The 

operator A are generally divided  into  two parts; L 
and  N,  where  L  and  N  are  linear  and  nonlinear 
parts  of  A  respectively.  Therefore,  (4)  may  be 
written as    

0)()()( =−+ rfuNuL .                                  (15) 

We construct a Homotopy  ℜ→×Ω ]1,0[:),( pr

()]()([),(

v  

0)]()([) =−+ rfuNp+−= upLuLvLpvH OO , (16) 

Where    is called the Homotopy parameter ]1,0[∈p
and  is  an  initial  approximation  of  Eq.  (15).  At Ou
the two extremes   and  , we have 0=p 1=p

0),( =vH 0)()()1,(()( − OuLvL)0 = and =−= rfuAv

<
),( pvH )()( OuLvL − )()( rfuA

H   (17) 

In  the  interval  then  the  Homotopy 

deforms from   to 

,1<p0
− . 

Thus,  the  solution of Eqs.  (10),  (11) and  (12) may 
be expressed as  

4
4

3
3

2
2

1
1 vpvpvpvpvv O ++++=

43211
lim vvvvvvu Op

++++==
→

.              (18) 

Eventually, at ,  the  system  takes  the original 

form  of  the  equation  and  the  final  stage  of 
deformation gives the desired solution. Thus taking 
limits  

1=p

  
 .              (19) 

We  start by  applying  the Homotopy perturbation 
technique  to  Eqs.  (14)‐(16)  and  we  define  the 
Homotopy as   

                

,0
2

1Pr00 =⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ ++′
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+′′+′′−′′ θτθλθθθθθ efmpp                

            (21) 
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+
+′′+′′−′′ θτφφφφφ eScfmScpp

f

. (22) 

θ and Suppose that the solutions of ,  φ  take the 
form 

⎪
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(23) 

Substituting  Eq.  (23)  into  Eqn.  (10)  and  picking 
terms in order of p, we have 

0: 00 =′′′−′′′ ffpO  ,                  (24) 

( ) 0]1[
2

1: 0
22

00001
1 =′−′−+′′

+
+′′′+′′′ fMfmffmffp ,(25) 

( ) ( ) 02
2

1: 1
2

1001102
2 =′−′′−′′+′′

+
+′′′ fMffmffffmfp   (26) 

( ) 00 ( ) 00              =f ,  ′ =f ( ) 1=∞′f,  . 

From the momentum equation with the boundary 
conditions  we  take  our  initial  guess  to  be  

( )                          (27) )1(0
ηη −−−= ef

Solving equations (30) 
Using the boundary condition we have 
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The solutions of ,  and  are obtained but 
could not be written here for space sake. 
 

The fourth order approximation is given by  
...4321 ffffff O= + + + +                 (29) 
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Similarly  Substituting  Eq.  (23)  in  Eq.  (15)  and 

 

 

picking terms in order of p, we have  
0: 00 =′′−′′ θθOp
               

(30) 
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2

: 0
00001

1 =++′
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+′′+′′ θτλθθθθ efmp 1

       
  (31) 

( ) 101102
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                                      (32) 00
1 =+ θτθ e

         ( ) 00 =θ ,  ( ) 0=∞θ . 

From  the  energy  equation  with  the  boundary 
conditions we choose our initial guess to be   

ηθ −= e0 .                            (33)  
The  temperature  being  a  decreasing  function  of 
chemical  reaction.  Energy  is  been  absorbed  for 
reaction to take place.  

Solving Eq. (31) introducing Eqs. (27) and (33) using 
the boundary condition we have 
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The  solutions  of  2θ ,  3θ and  4θ are  gotten  but 
could not be written here for space and ambiguity 
sake. 

 
 

The fourth order approximation is given by  
...321 θθθθθ +++= O                 (35) 

Similarly Substituting (28) in (16) and picking terms 
in order of p, we have  

0: 00 =′′−′′ φφOp ,                   (36) 

0Re
2

1: 0
00001

1 =−′
+

+′′+′′ θφτφφφ eScScfmp ,   (37) 

( ) 0Re
2

1: 0
101102

2 =−′+′
+

+′′ θφτθθφ eScffScmp ,(38) 

         ( ) 00 =φ ,  ( ) 0=∞φ . 

From  the  specie  equation  with  the  boundary 
conditions we choose our initial guess to be   

ηφ −= e0  .                                    (39)  

Solving equations (47) 
0

00001 Re
2

1 θφτφφφ eScScfm
+′

+
−′′−=′′

   
              (40) 

( ) )
2

1(Re)1(
2

1 2

001
oSceeScme
θ

θφτηφ ηηη +++−−
+

+−=′′ −−−

The  solutions  of 1φ , 2φ ,  3φ and  4φ are  gotten  but 

could not be written here for space and ambiguity 

sake.  
 

The fourth order approximation is given by  
φ = ... 32110φ +φ +φ +φ + φ      
 

 

 
′  vs η  for some m, fFigure 2. Graph of  2.0=M  

 

 

′ vs η  for some m at M=0.2   fFigure 3. Graph of 
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Figure 4. Plot of   vs 'f η  for some M at m=0.01 

 

 

    
         

 

 
Figure  5.  Plot  of  θ   vsη   for  some M  at m=0.01,  
Pr=0.2, 05.0=λ  and 1.0=τ .  
 

 
Figure 6. Plot of θ  vs η  without chemical reaction 
at    ,01.0=m 62.0=Sc 05.0=λ  and 0=τ . 

 

 

Figure 7. Plot of θ  vs η , m , 01.0=
62.0=Sc 05.0, =λ  and  .  

 

 
 

Figure 8. Plot of φ  vsη  for some Sc at  01.0=m

72.0Pr

, 

= ,  01.0=λ ,  5.0=M 1.0=and τ  
 

 
Figure 9. Plot of  vs η  for some m at  72.0Pr = , 

62.0=Sc 05.0,  =λ ,  1Re = , 1.0=τ  and  1.0=M  

CMFF15-180 812



 

 

 

Figure 10. Plot of θ  vsη  for someτ   at  

5.0=m ,  1Pr = ,  , 62.0=Sc 01.0=λ ,  ,1Re = 1.0=M  
 

 
Figure 11. Plot of φ  vsη  for some M at 

01.0=m ,  ,   72.0Pr = 62.0=Sc 01.0=λ  and  1.0=τ  
 

 

Figure 12. The Plot of φ  vsη  for some m at 
2.0=M ,  ,   72.0Pr = 62.0=Sc 05.0=λ  and  1.0=τ  

 
Figure 13. Plot of φ  vsη  for some Sc at  

2.0=M 72.0Pr,  = ,  05.0=λ   and 1Re = 1.0=τ  
 
 

 
Figure 14. The graph of φ  vsη  for some Pr at 

2.0=M 62.0,  =Sc   01.0=m 05.0=,λ and  1.0=τ  
 

 
Figure 15. The graph of φ  vsη  for some τ   at 

, 72.0Pr = 62.0=Sc 01.0  =λ  Re and 1= 1.0=M  
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Figure 16. The graph of θ  vsη  for some λ  at 

1Pr = ,  62.0=Sc 1.0=τ   , and 1Re = 5.0=m 1.0=M  
 

 

Figure 17. Plot of φ  vs η  for some λ at  1.0=M , 

1Pr = ,      and 62.0=Sc 5.m 0= 1=Re 1.0=τ  

 
4. CONCLUSION 
 

This study  investigated  the  flow and heat  transfer 
of  an  incompressible  boundary  layer  flow  in  the 
presence  of      a  chemical  reaction  source  over  a 
stretching sheet.  
It was observed in Figures 2 and 3 that the velocity 
profiles  for    is  higher  than .  This  is 0>m 0<m
because  for  a  positive  value  of  m,  pressure 
gradient is negative and for a negative value of m, 
pressure  gradient  is positive. A negative pressure 
gradient  is as a result of pressure decreases  in the 
direction  of  fluid  flow  across  the  boundary  layer. 
Thus  the  fluid  within  the  boundary  layer  has 

enough  momentum  to  overcome  the  pressure 
which  is  trying  to  push  it backward  and  the  flow 
accelerates.  For  a  positive  pressure  gradient  the 
pressure  increases  in  the  direction  of  flow,  the 
fluid  within  the  boundary  layer  has  little 
momentum to overcome this pressure which could 
make the flow quickly brought to rest and possibly 
reversed  in  the  direction.  For  a  wide  range  of 
values  of  m,  Figure  3  shows  that  the  velocity 
profiles is convex for m>0 and concave for m<0.  
The  impacts  of  the  Hartman  number  M  on  the 
velocity  and  temperature  profiles  are  very 
significant  in practical point of view.  In Figs. 4 and 
5,  the variations  in velocity  field and  temperature 
distribution for several values of M are presented. 
The  dimensionless  velocity  )(ηf ′   increases with 
increasing values of M. This shows that  increasing 
the magnetic  force  inhibits  the  flow  velocity. On 
the other hand, Fig. 5 shows that the temperature 
( )(ηθ )  profiles  increases with  increasing M.  This 
may  be  due  to  the  positive  response  of 
temperature  to  an  increasing  magnetic  force  in 
relation  to  the  viscous  force.  Similarly  behavior 
was  observed  in  Fig.  11  for  the  concentration 
profiles( )(ηφ ). 
 

The effect of Prandtl number on  the  temperature 
profile  in  the  absence  of  chemical  reaction  was 
shown in Fig. 6. It was observed that an increase in 
the  Prandtl  number  (Pr)  decreases  the 
temperature profile. This  is  justified  in that higher 
values  of  Prandtl  number  are  equivalent  to 
decrease  in  the  thermal  conductivity  of  the  fluid 
and therefore heat flow is reduced. Hence there is 
a reduction in temperature. Fig. 7 shows the same 
temperature  profile  pattern  with  increasing 
Prandtl number  (Pr), except  that  the  temperature 
peaks  in  the  interval  0.5<η <1,  which  may  be 
regarded as the reaction zone‐ a point wherein the 
reactant is completely consumed. 
Fig. 8 shows  the effect of Schmidt number on the 
concentration profile,  it was observed  that higher 
Schmidt number reduces the concentration profile. 
This may be due to the decreasing diffusivity of the 
reactant. 
Fig.  9  shows  that  an  increasing pressure  gradient 
parameter  (m)  decrease  the  temperature  profile. 
Similarly,  in  Fig. 12  shows  the effects of pressure 
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gradient parameter (m) on concentration profile in 
that  as  m  increases  the  concentration  profile 
decreases.  
From  Figs.  10  and  15,  show  that  increasing  the 
chemical reaction term  increases the temperature 
profiles, while  it  decreases  concentration  profiles 
respectively.  This  is  because  an  exothermic 
reaction  involves  the  release  of  heat  to  the 
surroundings, while  it enhances a depletion of the 
reactant. 
Figs.  13  and  14  show  that  the  concentration 
profiles decrease with increase in Schmidt number. 
This  is  because  a  large  Schmidt  number  is  as  a 
result of decrease in mass diffusivity which reduces 
concentration across the boundary layer.   
Figs. 16 and 17 show  the variation of heat source 
parameter on  the  temperature and concentration 
profiles respectively.  It  is quite  interesting to note 
that relatively high heat source term results  into a 
very high temperature at the reaction zone, while 
it decreases the concentration profiles.  
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ABSTRACT 

The product life cycle of electronics industry is 

becoming shorter and shorter, requires fast and 

efficient product development to survive in intense 

competition. Computational Fluid Dynamics (CFD) 

tool has advantages, capable of evaluating the 

product performance and minimize trial & error at 

the early stage of product development. And 

expectation and requirement on CFD has grown 

consistently, demanding solution of complicated 

and big sized problem. However, commercial CFD 

code is expensive and has limitations that the 

license cost increases with the number of CPU used 

for parallel computing. On the other hand, there are 

various open source CFD codes available, one of 

the most popular codes is OpenFOAM [1-3]. 

Combining OpenFOAM with super computing 

system gives benefit of saving resources and 

efficient CFD simulation in terms of time and 

software investment.  

This study mainly demonstrates how 

OpenFOAM multiphase solver is adopted and 

applied to our real product development. The 

OpenFOAM based developed solver includes CFD 

techniques - multiphase, moving mesh, porous 

media, etc. Electric washer example is used for the 

validation and verification of the solver. Usability, 

scalability, and feasibility test has been conducted; 

also OpenFOAM simulation results are compared 

with the Fluent simulation results. 

Keywords: CFD, OpenFOAM, multiphase, 

washer  

NOMENCLATURE 

F [N] force 

g [m/s
2
] gravitational acceleration 

L [m] characteristic length 

n [-] normal vector 

p [Pa] pressure 

U [m/s] velocity 

α [-] fluid fraction 

ρ [kg/m
3
] density 

κ [1/ m] curvature 

μ [kg/m∙s] viscosity 

1. INTRODUCTION 

CFD is a mature mechanical engineering field 

and there are many CFD tool around the globe that 

is widely used in the various industries. However, 

comparing to the structural analysis tools, CFD 

tools requires much more resources – 

hardware/software investment, time, manpower - 

for the accurate simulation. Furthermore, recent 

industry requires severe simulation condition in 

terms of calculation time and accuracy. Especially 

in the industry of electronics, the product lifecycle 

is extremely short, becoming shorter in the recent 

market competition. Moreover, there has been 

consistent attempt to design the product virtually 

which indicate the effort to locate the simulation 

process at the rudimentary stage of New Product 

Introduction (NPI) [4 and 5]. NPI is a framework of 

the product development process, from the concept 

design to the mass production (Figure 1). It is well-

known that earlier stages of NPI influence larger 

portion of the efficient product development – less 

cost and fast production. Eventually, it is 

advantageous to apply CFD at the earlier stage of 

NPI process, concept design stage for instance. 

However, as the process become earlier, the 

available time for the simulation get shorter. Thus, 

the CFD tool is required to have robust convergence 

and fast calculation performance. And the 

commercial CFD software, for instance Fluent, 

CFX, Star-CCM+, satisfies these requirement of the 

industry with the numerical techniques that achieve 

robustness and calculation speed. However, the 

commercial CFD software is extremely expensive, 

especially when user tries to simulate big problem 
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with multiple cores. The parallel computing is 

indispensable for the CFD simulation, because of 

the calculation speed and the complexity of recent 

given product development problems. On the other 

hand, various open-source CFD codes are 

developed with the General Public License (GPL) 

type license and there are a large number of 

communities and workshops studying and sharing 

the information. The most popular open-source 

CFD code is OpenFOAM, a pressure based solver 

implementing Finite Volume Method (FVM). 

OpenFOAM is equipped with sufficient solvers, 

utilities and libraries that can be applied to the wide 

range of problems. One of the most important 

advantages of OpenFOAM is that there are no extra 

costs with the parallel computing that can accelerate 

the simulation and product development. 

Nevertheless it is not a simple task to apply 

OpenFOAM to the real product development. 

Comparing to the commercial CFD tool, 

OpenFOAM is short of Graphic User Interface 

(GUI), convergence robustness and calculation 

speed where these factors are trivial in academia but 

the most important factors for the industry. This 

study aims to demonstrate the strategy and 

methodology of applying OpenFOAM to the real 

product development. The electronic washer 

problem is selected and the solver is validated with 

the Fluent simulation results. 

 

Figure 1. NPI process 

2. STRATEGY 

OpenFOAM certainly possess advantages but 

cannot completely supplant commercial software. 

Therefore, the strategy of targeting OpenFOAM 

application is necessary for the efficient and 

successful utilization. Comparing to the commercial 

CFD codes - Fluent, CFX, Star-CD –, OpenFOAM 

has disadvantages in terms of usability side 

especially for the novice CFD engineers. Although 

there are many developers making GUI or 

convenient tool boxes for OpenFOAM, user needs 

to find and apply these aids which take additional 

time and effort.  

The strategy is to specify/fix the target problem 

and develop a solver based on OpenFOAM, thus the 

robustness of the solver can be guaranteed and 

usability can be improved with additional script or 

GUI. Based on current status of LG electronics, 

there are mainly three types of CFD tasks, 

spasmodic tasks, annual repetitive tasks and quality 

test related tasks. Spasmodic and quality related 

tasks demand high usability and accuracy to the 

solver, thus the annual repetitive type of task is 

considered to be appropriate target. The annual 

repetitive task can be once more subdivided into 

two types of problem. The first type is a routine and 

repetitive simulation where same process is 

repeated with minor change of the model. The 

second type of problem is time consuming 

simulations which require a large number of cores, 

for instance transient, big mesh and advanced 

model simulation. This study aims second type of 

CFD simulation. 

2.1. Target problem 

The target problem is an electronic washer 

simulation that account for the large number of 

cores because we model household washer with 

every holes located on the tub and pulsator– the 

second type of the problem. There are no laundries 

included in the model, but the pulsator/agitator 

rotates with time dependent speed. According to the 

rotation of pulsator/agitator, free surface of the 

water translates upward and downward. Therefore, 

the problem is transient, multiphase and moving 

mesh simulation which requires high calculation 

cost. Generally, the 5 seconds of the washer 

simulation is expected to take 1~2 days with more 

than 100 CPUs, which cost a lot of software license 

fee. Thus the substitution effect is expected to be 

high where making this study more profitable. The 

application process is described in Figure 2. 

Simple/full model simulation follows after solver 

development and the user interface is developed 

following solver validation. 

 

Figure 2. Application process 

Table 1 shows the mesh specification of 

simple/full models. The simple model is created 

based on the full model, simplifying the shape of 

the pulsator/agitator and reducing the number of 

holes located at the pulsator/agitator and the inner 

tub. Case 1 and 2 has same type of filtration system, 

but case 3 is implemented with different type. Tetra 

type mesh is generated for each case. 

Table 1. Simple/full model mesh specification 

CASE MODEL CELL NON-ORTHOGONALITY 

1 SIMPLE 5.5 e4 - 

2 FULL 1 8.3 e5 Max 71.65 Average 17.07 

3 FULL 2 2.5 e6 Max 72.44 Average 17.07 

 

3. NUMERICAL MODEL 

OpenFOAM offers more than 80 standard 

solvers which can be categorized into basic, 

incompressible, compressible, multiphase, direct 

numerical simulation, combustion, heat transfer, 

particle tracking and etc. Among these standard 

solvers, interDyMFoam satisfies most of the 
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requirements. interDyMFoam is a multiphase solver 

implement Volume Of Fluid (VOF) algorithm that 

captures the fraction of multiple phases and 

dynamic mesh technique that simulates rotation of 

the spinning domain where we are trying to 

simulate spinning pulsator with moving free surface. 

3.1. Governing equations 

Navier-stokes equation is calculated by the 

solver [3]. The fluid is considered to be 

incompressible and the time term is included on 

account of the time dependent pulsator/agitator 

rotation. 

Conservation of mass 

 

0 U                                                          (1) 

 

Conservation of momentum 

 

  SFpgUUU
t

U







      (2) 

 

The symbol Fs represents surface tension 

computed by equation 3. Value n is vector normal 

to the interface and kappa is representing curvature. 

 

nFS                                                           (3) 

 

The flow is anticipated to be turbulent flow and 

k-omega model is selected to calculate the 

turbulence.  

The filter in the washer is modelled as a porous 

media. Equation 3 shows the pressure drop 

phenomena. 
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VOF algorithm is represented by following 

equations 5-7. The alpha value is fluid fraction in a 

cell range from 0 to 1. It can be computed from 

transport equation as follows, 
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OpenFOAM introduces extra artificial 

compression term into equation 4 to achieve the 

necessary compression of the free surface  
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The density can be calculated from weight 

averaged alpha value using equation 8. 

 

   1                                           (8) 

 

3.2. Numerical schemes 

OpenFOAM provides several numerical 

schemes for the solver (Table 2) [6]. Each 

numerical scheme can be set with the upper/lower 

limit values so that the scalar values are strictly 

bounded. The Gauss scheme is the only choice for 

the divergence and laplacian discretisation scheme. 

Table 2. List of numerical schemes 

CLASS SCHEME 

Time Euler, localEuler, CrankNicolson, backward 

Gradient linear, leastSquares, cellLimited, faceLimited 

Divergence upwind, vanLeer, linear, cubicCorrected 

Laplacian corrected, limited, uncorrected, bounded 

Interpolation linear, midPoint, pointLinear 

 

Table 3 shows the default numerical schemes of 

“interDyMFoam”. The numerical scheme affects 

stability of the simulation. There are a lot of choices 

and validating combination of these schemes 

requires enormous time. This is one of 

disadvantages using open-source CFD code; user 

needs to find the optimal solver settings. 

Table 3. Default numerical scheme settings 

CLASS DEFAULT 

Time Euler 

Gradient linear 

Divergence ρUU upwind 

Divergence αρU vanLeer 

Divergence αρUr linear 

Laplacian linear corrected 

Interpolation Linear 

 

3.3. Pressure-velocity calculation 

PIMPLE algorithm is selected for the pressure-

velocity calculation of transient simulation. 

PIMPLE is an algorithm combination of SIMPLE 

(Semi-Implicit Method for Pressure Linked 

Equation) [7] and PISO (Pressure Implicit with 

Splitting of Operator) [8] algorithm to calculate 

pressure-velocity, where the specification of 

PIMPLE algorithm is described in Figure 3. 
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Figure 3. PIMPLE algorithm 

PIMPLE is similar to PISO algorithm, but they 

are different in the existence of iteration loop right 

after the time step loop. There are three loop 

calculations except the time step loop and the 

iteration number of each loop can be specified in 

the solver settings. Combining with the time step 

size, these iteration numbers are critical to the 

simulation accuracy, convergence robustness and 

calculation speed. 

4. RESULTS 

The washer example is simulated by developed 

interDyMFoam based solver. The simulation result 

of CASE3 (Table 1) is presented in this chapter 

with normalized physical quantities. 

4.1. Solver settings 

This study aims to develop a solver that has 

convergence robustness thus it can be applied to the 

real product development. Thus, different numerical 

schemes are tested with same time step size, mesh, 

and different washer models. In addition, 

calculation speed cannot be ignored where both 

parameters are in a trade-off relationship. Case 

study of CASE1 (Table 1) shows time step size, 

numerical schemes and iteration numbers of 

pressure-velocity are critical to the solver stability 

and calculation cost. 

The time step size 0.005~0.001 is calculated 

based on the maximum rotating speed of the washer 

pulsator/agitator. The default numerical scheme is 

working well with CASE1 and 2 but not with 

CASE3 (Table 1). CASE3 diverged in the time step 

range of 0.005 to 0.001. As a countermeasure, 

upwind scheme is utilized in the most of divergence 

schemes but the simulation still diverged. Thus the 

limit values are employed with second order 

schemes (Table 4). 

Table 4. Numerical scheme settings 

CLASS SETTING 

Time Euler 

Gradient pointLinear 1 

Divergence ρUU limitedLinearV 1 

Divergence αρU vanLeer01 

Divergence αρUr interfaceCompression 

Laplacian linear limited 0.5 

Interpolation pointLinear 

 

There are three main iteration loop of PIMPLE 

algorithm – outer correction loop, pressure 

correction loop and Non-orthogonality correction 

loop. The several iteration numbers of each loop are 

tested and the iteration number of outer correction 

loop showed the most influence on the simulation 

convergence. Increasing the iteration number of 

outer correction loop take less calculation cost than 

decreasing time step size. In this study, interation 

number setting of SET2 is used for the simulation.  

Table 5. Pressure-velocity variable settings 

CORRECTION LOOP DEFAULT SET1 SET2 

Outer 1 5 12 

Pressure 3 1 2 

Non-orthogonality 0 1 3 

 

4.2. Result comparison 

The simulation results are compared with 

Fluent results and the experimental results. Mesh is 

generated with Hypermesh and T-grid, converted 

with fluent3DMeshToFoam for the OpenFOAM. 

The other parameters are basically identical for the 

Fluent simulation – time step size, moving mesh, 

initial and boundary conditions. The important 

physical value of the washer simulation is flow rate 

at the holes and filter thus the flow rate is compared. 

Figure 4-7 describes the comparison result. The 

simulation result of developed solver is labelled by 

OpenFOAM. 

 

Figure 4. Pulsator hole flow rate comparison  

The flow rate at the pulsator hole (Figure 4) 

shows flow rate of OpenFOAM result is higher than 
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the Fluent result. Especially when the washer 

rotates at the maximum speed, OpenFOAM and 

Fluent shows maximum 10% difference of the flow 

rate. 

 

Figure 5. Filter flow rate comparison  

The filter flow rate shows similar result to the 

pulsator hole flow rate, but in this case, Fluent 

result showed higher magnitude than the 

OpenFOAM simulation result (Figure 5). 

 

Figure 6. Inner tub hole flow rate comparison  

The flow rate at the inner tub hole describes 

nice match of the maximum flow rate (Figure 6), 

but the result shows difference at the minimum flow 

rate. 

Table 6. Simulation / experiment comparison 

 Experiment Fluent OpenFOAM 

Flow rate 0.460 0.453 0.444 

 

Table 6 describes the OpenFOAM, Fluent and 

experiment comparison result. The compared value 

is time averaged flow rate at the filter. The result 

shows analogous match of three analyses where 

OpenFOAM shows relatively lower flow rate 

comparing with the other two analyses. 

5. CONCLUSIONS  

A multiphase solver is implemented based on 

OpenFOAM standard solver – interDyMFoam. The 

washer simulation is conducted and the result is 

verified with Fluent and experimental result. 

Comparison result showed similar trend of flow rate 

from both OpenFOAM and Fluent with maximum 

10% difference in magnitude. The both simulation 

result is compared with the experiment result and 

they all present equivalent flow rate. 

The feasibility of OpenFOAM is validated 

through this study. However, there are many future 

works left, for instance improvement of usability 

(user interface) and calculation speed.  

The output of this study is on the application 

test stage; implemented solver is installed on the 

LG electronics hyper computing system and 

introduced to the electronic washer developers. We 

are expecting the solver contributes toward the 

efficient washer product development. 
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ABSTRACT   

A two-dimensional numerical study has been 
conducted to analyze forced convective confined 
flow and heat transfer from a pair of side-by-side 
square cylinders with a  transverse gap ratio 
(defined as the ratio of the distance between the 
obstacles to the size of an obstacle) of 1.5. The flow 
is steady Newtonian flow in a viscous dominant 
flow field, investigated at Reynolds numbers (Re) 
ranging from 10 to 40 for Prandtl numbers (Pr) = 
0.7 and 50. The present results are found in the 
excellent agreement with the literature, with a 
maximum deviation of 1.5%.  

It is observed from the streamline contours that 
the wake formation in the downstream increases 
with Re. Isotherms are observed to be denser on the 
front surfaces of the square cylinders as compared 
to other surfaces, indicating higher Nusselt number. 
Onset of recirculation has been observed at Re = 7 
and further a correlation connecting wake length 
with Re has been stated. 
 
Keywords: Drag coefficient; Nusselt number; Side-
by-side configuration; Square cylinders and Wake 
length. 
 
NOMENCLATURE  
 
β             [-] ratio of the side of one square     

cylinder to the channel height 
(called here as a blockage ratio) 

 ρ [kg/m3] fluid density 
µ [Pa.s] viscosity of the fluid 
ψ [-] stream function 
τ  [-] shear stress tensor 
CD [-] coefficient of drag 
FD [N/m] total drag force per unit length of             

the obstacle 
FDF [N/m] friction drag force per unit length            
  of the obstacle 
FDP [N/m] pressure drag force per unit length             

 

 
of the obstacle 

H [m] transverse height of the domain 
Lr            [-] recirculation length per unit 

length of the obstacle 
Nu [-] Nusselt number 
Umax [m/s] maximum velocity at the inlet  
Pr [-] Prandtl number 
Re [-] Reynolds number 
St [-] Strouhal number 
V [-] dimensionless velocity 
T [-] temperature 
X [-] distance between  the obstacle 
  boundary and inlet or outlet per 
  unit size of the obstacle 
cp [J/kg.K] specific heat capacity of the fluid 
d [m] width of a square cylinder 
f [1/s] vortex shedding frequency 
h [W/m2.K]heat transfer coefficient 
k  [W/m.K] thermal conductivity of the fluid 
p [-] pressure 
s [m] gap between the two  
  square cylinders 
t [-] time 
x, y [-] position of flow parameters in the
  domain  
 
Subscripts  
 
d downstream 
u upstream 
x direction of vectors along horizontal axis 
y direction of vectors along vertical axis 
 
 
1. INTRODUCTION 
 

Ever since the inception of study for fluid flow 
and heat transfer past a bluff body in a confined 
domain, decades have gone by research mainly on 
experimental basis which has incurred huge cost. As 
a result several attempts were made to analyze this 
process through numerical modeling and 
simulation. Modern numerical methodologies like 
finite volume method (FVM), lattice Boltzmann 
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method (LBM), optical density method, etc.; have 
profound applications in decoding the sets of 
complicated partial differential equations which 
define the flow and heat transfer processes. This 
field has heavy application in the process heat 
transfer equipments, structural dynamics and 
mechanical, chemical and other related engineering 
applications. 

When two or more of such bodies/objects are 
placed in proximity, the intricacy in predicting 
momentum and heat transfer around it gets 
aggravated and interference effects are severe. As a 
result, the flow and thermal patterns differ from that 
of circular cylinders.  

Valencia and Paredes [1] performed a 
numerical study to examine the flow and heat 
transport distinctiveness in a plane channel with two 
square cylinders (or square bars) placed side-by-
side to the impending flow for a transverse gap ratio 
(s/d) ranging from 0 to 5 for Reynolds number (Re) 
varying from 25 to 125 at a constant blockage ratio 
(β) of 12.5% in an unsteady laminar flow regime. 
The mathematical outcomes divulge the 
complicated formation of the flow. The flow 
persists its steadiness at Re = 200; whereas, 
periodicity or unsteadiness is observed as the Re is 
further increased, and displays low frequency 
modulation at Re > 400; and transitional nature at 
Re = 1000. Peng [2] studied the fluid flow past two 
side-by-side square bluff bodies with a constant gap 
ratio of 2 in an unconfined domain by both 
mathematical simulation as well as investigational 
flow-visualization methods at Re = 100. They 
observed bi-stable flows, with both in-phase and 
anti-phase synchronized patterns, as a result of 
adjusting the initial conditions. Agrawal et al. [3] 
examined the flow over two side-by-side square 
cylinders using the LBM, discovered the 
subsistence of regimes with both synchronized and 
scattered vortex formation, and conferred the type 
of vortex shed from the square cylinder in either 
regime for a uniform flow field at the upstream. 
Numerical outcomes for two gap ratios of 0.7 and 
2.5 for the fixed Re 73 and blockage 5.55% had 
been reported. Later, Rao et al. [4] carried out an 
extension work of Agrawal et al. [3] and performed 
quantitative study of the flow over two side-by-side 
square bluff bodies using LBM, for transverse gap 
ratio varying from 1 to 2.7 and Re varying from 73 
to 200 at the blockage of 5.55%. They revealed that 
for transverse gap ratio lesser than 1.5, the flow 
demonstrates a flip-flop behavior known as chaotic; 
however, for s/d greater than 1.5, the flow tends to 
synchronize known as quasi-periodic and for s/d >4 
synchronized flow was observed. The transition 
between chaotic and quasi-periodic regimes occurs 
at s/d = 1.5. It is useful to point out the fact that 
there is no mention on heat transfer behavior around 
similar configuration.  

Sufficient information is now available in the 

literature on the flow around two side-by-side 
square cylinders in the turbulent regime. For 
instance, Wong et al. [5], Kolar et al. [6] and Alam 
et al. [7] executed experimental investigations of the 
wake formation around a pair of side-by-side square 
cylinders. Harichandan and Roy [8] displayed the 
strong dependence of flow characteristics on the 
transverse gap ratio and Reynolds number with 
former being more dominant over the later. Durga 
Prasad and Dhiman [9] analyzed the steady and 
unsteady laminar flow and heat transfer in a 
confined domain for a pair of side-by-side square 
cylinders for Re = 10 to 100 at Pr = 0.7 to 50 with 
the gap ratio from 1.5 to 10 in a transverse domain 
height of 18d [3, 4]. It was shown that the overall 
drag coefficient decreases with increasing Re and Pr 
for all values of gap ratios. The percentage 
enhancement in average Nusselt number was found 
more than 76% for the range of settings covered. 
This study has found the occurrences of in-phase 
and anti-phase flow past the square cylinders at 
various Re. They also found that beyond a gap ratio 
of 2.5 the steadiness in flow was observed till Re < 
60 which was limited to Re =50 for a smaller gap 
ratio. Mizushima and Akinaga [10] studied wake 
interactions in a flow past a row of square bars by 
both numerical replication and experimental 
determination on the postulation that the flow is 
two-dimensional (2D), incompressible. Kumar et al. 
[11] reported the presence of synchronous, quasi-
periodic, and chaotic flow regimes for s/d ranging 
from 0.3 to 12 for nine square cylinders in side-by-
side arrangement at Re = 80. Along the same line, 
Sewatkar et al. [12] determined the effects of 
transverse gap ratio and Re on the flow around a 
row of square cylinders for Re ranging from 30 to 
140 and s/d 1 to 4. Chatterjee et al. [13] executed 
numerical simulation for the flow around a row of 
five square bluff bodies kept at a side-by-side 
display for transverse gap ratios of 1.2, 2, 3, and 4 
at Re =150. 

Thus, from the foregoing argument, one can 
summarize that virtually no work is available on the 
confined flow around two side-by-side square 
cylinders in a cross flowing domain at low 
Reynolds numbers. Because the multiple bluff 
obstacles create a complex flow and thermal 
structures even at low Reynolds numbers, and 
owing to the engineering relevance in various 
applications (compact heat exchangers, plate type 
heat exchangers, etc.); the analysis of flow and 
thermal prototype is necessary. A close look on 
momentum and heat transfer processes in highly 
viscous force dominated steady laminar flow regime 
(10 ≤ Re ≤ 40) inside a confined domain has been 
attempted. It is also seen that very few papers have 
mentioned about the occurrence of recirculation 
zone quantitatively. Hence, an attempt has been 
made to study recirculation length from the flow 
field and domain parameters; Re = 10 to 40, Pr = 
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0.7, 50 and s/d = 1.5. 
 
2. MATHEMATICAL FORMULATION    
AND SOLUTION METHODOLOGY 
 

Any flow problem involves set of partial 
differential equations which need to be solved using 
CFD techniques. The sequence of approaching the 
solution methodology involves initial statement of 
the problem followed by mention of the governing 
equations coupled with its boundary conditions. 
Further, generation of an optimal grid is done which 
is solved using ANSYS FLUENT here. The basics 
regarding these topics are well explained in an 
article by Chhabra and Richardson [14].  
 
2.1. Problem Statement 
  

The following problem has been assumed to be 
a simplified case of a flow of a fluid past a pair of 
square cylinders in a 2D domain. Here, the square 
cylinders are assumed to be infinitely long in size 
along the neutral direction. The variation of 
physical process parameters along this direction is 
zero till Re less than 150 as per seen from literature. 
Following Durga Prasad and Dhiman [9], the 
domain has been set in a standardized format, where 
the upstream distance from the square cylinders, Xu 
is set at 8.5 and downstream distance, Xd as 16.5, 
which has an optimal grid and domain size. The size 
of a square cylinder, d is set as unity. The transverse 
gap ratio, s/d, is taken as 1.5 [15]. The following 
Figure 1 aptly depicts the aforesaid problem 
statement. The 2D approximation is well 
established in a highly viscous force dominant flow 
field along with a small thermal gradient which is 
significant enough to catch the change in flow and 
thermal patterns due to flow around a pair of side-
by-side square cylinders with good numerical 
accuracy. The temperature difference is kept 
constant at 2 K so as to show the variations of flow 
parameters due to the heat transfer effect. 
 
2.2. Governing Equations 
 

For a two-dimensional forced convective 
laminar flow, the corresponding dimensionless 
equations are 

Continuity equation for incompressible fluid flow 
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Figure 1. Schematic diagram for fluid flowing past 

side‐by‐side square cylinders 
 

 
Momentum equations neglecting the body forces 
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Energy equation neglecting viscous dissipation and 
considering a pure forced convection heat transfer 
process 
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Further, Re = ρUmaxd/µ and Pr = cp µ/k. (5) 

 
2.3. Boundary Conditions 
 

At inlet: for a parabolic velocity inlet, 

2)21(1 yV x β−−=  for (0 ≤ y ≤ H/d, β = d/H) 
and 0,0 == TV y

   (6) 

On the surfaces of the square cylinders, the standard 
no-slip condition is used,  
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1,0,0 === TVV yx
(constant wall temperature)

     (7) 

On the upper and lower domain boundaries,  

0,0,0 =
∂
∂

==
y
TVV yx

(adiabatic) (8) 

At the exit boundary, 

∂ /∂x = 0; where  is a dependent 
variable, Vx or Vy or T .         (9) 

The output parameters are briefly summarized as 
follows 

Total drag coefficient for a single square cylinder 
[16]: 

2
m ax

1
2

D
D

FC
U dρ

=  

=
2 2
max max

1 1
2 2

DF DPF F

U d U dρ ρ
+ = 

[ ]
1 1

0 0

2 ( ) ( ) 2 ( ) ( )
Re t b r fx x dx p y p y dyτ τ  + + − ∫ ∫

     (10) 

where b, f, r, t denotes bottom, front, rear and top 
surfaces of a square cylinder 

Strouhal number: max/St fd U=    (11) 

Nusselt number: /Nu hd k=   (12) 

 
2.4. Grid Generation and Solution 
Technique 
 

The following Figure 2a and 2b displays the 
overall grid structure and close view of the grid 
structure around the square cylinders, respectively. 
The grid, using quadrilateral cells, generated for this 
problem is non-staggered in nature. It is generated 
using the commercial grid generation tool ANSYS 
ICEM. A finer grid size is maintained near the 
square cylinders to capture the changes that occur in 
the flow around the square cylinders. The smallest 
grid spacing is kept around the square cylinders and 
confined walls is of 0.008d size, and the coarsest 
one is 0.5d which can be seen at the inlet or outlet 
part of the flowing domain. The number of grid 
points placed on each surface of the square 
cylinders is 100, following Durga Prasad and 
Dhiman [9]. The meshing procedure in the zone 

connecting the square cylinders and the confined 
walls are done in such a manner which can take into 
account of the wall effects in flow process. This is 
done by applying double ended first length 
configuration.  

Following several literary articles [17, 18] and 
others, SIMPLE algorithm is used to avoid pressure 
velocity decoupling and it offers good convergence 
for the type of problem under consideration. The 
absolute convergence criteria set at 10-15 for flow 
parameters and 10-20 for thermal parameters. 
 
 

 
 

 
 

Figure 2. (a) The overall grid structure and (b) 
close view of the grid structure around the square 

cylinders 
 

Discretization of the convective terms in the 
momentum and energy equations is done using 
QUICK, a third order upwind scheme.  

 
 
3. RESULTS AND DISCUSSION 
 
3.1. Validation 
 

The validation of the results obtained applying 
the above numerical method with that of Durga 
Prasad and Dhiman [9] for the Re ranging from 10 
to 40 at the Pr 0.7 (resembling air) and 50 
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(resembling organic polymer liquids) at a constant 
transverse gap ratio of 1.5. The following Tables 1 
and 2 show that the values of coefficient of drag and 
Nusselt number stay well within 0.1% and 3.2% 
respectively of the previous works [9].  
 

Re 
(s/d = 1.5)  

CD from 
Durga 

Prasad and 
Dhiman [9] 

CD from 
current 

simulation 

% 
deviation 

Pr = 0.7 
10 3.6034 3.6039 0.02 
20 2.6151 2.6153 0.01 
30 2.2001 2.1998 0.01 
40 1.9646 1.9628 0.09 

Pr = 50 
10 3.6034 3.6039 0.02 
20 2.6151 2.6153 0.01 
30 2.2001 2.1998 0.01 
40 1.9646 1.9628 0.09 

 
Table 1. Validation of drag coefficients with Durga 

Prasad and Dhiman [9] in a steady laminar flow 
regime 

 
Re 

(at s/d = 
1.5) 

Nu from 
Durga 

Prasad and 
Dhiman [9] 

Nu from 
current 

simulation 

% 
deviation 

Pr = 0.7 
10 1.4856 1.4918 0.42 
20 2.0726 2.0913 0.90
30 2.4446 2.4713 1.09 
40 2.7402 2.7749 1.26 

Pr = 50 
10 6.0861 6.1320 0.75 
20 8.4173 8.5673 1.78 
30 10.2586 10.4862 2.22 
40 11.6463 12.0215 3.20 

 
 

Table 2. Validation of Nusselt number with Durga 
Prasad and Dhiman [9] in a steady laminar flow 

regime 
 

In all the above cases, it was seen that the drag 
coefficient remained same for both the square 
cylinders because of the fact that the effect of gravity 
and the variation of the fluid’s density with 
temperature have been neglected in this problem. 
The CD values reported above are that of the upper 
square cylinder in the flow domain. It is also to be 
noted that the Nusselt number for both upper and 
lower square cylinders remains constant owing to the 
similar reasons.  
 
3.2. Fluid Flow Patterns 
 

Figure 3a-3d shows the streamline contours at 

s/d = 1.5 for Re = 20 and 40, at Pr = 0.7 and 50. The 
flow is found to be steady in this flow range and at 
the same time anti-phase (wake structures generated 
from both the square cylinders are equal and 
oppositely directed in a given plane) transitional 
pattern is seen. This pattern gradually glorifies as Re 
is increased from 20 to 40, which clearly depicts the 
approaching of unsteadiness in the downstream.  
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Figure 3 (a‐d). Streamline contours along with the 

magnified views of upper square cylinder for a 
transverse gap ratio of 1.5 

 
A close look at the magnified image of the 

contours reveals the formation of wakes at the rear 
part of the square cylinders, which widen with 
increasing Reynolds number but doesn’t vary 
significantly with increasing Prandtl number. 
Further, it is also to be noted that there is no 
possibility of reverse flow in the domain. These 
streamlines also show a marginal interference of 
stream functions due to the presence of two square 
cylinders. As seen from previous literature [11], the 
transverse gap ratio falls under quasi- periodic flow 
regime is hence validated. 
 
3.3. Thermal Patterns 
 

Figure 4a-4d shows the isotherm contours of 
the fluid flowing past the pair of side-by-side square 
cylinders at the Re = 20 and 40 at the Pr = 0.7 and 
50. Following Merkin [19], who said that during the 
flow process, cooling an obstacle brings about 
separation near the stagnation point is also evident in 
this case by the clusters of isotherms accumulating in 
front of the frontal surface of the square cylinders 
(despite the fact that the domain and flow structures 
are different from Merkin [19], the concept of high 
heat transfer in the front part of the obstacle stays 
intact irrespective of domain. In terms of magnitude 
factor, the results will always vary with 
configurations. The observation of the above pattern 
remains same in all the cases in the direction of 
flow). This eventually leads to an increased Nusselt 
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number (Nu) and the heat transfer rates at the front 
surfaces compared to that of other surfaces. In fact, 
one can also conclude that the heat transfer is 
maximum in the front surface followed by the 
intermediate on surfaces parallel to the flow and the 
rear face has the least heat transfer rate. The 
isotherms also seem to be steady and symmetric 
along the centerline with almost no interaction at Pr 
= 50, but the interaction prevails at Pr = 0.7. This 
factor can be explained from the concept of boundary 
layer theory, where at Pr = 0.7 indicates that the 
hydrodynamic boundary layer is smaller than the 
thermal boundary layer, which means that the layers 
tend to move outward which lead to interaction of 
isotherms due to the presence of two square 
cylinders. But at Pr = 50, the thermal boundary layer 
is smaller than that of the hydrodynamic counterpart, 
as a result, the isotherms tend to die down at a close 
distance in the downstream from the rear surface of 
the square cylinders. 
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Figure 4 (a‐d). Isotherms along with the magnified 
views of upper square cylinder for a transverse gap 

ratio of 1.5 
 

The magnified views of the isothermal contours 
also point out the fact that the wakes formed at Re = 
20 gradually increases in size at Re = 40. The above 
figures also explain clustering of isotherms near the 
rear surfaces of the square cylinders, which increases 
with increasing Reynolds and Prandtl numbers. 
 
3.4. Recirculation Length 

 
It is the distance from the rear surface of the 

obstacle to the point of attachment for the near 
closed streamline (ψ = 0) on the axis of symmetry. 
The following Figure 5 shows that the recirculation 
length varies linearly with increasing Re. It 
increases with Re and the results fit linearly with a 
mere 0.001% deviation.  

 

 
 

Figure 5. Variation of recirculation length with Reynolds 
number 

 
The recirculation length varies almost negligibly 

with increasing Pr (Table 3).  
 

 
Table 3. Variation of recirculation length with 

Reynolds and Prandtl numbers 
 
The following simple correlation is established for 

the calculation of wake length (Lr), for the intermediate 
values of physical parameters in the steady confined 
regime:  
 
Lr = 0.06Re - 0.19 for 10 ≤ Re ≤40   (13) 

 
This linearity in recirculation length versus Re plot has 
also been observed by Sharma et al. [20] for a single 
square cylinder. 
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Re Lr 
(at Pr = 0.7) 

Lr 
(at Pr = 50) 

10 0.4276 0.4276 
20 1.0039 1.0044 
30 1.6146 1.6147
40 2.2406 2.2407
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Figure 6 (a-b). Streamline contours along with magnified 

view of upper square cylinder showing absence of any 
wake at Re = 6 and onset of wake formation at Re =7 

 
Furthermore, the onset of the flow separation is 

determined. It has been observed that there is no 
presence of recirculation wake at Re = 6; whereas, 
recirculation commences at Re = 7 (as shown in 
Figures 6a and 6b). Hence, one can infer that a higher 
the magnitude of viscous dominance in the flow field 
the lower or minimal is the recirculation or wake length 
formed in the rear side of the square cylinders.  
 
 
4. CONCLUSIONS 
 
 Summarizing, the above study, one can make the 
observation that the coefficient of drag decreases with 
the increase in Re but remains unchanged with Pr, 
whereas the Nu increases with the increase in both Re 
and Pr as is evident from the stream function and 
isothermal contours. It has also been seen that the 
recirculation length increases linearly with the increase 
in Re in steady laminar flow regime from Re = 10 to 
40. This paves a way for further determination of 
recirculation length for various flow regimes for a flow 
over a pair of side-by-side square cylinders. One can 
also correlate the results with that of cylindrical 
counterpart thereby leading to the appropriate 
justification of which choice of cylinder during various 
industrial operations. Finally, the onset of flow 
separation is determined for the current framework and 
it occurs between Re = 6 and 7 irrespective of the value 
of Pr. 
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ABSTRACT 
This paper deals with a mathematical model of 

an ultrasonic flowmeter (USM) for studying its 
errors in disturbed flows. The method of defining 
the position coordinates of the acoustic paths and 
their weighting factors was improved based on the 
Gauss-Jacobi method of integration (i.e. the 
weighting function was improved) which provided 
the possibility to raise the accuracy of the turbulent 
flow velocity integration. The effectiveness of the 
improved method was verified using the Salami 
functions. New methodology for improving the 
mathematical model of USM is proposed. 
According to this methodology the dependence of 
the calibration factor on the Reynolds number is 
introduced into the model. A technique for studying 
the errors of USM in disturbed flows was developed 
on the basis of the proposed methodology. The 
developed technique was verified by comparing the 
CFD simulation results for a 3D model of an acting 
USM with the experimental results for this meter 
obtained by means of a reference test rig. The 
deviation of the simulation results from the obtained 
experimental data is not more than 1 %. 
Recommendations on defining the pipe straight 
lengths for the double-path chordal flowmeters 
were developed on the basis of the investigation 
results. 

Keywords: CFD, disturbed flow, error, flow 
rate, mathematical model, ultrasonic flowmeter  

NOMENCLATURE 
D [m] pipe internal diameter 
K [-] compressibility factor  
L [m] length of the acoustic path 
N [-] number of the acoustic paths 
PL [-] Lagrange polynomial 
PJ [-] Jacobi polynomial 
R [m] pipe internal radius  

Re [-] Reynolds number 
T [K] fluid temperature 
Th [m] width of the plane where the 

acoustic path is located 
W(x) [-] weighting function of Jacobi 

polynomial 
k [-] coefficient of weighting function 

of Jacobi polynomial 
kcal [-] calibration factor 
lfit [m] pipe straight length between USM 

and a fitting 
n [-] Nikuradse number 
p [Pa] fluid absolute pressure 
q [m3/s] volume flow rate 
vh [m/s] flow velocity along the chordal 

acoustic path 
w(i) [-] weighting factor of i-th acoustic 

path 
x [-] current radial position 
x(i) [m] position coordinate of i-th 

acoustic path 
δ [%] relative deviation 
μ [Pa·s] fluid dynamic viscosity 
ρ [kg/m3] fluid density 
θ [°] integration angle 
φ [°] angle of the acoustic path 
 
Subscripts and Superscripts 
 
CFD based on CFD simulation 
max maximum 
min minimum 
ref reference value 
s volume in standard conditions 
v volume in operating conditions 

1. INTRODUCTION 
Ultrasonic methods and instrumentation for 

fluid flow rate and volume measurement are applied 
widely in various fields of industry including gas 
industry where natural gas metering is carried out 
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during its transportation and supply to the 
consumers. The widespread application is caused by 
existence of new reliable ultrasonic flowmeters 
(USM) of gas providing high accuracy of 
measurement. For instance, multi-path USMs are 
developed for custody transfer of natural gas with 
the relative uncertainty of no more than ±0.15 % 
(USZ 08 of Honeywell RMG Company), ±0.2 % 
(FLOWSIC600 of SICK Company) or ±0.3 % 
(Daniel Senior Sonic of Emerson Company). 

It is known that the metrological characteristics 
of flowmeters depend on the operating conditions 
(in particular, on how much the operating 
conditions are different from the calibration 
conditions). Based on the numerous experimental 
studies [1-4] it was defined that the flow 
disturbances in the pipe upstream of the USM lead 
to significant errors in flow rate measurement. 

To provide a fully developed flow profile 
without a flow conditioner the pipe straight length 
of up to 50D may be needed to eliminate an 
asymmetric profile or up to 200D to eliminate a 
flow swirl according to ISO 17089-1: 2010 [1]. 
Such long pipe straight lengths not always can be 
provided in operating conditions. That is why it is 
important to study the effect of a flow disturbance 
on the error of USM and to develop the up-to-date 
means for simulation in order to work out 
recommendations on installation of USMs to 
eliminate the additional errors of flow rate 
measurement caused by flow disturbances. 

A powerful instrument for studying the gas 
dynamical processes in pipes together with 
experimental studies is a computer simulation by 
means of Computer Aided Design (CAD) and 
Computational Fluid Dynamics (CFD) software. 
The models of fluid flows in pipes of complicated 
configurations can be built by means of the 
software with high accuracy. These models provide 
the possibility to study the pipe configurations and 
USM constructions for which the experimental 
studies were not carried out sufficiently. 

The results of CAD/CFD simulation for 
studying the effect of a disturbed flow on the error 
of USM are presented and discussed in works [2-7]. 
Based on the analysis of these works it was defined 
that there are a lot of CAD/CFD software types both 
with open access and with licenses. There are 
different constructions of pipe fittings and positions 
of acoustic paths of USMs. That is why there is a 
need to develop a generalized methodology for 
application of CAD/CFD software to improve the 
mathematical model of USM and to study the effect 
of a disturbed flow on the error of USM. 

2. MATHEMATICAL MODEL OF A 
FLOWMETER 

A mathematical model of an USM was built on 
the basis of the equation of volume flow rate for 
chordal multi-path configurations of meters [7] and 

on the basis of Gauss-Jacobi numerical method of 
integration [8]. According to this method of 
integration the position coordinates x(i) of the 
acoustic paths are defined by solving the recurrent 
equation of the Jacobi polynomial [7, 8]. The order 
of this polynomial is equal to the number of 
acoustic paths (N). After finding the position 
coordinates x(i), the weighting factors of the 
acoustic paths w(i) are defined by calculating the 
values of the Lagrange polynomial in the points x(i) 
and by applying a special formula for integration 
were the following weighting function of Jacobi 
polynomial is used 

 
kxxW )1()( 2 . (1) 

 
The value of the coefficient k in the classical 

method is equal to 0.5 [8]. It is proposed to improve 
the method for defining the w(і) and x(і) of the 
acoustic paths of USM by improving the weighting 
function (1). The coefficient k of the weighting 
function is improved on the basis of comparison of 
W(x) values with the values of the power law of 
flow velocity distribution for a fully developed 
turbulent flow (see Figs. 1 and 2). The power law of 
flow velocity distribution in a relative form is 
presented by the following formula 
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The Nikuradse number in (2) is defined as 

follows [9] 
 

)]lg(0229.02525.0/[1 Ren  . (3) 
 
It can be seen from Figs. 1 and 2 that for k=0.2 

the weighting function curve is closer to the power 
law of flow velocity distribution than for k=0.5. 

 

Figure 1. Comparison of the weighting function 
curve (––) for k=0.5 with the power law of flow 
velocity distribution (––) 
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Figure 2. Comparison of the weighting function 
curve (––) for k=0.2 with the power law of flow 
velocity distribution (––) 

For a number of values of k the standard 
deviation of W(x) values from the values of the 
power law of flow velocity distribution were 
calculated for the values of Re from 104 to 107 and 
for the values of x from 0.1 to 0.9 [10]. Based on 
the calculation it was defined that the minimum 
standard deviation is reached for k=0.2. 

The improved method for defining the x(і) and 
w(і) was also verified for a disturbed flow using the 
Salami function P09 [11]. The error of flow rate 
measurement result for a 4-paths chordal USM is 
reduced by 0.25 % when applying k=0.2 in 
comparison to k=0.5 (see Fig. 3). The error of flow 
rate measurement was calculated using the 
following formula 

 

100δ
.
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Figure 3. Flow rate measurement error versus 
integration angle for k=0.2 (curve 1), k=0.3 
(curve 2) and k=0.5 (curve 3) 

The mean flow velocities along each chordal 
acoustic path (vh(1)…vh(N)) are the input variables 
of the mathematical model of USM. That is why the 
model can be applied together with a CAD/CFD 
software which provides the possibility to simulate 
the flow velocity profile and the mean flow 

velocities along each chordal acoustic path. The 
errors may take place during application of the 
mathematical model together with the CAD/CFD 
simulation software due to the following reasons. 

1. Inaccurate drawing of the multi-path USMs 
and pipes which is caused by the complicated 
construction of the USM in the cases when the 
information on the geometrical dimensions of USM 
is absent or defined inaccurately (dimensions of the 
electro-acoustic transducers (EAT), their pockets, 
protection layer and length of the acoustic channel). 

2. Inaccurate description of the behavior of the 
turbulent flow by the CAD/CFD software [3, 6]. 

To eliminate the errors of USM simulation it is 
proposed to improve the mathematical model of the 
meter by introducing the dependence of the 
calibration factor on the Reynolds number 
kcal = f(Re) into the model [12]. The values of kcal 
are defined on the basis of the reference values of 
volume flow rate and flow parameters derived 
experimentally for specific values of Reynolds 
number according to the following formula 

 

srefscal qqk /. . (5) 
 
The flow rate reduced to standard conditions is 

calculated as follows 
 

),( CFDCFDCFDs

sCFD
vs TpKTp

Tpqq  . (6) 

 
It should be stressed that the values of qv.ref, p and 

T are used for setting the parameters of CFD 
simulation (boundary conditions) and the dependence 
kcal = f(Re) should be defined for an undisturbed flow. 

Thus, the proposed methodology of improving the 
mathematical model of an USM consists in defining 
the dependence of kcal on Re based on the results of 
CFD simulation and the available reference data on the 
measured flow rate and subsequent introduction of this 
dependence into the mathematical model. The 
generalized mathematical model of a multi-path USM 
with taking into account the proposed methodology 
and the improved method for defining the x(і) and w(і) 
is presented as follows 
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The mathematical model of USM (7) together 
with the CAD/CFD software provides the 
possibility to carry out simulation in order to study 
the effect of the constructional parameters of multi-
path USMs as well as the effect of flow disturbance 
on the results of flow rate measurement. 

3. TECHNIQUE FOR STUDYING THE 
ERROR OF USM 

Technique for studying the error of flow rate 
measurement was developed on the basis of the 
mathematical model of USM (7). This technique is 
presented in [12] and it consists of the following 
steps: 

1) definition of the main and supplementary 
constructional parameters of the USM and the pipe 
(see Fig. 4); 

2) definition of the parameters of the fluid flow 
(type of fluid, flow rate, p and T etc.); 

3) design of kcal of USM model (drawing of 3D 
model of the USM and the pipe by mean of CAD 
software (see Fig. 5); setting of parameters of 3D 
model in CFD software; development of the 
dependence of kcal on Re); 

4) study of the USM error in a disturbed flow. 

 

Figure 4. Simplified design diagram of a double-
path chordal USM 

 

Figure 5. Three dimensional model of USM and 
pipe 

The developed technique was verified on the 
basis of the results of experimental study of flow 
rate measurement error for an acting USM GUVR-
011A2.2/VS in a gas test rig of “Energooblik” 
Company (Kharkiv, Ukraine) [12]. The working 
fluid was air. The picture of the test rig is presented 
in Fig. 6. It should be mentioned that both the 
experimental study and the simulation of USM were 
carried out without any flow conditioner according 
to the requirements specified by the flowmeter 
manufacturer in the operational documentation [13]. 

 

Figure 6. Picture of the test rig 

Three dimensional model of the USM (see Fig. 
5) together with the pipe and the fittings was built 
by mean of CAD software. The pipe straight lengths 
were set according to the diagrams in Figs. 7 and 8. 
The simulated flow rate values were compared to 
the experimental results of flow rate measurement 
by means of the USM installed downstream of two 
typical fittings (single 90° bend, Fig. 7, and two 90° 
bends in perpendicular planes (l≤5D), Fig. 8). This 
way the conclusion about the adequacy of the 
proposed technique was made. 

The mathematical model of the double-path 
chordal USM GUVR-011A2.2/VS (8) was built by 
means of the proposed methodology. This model 
was applied for calculating the flow rate measured 
by the flowmeters presented in Figs. 7 and 8. Here 
the values qv.et were taken equal to the experimental 
values of flow rate measured by the reference gas 
meter in the test rig. 

 

Figure 7. Axonometric diagram of pipe with 
USM installed downstream of a single 90° bend 
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Figure 8. Axonometric diagram of pipe with 
USM installed downstream of two 90° bends in 
perpendicular planes (l≤5D) 
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The values of flow rate calculated on the basis 

of the mathematical model (8) were compared to 
the experimental values of flow rate measured by 
means of USM GUVR-011A2.2/VS. To calculate 
the relative deviation between the calculated and the 
measured values of flow rate (М) the values of flow 
rate were reduced to standard conditions by 
applying a similar formula to formula (6).  

The relative deviation was calculated according 
to the following formula 
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The curves of the relative deviation М versus 

flow rate are presented in Figs. 9 and 10. 
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Figure 9. Relative deviation М versus flow rate 
for USM installed downstream of 90° bend 

 

Figure 10. Relative deviation М versus flow rate 
for USM installed downstream of two 90° bends 
in perpendicular planes (l≤5D) 

As we can see from Figs. 9 and 10 the 
simulation results are close to the experimental 
values in the range of flow rate from 0.05qv.max to 
qv.max. For USM installed downstream of 90° bend 
the maximum value of М is 0.86 % in the specified 
range of flow rate. And for USM installed 
downstream of two 90° bends in perpendicular 
planes (l≤5D) the maximum value of М is 1.04 %. 
By means of these results the adequacy of the 
proposed technique is proved and the possibility of 
application of this technique for studying the effect 
of flow disturbances on the error of flow rate 
measurement by USMs is confirmed. 

4. DEFINITION OF MINIMUM PIPE 
STRAIGHT LENGTHS 

The developed technique was applied for 
studying the additional errors of USMs caused by 
flow disturbances downstream of typical fittings 
with relation to the distance between the fitting and 
the USM (lfit). The following types of USM were 
taken to consideration: 

1. USM1 – double-path chordal USMs with the 
angle of acoustic paths  = 45°… 67°; calculation 
of the position coordinates and the weighting 
factors of the acoustic paths was carried out 
according to the improved method. 

2. USM2 – double-path chordal USM GUVR-
011A2.2/VS (G400, Dn100) with the angle of 
acoustic paths  = 67°; the position coordinates and 
the weighting factors of the acoustic paths were set 
according to [13]. 

3. USM3 – double-path chordal USM with the 
angle of acoustic paths  = 67°; calculation of the 
weighting factors of the acoustic paths was carried 
out according to the improved method. 

The following fluid parameters were taken for 
simulation: 

● type of fluid – air; 
● fluid pressure and temperature – p = 400 kPa, 

T = 293.15 K (20 °C); 
● reference values of flow rate: 

qv = qv.max×(0.025; 0.05; 0.1; 0.25; 0.5; 0.75; 1), 
qv.max = 650 m3/h. 

The additional error of flow rate measurement 
caused by flow disturbance was calculated 
according to the following formula 
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The results of δA calculation for various flow 

rates are presented in Fig. 11.  
The minimum pipe straight lengths lmin between 

a fitting and USM (see Table 1) were defined on the 
basis of the simulation results with taking into 
account the following criteria: 

- lmin is equal to the minimum length at which 
the value of δA error remains within the limits of the 
basic relative error of flow rate measurement 
declared by the manufacturer of USM; 

- lmin is equal to the length at which prolonging 
the length by 10D would not lead to change of δA 
error by more than 0.3 %. 

The greater value of lmin was accepted in each 
case when making the Table 1 based on the two 
criteria mentioned above. 

 

Figure 11. Relative error A versus relative pipe 
straight length for USM installed downstream of 
two 90° bends in perpendicular planes (l≤5D):  
a – φ=45°; b – φ=55°; c – φ=55°; d – GUVR φ=67° 

Table 1. Minimum pipe straight length for USM 
installed downstream of the fitting 

No Type of fitting 

lmin, ≥ l/D 

U
SM

1 

U
SM

2 

U
SM

3 

1 Single 90° bend 50 30 30 

2 
Two 90° bends in 
perpendicular planes 
(l≤5D) 

40 40 30 

3 Gagged tee with change 
of flow direction 50 50 40 

4 
Two 90° bends in the 
same plane: U-
configuration (l10D) 

50 50 40 

5 
Two 90° bends in the 
same plane: S-
configuration (l10D) 

60 60 50 

6 Expander (80/100)D 20 20 20 
7 Reducer (130/100)D 40 20 20 

 
As we can see from Fig.11 the minimum pipe 

straight length lmin defined on the basis of the two 
criteria for USM installed downstream of two 90° 
bends in perpendicular planes (l≤5D) is 33D. The 
additional error of flow rate measurement δA is 
within the limits 1 % for the double-path chordal 
USMs under consideration in the range of flow rate 
measurement from qv.min to qv.max. 

Based on the results presented in Table 1 we 
can say that the shortest pipe straight lengths are 
needed for USMs installed downstream of an 
expander. And the longest pipe straight lengths are 
needed for USMs installed downstream of two 90° 
bends in the same plane: S-configuration (l10D). 

5. CONCLUSIONS 
Thus, the method for defining the position 

coordinates and the weighting factors of the 
acoustic paths was improved which provided 
reduction of the error of flow rate measurement.  

An improved methodology was proposed in 
order to build a mathematical model of an USM of 
any construction.  

The technique for studying the error of flow 
rate measurement was developed and verified on 
the basis of the results of experimental study of 
flow rate measurement error for an acting USM 
GUVR-011A2.2/VS in a test rig.  

The recommendations to the minimum pipe 
straight lengths for the double-path chordal USMs 
without a flow conditioner were defined.  
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ABSTRACT 

The aim of this paper is to illustrate the 

difficulties that arise during the evaluation of phased 

array microphone measurements on ducted fans in an 

industrial environment, and draw attention to them. 

A case study was carried out, and the results were 

processed resulting in beamforming maps, but their 

interpretation is not straightforward. Firstly, some 

fine details are found that seem to correspond to true 

physical phenomena, but should not be dealt with as 

separate sources on the basis of the spatial resolution 

given by Rayleigh’s criterion. These results together 

with some theoretical objections raise concerns 

about the validity of Rayleigh’s criterion in case of 

beamforming. Secondly, in some frequency bins the 

noise peaks are found on the axis of revolution. 

Literature shows that this might truly be motor noise, 

but it might also be an artefact, that causes 

beamforming algorithms to falsely locate rotating 

noise sources onto the axis of revolution [1, 2]. 

Central noise source peaks might even result from 

the presence of axial duct modes [3]. These questions 

are to be answered before beamforming on industrial 

ducted fans may become a standard noise diagnostics 

tool. 

Keywords: beamforming, fan noise, phased array 

microphone, Rayleigh criterion, spatial resolution  

NOMENCLATURE 

a [m/s] speed of sound 

B [dB] beamform map value 

BPF [Hz] blade passing frequency 

D [m] diameter 

f [Hz] frequency 

L [m] minimum resolvable distance 

N [-] number of blades 

x [m] beamform map horizontal coordinate 

y [m] beamform map vertical coordinate 

z [m] rotor – microphone array distance 

λ [m] wavelength 

ν [-] hub-to-tip ratio 

Θ [rad] angle between two sources 

 

Subscripts and Superscripts 

g guide vane 

mid third-octave band mid-frequency 

OPT optical 

r rotor 

S Sparrow limit 

t rotor tip 

 

Abbreviations 

DS Delay-and-Sum method 

PAM Phased Array Microphone 

ROSI Rotating Source Identifier 

1. INTRODUCTION AND OBJECTIVES 

Noise reduction is an important task in the 21st 

century, and regulations are becoming more and 

more stringent in connection with axial fans, too. 

Beamforming using phased array microphone 

(PAM) measurements presents means to localize 

sound sources even in a rotating reference frame. 

These source maps give invaluable information 

about the distribution of noise that can be related to 

its generation mechanisms. 

Benedek and Vad [4-6] have investigated 

aerodynamic and acoustic properties of an unducted 

axial fan through a case study. Using on-site 

measurements and the PAM technique they have 

obtained spanwise distributions of boundary layer 

momentum thickness, and sound pressure level in 

third-octave bands. Analysis shows that these 

functions are in correlation for the dominating low 

frequency ranges. This suggests the possibility of 

reducing noise while improving efficiency in case of 

short ducted axial fans. 
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Similar tests on ducted fans are reported in [7, 

8]. In [7] a turbofan engine is investigated using two 

microphone arrays, one in the inlet, and one in the 

bypass section of the duct. The source maps clearly 

show the periodicity related to the fan blades, and the 

location of maximum noise sources is visible. This 

measurement was however carried out in a special 

test rig in an anechoic chamber using wall-mounted 

microphones, therefore it is not applicable for on-

the-field diagnostics. Such a measurement is 

described in [8] for a wind tunnel fan describing the 

difficulties of the experiments: reverberant space, 

high aerodynamic loading on the microphones, low 

spatial resolution, and the presence of other noise 

generating mechanisms. 

In the current study the authors have 

implemented the same diagnostic methodology as in 

[4-6] for the case of ducted fans. This scenario 

however differs from the original one in several 

points. The duct length limits accessibility, and 

spatial resolution of the microphone array. Duct 

modes are also expected to form, and affect the 

measurements in different ways depending on duct 

geometry. The presence of coherent sources in the 

rotating frame of reference might also cause 

unrealistic results, in the form of false noise sources 

appearing on the axis of the rotor [1, 2]. In the 

following, this will be referred to as the “Mach radius 

effect”. These phenomena are investigated below. 

The spatial resolution of beamforming appears 

to be a concern. It was tested in [9] for several 

algorithms, conventional and deconvolution-based, 

too. This investigation is different however, as our 

aim is to make practically relevant comments on the 

resolution when measuring turbomachinery 

acoustics instead of developing new beamforming 

methods. 

This paper is considered as a Technical Note for 

the Workshop “Beamforming for Turbomachinery 

Applications” organized at CMFF’15, aiming at 

provoking a discussion on the topics outlined herein. 

2. CASE STUDY 

A ducted fan was investigated having a rotor tip 

diameter Dt=0.355 m, hub-to-tip ratio ν=0.57, Nr=8 

rotor blades, and Ng=7 guide vanes. Rotor speed was 

2856±1 RPM measured using a handheld 

stroboscope, corresponding to a rotor blade passing 

frequency BPF=381 Hz. Noise was measured from a 

distance of 2 dt between the PAM and the fan inlet 

plane for 30 s with a sampling frequency of 44100 

Hz on 24 channels on the suction side of the fan. The 

equipment used was an OptiNav, Inc., Array 24 

multi-purpose portable array system. The PAM was 

placed perpendicular to the axis of rotation, with its 

centre coinciding with the rotor axis. Data was 

evaluated using an in-house beamforming software 

applying the “Rotating Source Identifier” (ROSI) 

[10] technique to localize rotating sources. Noise 

source maps of equal dynamic range were 

constructed showing the spatial distribution of 

beamform peak values in the fan inlet plane, together 

with the location of the hub and the annulus. Note 

that due to the lack of any rotor position transducer, 

the angular position of the rotor cannot be assigned 

to the noise source maps. However, with a 

knowledge of the accurate rotor speed, the ROSI 

processing algorithm principally enables the 

pitchwise resolution of the noise sources. 

The authors have attempted to determine the 

most important noise generation mechanisms based 

on the source maps. They have however faced the 

problem of Rayleigh’s criterion for resolving power 

and the problem of noise maxima appearing on the 

axis of revolution. These problems are detailed in the 

following. 

3. RESOLUTION 

3.1 Rayleigh’s criterion 

The applied ROSI method is basically an 

extension of the frequency-domain Delay-and-Sum 

(DS) beamforming technique with a special step 

called deDopplerization to place the rotating sources 

into a co-rotating reference frame, thus make them 

stationary. The step consists of adjusting the time 

delays and amplitudes in order to remove the effect 

of rotation from the measured noise signals. 

In case of beamforming measurements the 

spatial resolution is of importance because it 

determines the smallest distance between two 

sources that can be regarded as separate ones. This 

way it also shows the minimum size of structures can 

be positively identified, since regions smaller than 

the resolution might be the effect of neighbouring 

source regions. 

The spatial resolution is especially important in 

the case of rotor blades, for which an improper 

spatial resolution may lead to dissolving the 

contribution of the adjacent blades in the noise 

source maps.  

Because the spatial resolution of the microphone 

array and the beamforming method is a very complex 

phenomenon, the spatial resolution of DS 

beamforming is usually determined by applying a 

simplified optical analogy. 

The resolving power of an optical aperture is 

given using Rayleigh’s criterion [11]. Assume a 

point source radiating light of wavelength λ infinitely 

far from a perfect circular aperture, i.e. the wave 

fronts incident to the aperture are assumed to be 

planar waves. The diameter of the aperture is DOPT. 

The image created by the aperture is the so-called 

Airy disk, a circularly symmetric diffraction pattern. 

In case of two sources of identical strength the image 

is the superposition of the two identical Airy disks. 

Rayleigh has defined the limit case of resolving the 

image when the intensity peak of one source falls 

into the first intensity minimum of the other source. 
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In such case for the Θ angle between the two sources 

the following holds: 

 

OPTD


22.1sin   (1) 

 

In between the two intensity peaks, the intensity 

of the resultant pattern drops to 73.7 % of the 

maximum value. The 26.3 % dip relative to the 

maximum is presumed arbitrarily in Rayleigh’s 

criterion as being sufficient for the human eye in 

making a distinction between the two optical 

sources. 

The minimum distance between two resolvable 

sources is usually given based on Eq. (1) by 

assuming a small angle between the sources. The 

measurement plane is parallel to the plane of the 

microphones and offset by z. The minimum 

resolvable distance is L [11, 12] assuming plane 

wave propagation: 

 

PAMD

z
zL


22.1  (2) 

 

Table 1 shows the minimum resolvable 

distances calculated using Eq. (2) for some 

representative third-octave frequency bands, being 

significant from the viewpoint of human audition. 

The spatial resolution L at a third-octave frequency 

range is calculated by taking the wavelength 

corresponding to the mid-frequency fmid in the 

following way: midfa / , then substituting it into 

Eq. (2) above. In this expression a is the speed of 

sound. 

Table 1. Minimum resolutions in frequency 

bands, based on Rayleigh’s criterion 

fmid [Hz] L [m] L/Dt [-] 

2000 0.42 1.20 

2500 0.34 0.96 

3150 0.27 0.76 

4000 0.21 0.60 

5000 0.17 0.48 

6300 0.13 0.38 

 

The spatial resolution calculated using 

Rayleigh’s criterion is quite weak due to the fact that 

the distance is the same order of magnitude as the 

size of the PAM, DPAM=1 m. Each L/Dt value 

significantly exceeds 1) the rotor blade height of 0.22 

Dt, 2) the rotor blade pitch (spacing) of 0.31 Dt at 

misdspan. These facts anticipate the following 

limitations, if one would take Rayleigh’s criterion as 

a basis for the available spatial resolution: 1) Even 

the rotor annulus area, as a whole, could not be 

expected to be clearly distinguished from the rotor 

hub area as a noise source, if both sources are of 

equal magnitude, 2) No pitchwise resolution of noise 

sources related to the individual rotor blades would 

be expected at all. 

Dougherty et al. also consider the Sparrow limit 

shown in Eq. (3) for the quantification of resolution 

[9]. This corresponds to the distance between two 

sources, at which the dip between their Airy disk 

diffraction patterns first appears. 

 

PAM
S

D

z
zL


94.0  (3) 

 

The Sparrow limit is less conservative, than 

Rayleigh’s one, by taking values that are roughly 

80% of the latter. As customary in optics however, 

we focus our attention on Rayleigh’s criterion. 

3.2 Measurement results 

In Figure 1 a source map is shown with 6 dB 

dynamic range showing the rotor from the upstream 

side in a co-rotating frame. This figure is a 

representative narrowband result taken from the 

third-octave band centred on 5 kHz. The two 

concentric circles indicate the fan annulus area: the 

inner one shows the hub, while the outer one 

corresponds to the tip diameter. 

 

 

Figure 1. Rotor narrowband beamform map 

Despite the anticipated limitations in spatial 

resolution, originating from Rayleigh’s criterion, and 

formerly described in points 1) and 2), the following 

observations are made in Fig. 1, in contrast to those 

points. 

1) The rotor annulus area – characterized by the 

minimum length scale being equal to the blade height 

of 0.22 Dt – is clearly distinguished from the hub area 

in the source map. 

2) The periodicity in the source map 

corresponding to the rotor annulus, being in 

accordance with the eight rotor blades of midspan 

spacing of 0.31 Dt, is apparent in the upper half of 

the figure. Some small structures are detected in the 

B 
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vicinity of the blade tips, whose size is much less 

than the calculated resolution of 0.48 Dt. 

The above suggest that Rayleigh’s criterion is a 

pessimistic approach in the case study presented 

herein, and, as such, it is to be treated with criticism. 

3.3. Criticism of Rayleigh’s Criterion 

The above discussion suggests that Rayleigh’s 

criterion exhibits some limitations in estimating the 

spatial resolution of PAM-based fan rotor noise 

source maps. This experimental finding described 

above is further supported by the following 

differences between optical systems and a PAM: 

 In general, a microphone array does not 

necessarily represent a circular aperture. In 

references [1-3], the microphones of the array are 

arranged along a logarithmic spiral curve, where the 

shape of the aperture is not known. In case of a linear 

array however the aperture shape is certainly not 

circular. 

 In the investigated frequency range no cut-on 

plane modes waves exist in the duct. Due to the 

proximity of the PAM plane wave propagation out of 

the duct is a poor approximation. 

 The distance between the acoustic source and 

PAM is finite. It is often confined to the order of 

magnitude of some times the rotor tip diameter. 

Besides the current investigation, references [4-6] 

also report case studies in which the array was 

installed at a distance of ≈ 2 Dt from the fan inlet. 

 The rotor noise sources to be resolved are not 

necessarily of identical intensity. The studies 

documented in [1-3] especially aimed at discovering 

the spanwise non-uniform intensity distribution of 

rotor noise sources. 

 The criterion is based on the visibility of 

structure of optical diffraction patterns to the human 

eye, the applicability of which is doubtful from the 

viewpoint of human audition, and even more so in 

connection with microphones and digital signal 

processing. 

 The 26.3 % dip in intensity is presumed 

arbitrarily as a quantitative criterion for resolution. 

Note that besides these problems already the 

approximation sin means an error of about 15 

% in case of the large angles experienced in the 

current measurement. 

4. ON-AXIS NOISE SOURCES 

Besides the sources on the annulus regions 

several source maps show high peak levels on the 

axis of rotation. Such a source map is shown in 

Figure 2. It is a representative narrowband result 

taken from the third-octave band centred on 3000 Hz. 

This peak might be attributed to motor noise. 

However, it is known from literature [3] that axial 

plane wave modes will appear in the duct. The 

beamforming method will localize these to the centre 

of the beamforming map. 

Furthermore, Horváth et al. [1-2] have shown 

that beamforming measurements on a rotating object 

will falsely locate some coherent sound sources onto 

the axis of revolution when the PAM is 

perpendicular to the rotor axis. How to separate the 

contribution of real on-axis sources and the “Mach-

radius effect” in these specific cases is an open 

question requiring further investigations. 

 

 

Figure 2. Narrowband beamforming map 

showing maximum values in the hub region 

5. SUMMARY AND FUTURE REMARKS 

Beamforming and phased array microphones 

present effective means of noise source localization 

that is a major step towards understanding and 

reducing noise generation. Using the ROSI 

algorithm rotating sources can also be dealt with 

effectively. A powerful application of this method is 

the investigation of industrial axial fans. However, in 

this case some special concerns arise. 

The spatial resolution of beamforming maps 

obtained by PAM measurements is an important 

parameter, it is however quite difficult to obtain an 

expression describing this quantity. In several cases 

an analogy with wave optics is used, where the 

Rayleigh criterion is a classic result that presents a 

minimum distance between two sources if they are to 

be resolved separately. 

While the criterion is well-known and accepted 

in optics, in the framework of beamforming its 

assumptions are at least questionable. Based on these 

reasons the authors consider Rayleigh’s criterion in 

some cases ill-suited for the quantification of spatial 

resolution of beamforming measurements on 

rotating fans. The following question is arisen. What 

amount of dip between two peaks is to be considered 

as a practically relevant criterion for resolving two 

neighbouring sources in beamforming? 

Another question is the case of noise sources 

appearing on the axis of beamforming maps. These 

might indicate true noise source positions on the axis, 

e.g. motor noise, but might also results from the 

“Mach radius effect”. Possible causes of the 

phenomenon are the formation of axial duct modes 

B 
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and the interference of coherent sources in the 

rotating frame. 

On the basis of above, some future tasks of 

departmental research on beamforming applied to 

industrial fans are as follows. 

1) Elaboration of a widely applicable 

methodology for a realistic estimation of the spatial 

resolution of beamforming, with a special focus on 

rotating sources, as a critical revision of Rayleigh’s 

pessimistic criterion. Comparison of resolution in 

case of stationary and rotating sources, e.g. DS and 

ROSI methods. 

2)  Elaboration of a systematic evaluation 

method for a comprehensive judgment on the origin 

of a local noise maximum apparent on / near the rotor 

axis, whether a) it is a virtual (physically non-

existing) source, due to the Mach radius effect; or b) 

it is the representation of any duct modes; or c) it 

indicates indeed the local dominance of the hub as a 

noise source (e.g. due to the noise of the driving 

electric motor incorporated in the hub). 
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ABSTRACT 

In-duct mode measurement can be a useful 

method for characterizing the noise generation and 

radiation of turbomachinery. The usual approach is 

to locate a number of audio-frequency pressure 

transducers in the duct wall and process the data to 

infer the modal amplitudes. At high frequency, the  

number of cuton modes can exceed a reasonable 

number of transducers, invalidating the 

straightforward solution process for computing the 

amplitudes. In the broadband case, beamforming 

can be used to estimate the highest mode powers, 

but beamforming relies on the assumption that the 

sources to be measured are mutually incoherent. At 

first glance, it would appear that broadband duct 

modes could be coherent, for example if they were 

all produced by a single point source in the duct. 

Drawing inspiration from the observed incoherence 

that sometimes characterizes direct and reflected 

sources in free-space beamforming, it is shown that 

broadband duct modes can be forced to be mutually 

incoherent provided their axial group propagation 

velocities differ and the analysis bandwidth can be 

chosen to be wide enough, subject to the narrow 

relative bandwidth required for frequency domain 

processing. The decorrelation of a duct sound by 

choice of analysis bandwidth is demonstrated in a 

simple test. 

Keywords: duct acoustics, beamforming, mode 

measurement, Sturm–Liouville, fan noise 

NOMENCLATURE  

�̳� [Pa2] Cross Spectral Matrix 

𝐸𝑗 [-] transverse eigenfunction 

𝐿 [s] block length in FFT 

M [-] number of cuton modes 

N [-] number of microphones 

R [m] distance 

c [m/s] speed of sound 

𝑘𝑗 [m-1] axial wavenumber with index 𝑗 

𝑘𝑁 [m-1] eigenvalue of transverse equation 

𝑔 [-] steering vector 

𝑝 [Pa] acoustic pressure  

𝑝 [Pa] acoustic pressure vector 

𝑞 [Pa m] complex acoustic source strength 

𝑥 [m] distance along the duct 

𝑥⊥ [m] transverse coordinates 

𝜔 [rad/s] angular frequency 

 

Subscripts and Superscripts 

 

i microphone or eigenvalue index 

j source basis function index 

′ complex conjugate transpose 

* complex conjugate 

1. INTRODUCTION 

The noise generated turbomachinery commonly 

radiates along inlet and exhaust ducts before being 

radiated to the listeners. The extended shape of the 

ducts constrains the propagation to a certain set of 

cuton modes. Knowledge of the modal amplitudes 

is valuable for understanding and controlling the 

noise production mechanisms, predicting the 

radiation pattern, and designing noise treatments 

such as turbofan engine nacelle acoustic lining. A 

standard method for determining the modal 

amplitudes is to flush-mount a number of 

microphones in the duct wall so as to measure the 

unsteady pressure without disturbing the flow. 

Some of the fluctuating pressure signal is related to 

the excitation of the duct modes. An inversion 

procedure is used to infer the modal information 

from the acoustic part of the microphone data. 

Noise contamination by boundary layer turbulence 

must be rejected in the process.  

Beamforming is an attractive processing 

technique for the high frequency part of the 

spectrum with many cuton modes. Since 

beamforming generally requires the sources to be 

mutually incoherent, it is important to understand 
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where this requirement is met and, if possible, 

create favourable circumstances for mode 

incoherence.  

2. MODE MEASUREMENT 

Consider a uniform duct section with uniform 

flow and  acoustic sources outside the section. 

Referring to [1] and converting the wave equation 

to the frequency domain, the narrowband sound 

field obeys the convected Helmholtz equation, Eq. 

(1).  

 

L𝑝 = 0 (1) 

 

Here L = (𝑖𝜔 + 𝑐𝑀𝑥
𝜕

𝜕𝑥
)

2

− 𝑐2∇2, 𝜔 is the angular 

frequency, 𝑐 is the speed of sound, and 𝑀𝑥 is the 

Mach number in the 𝑥 direction, parallel to the duct. 

Using separation of variables, the pressure can be 

expanded in the form of Eq. (2), where  𝑥⊥ 

represents the transverse coordinates of the duct, 𝑡 

is the slowly varying time over which the random, 

complex, narrowband, quantities chage, 𝑘𝑗 is the 

axial wavenumber, 𝑀 is the number of cuton 

modes, and 𝐸𝑗 (𝑥⊥) is transverse eigenfunction 

number 𝑗 ∈ [1, 𝑀]. 
  

𝑝 (𝑥, 𝑥⊥, 𝑡) = ∑ 𝑞𝑗(𝑡)𝐸𝑗

𝑀

𝑗=1

(𝑥⊥) 𝑒𝑖𝑘𝑗𝑥 (2) 

 

The eigenvalue problem for 𝐸𝑗 (𝑥⊥) is given by Eq 

(3), subject to the tranverse boundary conditions 

which relate to the duct shape and possibly acoustic 

lining. 

 

(∇⊥
2 + 𝑘𝑁

2 )𝐸𝑗 = 0 (3) 

 

Combining Eqs. (1)-(3), the axial wavenumbers are 

given in terms of the transverse eigenvalue by Eq. 

(4). 

 

𝑘𝑗 =
±𝛼 − 𝑀𝑥

1 − 𝑀𝑥
2

𝜔

𝑐
 

𝛼 = [1 − (
𝑘𝑁𝑐

𝜔
)

2

(1 − 𝑀𝑥
2)]

1
2

 

(4) 

 

The mode measurement problem is to deploy 

instrumentation and analysis techniques to 

determine at least the mean-square values of the 

modal amplitudes, 𝑞𝑗(𝑡), which are considered as 

stationary random variables. A common approach is 

to place microphones on the duct wall, measure the 

pressure time histories at the microphone locations, 

and attempt to determine the unknowns by a fitting 

the model to the mircrohone data [2,3]. See Figure 

1. 

 

 

Figure 1: Mode measurement array 

2.1 Mode coherence 

At high frequency, the number of cuton modes 

typically becomes too large for a direct inverse 

procedure, so beamforming is applied. 

Beamforming has the advantage that it can function 

with more modes than microphones, can support 

nonuniform array designs that increase the 

efficiency of the use of the microphones [4], and 

advanced beamforming techniques such as 

CLEAN-SC and Functional Beamforming [5, 6]. 

An example of nonuniform array design is shown in 

Figure 2. With the partial exception of CLEAN-SC 

[7], beamforming requires the sources to be 

mutually incoherent. Clearly multiple tone modes at 

the same frequency would  voilate the incoherence 

assumption and require a different procedure from 

beamforming. In the case of broadband noise, the 

sources are assumed to vary randomly in time, on a 

long time scale, which at least creates the 

possiblility that the modes could be mutually 

incoherent. It seems to be an intuitive result that if 

all of the modes were driven with a single source 

that they would all be coherent, since they can all 

trace their time histories to that source. Michalke et 

al. [8] analytically and experimentally proved that 

this can happen.  

 

Figure 2: Thin mode measurement array 
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3. 2D BEAMFORMING REFLECTIONS 

3.1 Classical beamforming 

In free space beamforming, as opposed to mode 

measurement within a duct, the model source 

function is the free space Green’s function given in 

Eq. (5).  

 .  

𝑝(𝑥, 𝑦, 𝑧, 𝑡) = ∑ 𝑞𝑗(𝑡)
𝑒𝑖𝑘

𝜔
𝑐

 𝑅

𝑅

𝑀

𝑗=1

 

𝑅2 = (𝑥 − 𝑥𝑗)
2

+ (𝑦 − 𝑦𝑗)
2

+ (𝑧 − 𝑧𝑗)
2
 

 

(5) 

 

Suppose the phased array has 𝑁 microphones 

and the pressure measured at each is 𝑝𝑖(𝑡), 𝑖 =
1, … 𝑁. Stacking these functions gives the array data 

vector as shown in Eq. (6).  

 

𝑝(𝑡) =  [
𝑝1(𝑡)

…
𝑝𝑁(𝑡)

]   (6) 

 

The array Cross Spectral Matrix (CSM), �̳�, 

defined in Eq. (7), where the bracket notation refers 

to a time average: 〈𝑓(𝑡)〉 =
1

𝑇
∫ 𝑓(𝑡)𝑑𝑡

𝑇

0
. 

 

�̳� = 𝐸 [𝑝𝑝′] ≈ 〈𝑝𝑝′〉 (7) 

 

A grid of 𝑀 potential source locations is 

defined, (𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗), 𝑗 = 1, … , 𝑀. For each grid 

point, an array steering vector is defined by 

evaluating 𝑁 expressions of the form 
𝑒

𝑖𝑘
𝜔
𝑐

 𝑅

𝑅
 , where 

𝑅 is the distance from the grid point point 𝑗 to 

microphone 𝑖, and stacking the 𝑁 values and 

normalizing the result to 1 to form the 𝑁-

dimensional steering vector 𝑔𝑗. This is used to 

estimate the source strength for point 𝑗  by the 

classical beamforming expression 𝑏 (𝑔𝑗)  =

𝑔𝑗
′�̳�𝑔𝑗. The operation of the beamforming 

expression can be understood by supposing that a 

significant source, 𝑠𝑘 = 𝐸[𝑞𝑘𝑞𝑘
∗ ] exists at point 𝑘. 

Then �̳� will contain a rank-1 contribution 𝑠𝑘𝑔𝑘𝑔𝑘
′, 

and when the classical beamforming expression is 

applied to this part of �̳�, the result is 𝑠𝑘 |𝑔𝑘
′𝑔𝑗 |

2

. 

The inner product has a peak of 1 at 𝑗 = 𝑘, and the 

array is designed so that |𝑔𝑘
′𝑔𝑗  |

2

is small when the 

two grid points are far apart. This partially explains 

why a map of  𝑏 (𝑔𝑗) gives an image of the source 

distribution.  

3.2 Reflected source 

In free space beamforming, it frequently 

happens that the ground or a vertical wall creates a 

reflected image source so the array receives sound 

from both the direct and reflected sources, as 

indicated in Figure 3. 

 

Figure 3: Reflection in free space beamforming 

Suppose the array steering vector for the direct 

source in Fig. 3 is 𝑔𝐷 and the steering vector for the 

image source is 𝑔𝐼. The distance from the direct 

source to the centre of the phased array is 𝑅𝐷 and 

the distance from the image source to the centre if 

the phased array is 𝑅𝐷 + 𝛿. Also, suppose the 

source time history of the true (direct) source is 

𝑞𝐷(𝑡). Because 3D spherical wave propagation is 

non-dispersive, the signal received at the array from 

the reflected source is the same as the signal from 

the direct source, except reduced slightly in 

amplitude by the additional spherical divergence 

and delayed by the additional time 
𝛿

𝑐
. Ignoring the 

common propagation delay, the total signal received 

by the array is  

𝑝𝑡𝑜𝑡(𝑡) = 𝑞𝐷(𝑡)𝑔𝐷 

                            +
𝑅𝐷

𝑅𝐷+𝛿
𝑞𝐷 (𝑡 +

𝛿

𝑐
) 𝑔𝐼  

(8) 

The estimate for the CSM is given in Eq. (9), where 

𝑠 is the strength of the direct source as seen at the 

array. 

�̳� = 𝑠𝑔𝐷𝑔𝐷′ + 𝑠 (
𝑅𝐷

𝑅𝐷 + 𝛿
)

2

𝑔𝐼𝑔𝐼′ 

   +
𝑅𝐷

𝑅𝐷 + 𝛿
〈𝑞𝐷(𝑡)𝑞𝐷

∗ (𝑡 +
𝛿

𝑐
)〉 𝑔𝐷𝑔𝐼′ 

+
𝑅𝐷

𝑅𝐷 + 𝛿
〈𝑞𝐷 (𝑡 +

𝛿

𝑐
) 𝑞𝐷

∗ (𝑡)〉 𝑔𝐼𝑔𝐷′ 

(9) 

 

In practice, the CSM is computed by Welch's 

method, which includes dividing the microphone 

time histories into blocks of length 𝐿, corresponding 

to an analysis bandwidth of length 
1

𝐿
, and taking the 

FFT of each block. For each pair of microphones in 
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the CSM, the Fourier coefficients for one 

microphone are correlated with the complex 

conjugates of the Fourier coefficients for another 

microphone. This correlation is the integral 

indicated by 〈 〉 in the cross terms in Eq. (9). If the 

analysis bandwidth is very small so that the blocks 

are long and 
𝛿

𝑐
≪ 𝐿, then 

𝛿

𝑐
 will not affect the 

averages in Eq. (9), and the averages in the cross 

terms will both reduce to s. In this case, the direct 

source and the reflected source are coherent, �̳� will 

not have the expected form for any simple source, 

and the beamforming will fail. On the other hand, if 

𝐿 is a small compared with 
𝛿

𝑐
, then the  

𝛿

𝑐
 terms in 

the arguments of the cross terms will offset the time 

history of one copy 𝑞𝐷(𝑡) by more than the 

integration time. Each term in the sum that 

approximates the integral will contain a Fourier 

coefficient derived from one block of the time 

record from the direct source multiplied by the 

complex conjugate of the coefficient derived from a 

different time block of the function, where the two 

blocks are shifted so much that they do not overlap 

at all. Assuming that the broadband source is white 

noise, it is not correlated with a delayed copy of 

itself, so the cross terms will be 0, and the CSM for 

the direct source and the reflection will have the 

same form as it would for two independent sources, 

making beamforming an appropriate model. This is 

observed in practice. Processing with a bandwidth 

that is wide, but still less than 10% of the centre 

frequency, can make free space beamforming 

function correctly in the presence of reflections, in 

some cases.  

4. DECORRELATING MODES 

Within the analysis band Δ𝜔 =
2𝜋

𝐿
, each duct mode 

has an envelope function, 𝑞𝑗(𝑡). As the mode 

propagates along the duct, the information 

contained in 𝑞𝑗(𝑡) is communicated at the group 

velocity 
𝑑𝜔

𝑑𝑘𝑗
, where the axial wavenumber 𝑘𝑗 is 

related to 𝜔 by the dispersion relation, Eq. (4). The 

time required for a wave packet to propagate from 

the source, say at 𝑥 = 0, to 𝑥 is 
𝑥

𝑑𝜔

𝑑𝑘𝑗
,
= 𝑥

𝑑𝑘𝑗

𝑑𝜔
 . If two 

broadband modes with indices 𝑗1 and 𝑗2 are 

correlated at 𝑥 = 0, then they will be decorrelated 

at  𝑥 if the absolute value of the difference of their 

envelope propagation times, 𝑥 (
𝑑𝑘𝑗2

𝑑𝜔
−

𝑑𝑘𝑗1

𝑑𝜔
 ), 

exceeds 𝐿. 

4.1 Example 

Figure 4 shows a no-flow cylindrical duct, the 

Thematic Uniaxial Bladeless Environment (TUBE) 

with a diameter of 0.6 m and a length of 0.6 m. The 

source is a loudspeaker at the left end of the duct, 

positioned off centre. A phased array with 24 

microphones is positioned at the right end of the 

duct. This arrangement of microphones differs from 

the wall mounting shown in Figs. 1 & 2, but still 

suffices to determine whether the sound field is 

coherent. 

 

Figure 4: Duct example using the Thematic 

Uniaxial Bladeless Environment (TUBE) 

The cuton modes for TUBE are shown Figure 

5. The well-known modes for a hardwall cylindrical 

duct have spinning order 𝑚 and the radial order 𝑛. 

In the foregoing, these are bundled into a single 

index, 𝑗. At each frequency in Fig. 5, the mode with 

the largest wavenumber is the plane wave mode 

with 𝑘00 =
𝜔

𝑐
. The number of cuton modes with 

lower wavenumbers increases with the frequency.  

 

 . 

 

Figure 5: Cuton wavenumbers for TUBE 

The group slowness, the reciprocal of the group 

velocity, for the modes in TUBE is shown in Figure 

6. Modes that are barely cut on tend to have widely 

scattered group slowness values, suggesting that the 

decorrelation effect of finite analysis bandwidth 

will be powerful for these modes. Experience with  

mode measaurements in turbofan engine suggests 

the barely cuton broadband modes are the ones with 

the highest amplitudes. Paul Joppa once explained 
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that this occurs, intuitively,  because the waves are 

trying to radiate away from the nacelle, and the duct  

confines them. The well cuton modes cluster toward 

the minimum slowness of 
1

𝑐
 = 0.0029 s/m.  

 

Figure 6: Array CSM eigenvalues at 3 kHz 

In Figure 7, the degree of mode coherence is 

evaluated by the number of significant engenvalues 

of the array CSM at 3 kHz. When all the 

microphones in the array are coherent, there is only 

a single nonzero eigenvalue. This occurs for case 

with the duct removed, the green bar in the plot. 

Ideally, all of the microphones receive only direct 

radiation from the loudspeaker. The 128 point 

transform and a 96 kHz sample rate give 𝐿 = 1.33 

ms,  correspoinding to a straight line propagation 

distance of 0.45. The geometry in the case with the 

duct removed is such the differences in the 

loudspeaker-microphone distances are much less 

than 0.45 m. The small relative values of 

eigenvalues 2 and 3 (0.046 and 0.026 respectively) 

may be related to reflections from the foam rubber 

absorber that was indended to create an anechoic 

environment. The case with the 4096 point 

transform and the duct present also has only one 

significant eigenvalue. (The relative second 

eigenvalue is 0.03.) This is consistent with very 

narrow band results of  Michalke et al [8].  

The red bars in Fig. 7 show a number of 

nonzero eigenvalues for the case with the duct 

installed and the 128 point transforms, indicating 

multiple independent modes. Referring to Fig. 6, 

the typical spacing of the group slowness at 3 kHz 

is about 0.01 s/m. Multiplying by the 0.6 m duct 

length gives a 6 ms shift between modes during 

duct propagation. This is longer than the 1.33 ms 

analysis block length, so mode decorrelation could 

be responsible for the multiple eigenvalues.  

 

 

 

Figure 7: Array CSM eigenvalues at 3 kHz.  

5. CONCLUSIONS 

Broadband duct modes can sometimes be 

forced to be incoherent by choosing a wide analysis 

band and employing a long duct. This improves the 

applicability of beamforming for mode 

measurement and also makes the computation of 

sound power by summing the powers of the modes 

valid. Modes that are close to cutoff are more 

susceptible to decorrelation by this method.  

Mode decorrelation is promoted by increasing 

the analysis bandwidth, which should be no more 

than 10% of the centre frequency for narrowband 

processing, and by increasing the distance between 

the sources and the microphone. A cross-shaped 

array  such as Fig. 2 is made more feasible by 

decorrelation because it permits the use of 

beamforming and, especially, advanced techniques 

such as Functional Beamforming [6, 9]. The 

circumferential arm of a cross array should be 

positioned opposite the source to maximize 

decorrelation. 
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ABSTRACT
CFD based optimization (CFD-O) is a strongly

multidisciplinary field that significantly differs from
analytical optimizations due to the costly function
evaluations. CFD-O is especially difficult due to
the fact, that for an appropriate optimization process
every step of the objective function evaluation has
to be automated, including geometry creation, mesh
generation, CFD simulation and post-processing.
CFD can be very time consuming in itself, but in
an optimization the same computation has to be per-
formed 100-100 000 times. For this reason, it is very
important to (1) perform the CFD simulations with
high fidelity, (2) to analyze and apply very efficient
optimization algorithms.

Throughout the workshop, following an intro-
duction, the most important fields will be discussed
by the Invited Experts, including but not limited
to Uncertainty Quantification (UQ), Robust Op-
timization (RO), Evolutionary Algorithms (EA),
Multi-objective Optimization (MOO), gradient-
based methods, adjoint methods and Surrogate or
Meta-models. Several practical applications will
be shown for wind turbines, flow channels and
turbomachinery bladings.

Keywords: adjoint optimization, CFD-based op-
timization, metamodel, robust optimization

NOMENCLATURE
X [−] feasible domain
g, h [−] equality/inequality constraint
x [−] design variable
y [−] objective function

1. INTRODUCTION TO OPTIMIZATION
In the followings, without any claim to com-

pleteness, the most important aspects of optimization
will be addressed. Let us assume a problem with n

independent variables:

x = (x1, ..., xn)T, x ∈ X, (1)

where x is the design variable vector and X the feas-
ible domain:

x ∈ X ⇐⇒

gi(x) = 0 (i = 1...k)
h j(x) ≤ 0 ( j = 1...l)

. (2)

Besides the variables m functions are defined:

y(x) = ( f1(x), f2(x), ..., fm(x))T (3)

Without any loss of generality the optimization can
be defined as

O :

y(x) −→
x

min

so that x ∈ X
. (4)

2. CLASSIFICATION OF PROBLEMS
Table 1 summarizes the most important groups

of optimization problems.

Table 1. Most important types of optimization
problems

k = l = 0 unconstrained
k , 0 ∩ l , 0 constrained
m = 1 single-objective
m ≥ 2 multi-objective
y(X1) = y(X2) =⇒

X1 = X2.
uni-modal

y(X1) = y(X2) 6=⇒

X1 = X2.
multi-modal

An inherent difficulty of optimization is that one
has to choose for each problem the appropriate op-
timization method. An algorithm, which is effi-
cient for an unimodal problem with a single optimum
might fail for noisy or multimodal problems. There
is no algorithm that is efficient for all problems ("no
free lunch” [1]). Additionally, it is usually very diffi-
cult to make a decision a priori, for which reason op-
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timization software still heavily rely on expert know-
ledge.

3. DIFFICULTIES WITH CFD-O
In CFD-O [2], the objective function(s) are usu-

ally not known explicitly, but have to be computed
using numerical simulations. This results in further
complications:

• The evaluation of the objective function is very
costly, one computation can require from sev-
eral seconds up to several days.

• Due to numerical noise and model uncertainties,
the objective functions are usually noisy.

• The geometry and mesh has to be cre-
ated/morphed for each configuration in an auto-
mated and robust way.

• Different software (including proprietary com-
mercial software) have to be coupled to cooper-
ate for the optimization.

As a result, speed and efficiency is of key importance
in CFD-O.

4. SPECIAL FIELDS OF CFD-O
4.1. Gradient-based and gradient-free

methods
Optimization algorithms can be further clas-

sified as gradient-free or gradient-based methods.
Gradient-based methods are usually local search
methods (although gradient assisted global methods
exist as well) and require the derivatives ( ∂yi

∂x j
). These

can be computed by n additional CFD computations
for n variables (in a non-intrusive way), or by adjoint
method [3]. The first method becomes unaffordable
very fast due the "curse of dimensionality”. With ad-
joint methods the flow solver has to be modified (in-
creasing the implementation time), but the evaluation
time remains quasi unchanged. This method is usu-
ally very fast, but can get trapped in a local minimum.

Gradient-free methods handle the CFD simula-
tion as a black-box. The most popular methods
are the different Evolutionary Algorithms, which are
global search methods. These methods are able to
find global optima, but require large number of CFD
computations.

4.2. Robust and reliability based optimiza-
tion

In the reality most values are not exact, but de-
pend on some, usually unknown, uncertainty. E.g.,
the operating temperature variates slightly in a heat
exchanger, the inflow wind speed varies around a
wind turbine due to the wind gusts or the diameter
of a pipe varies due to manufacturing imprecisions.
This complicates the optimization, as some config-
urations might be optimal, but not robust. E.g, one
turbine might be very efficient under low turbulence,
but might fail for large intensities.

In robust design optimization (RDO) besides the
objective function the variance of the objective func-
tion is minimized as well, while in reliability based
design optimization (RBDO) a target reliability is
defined which has to be satisfied in the optimization
process. In RDO even more CFD simulations have
to performed compared to normal optimization, as
some kind of Uncertainty Quantification (UQ) meth-
ods have to be applied to quantify the risks (e.g.,
Monte Carlo, univariate reduced quadrature, Polyno-
mial Chaos Expansion, etc.). The robust optimiza-
tion of wind turbines is discussed e.g., in the work of
Campobasso et al. [4].

4.3. Metamodel assisted optimization
Besides parallelization of the CFD evaluations,

another possibility for speeding up the optimization
process is to train metamodels [5]. In this case,
an approximation of the objective functions is cre-
ated (y(x) ≈ ymeta(x)), which can be updated in an
on-line or off-line manner. Afterwards, the optim-
ization can be executed on this reduced and usually
very fast model (Ometa : ymeta(x) −→

x
min). However,

for very complicated objective functions large num-
ber of training points might be needed to train the
model. If the optimum of the reduced model does
not correspond to an optimum of CFD simulations,
new training points have to be added. The most pop-
ular surrogate models include Radial Basis Functions
(RBF), Kriging, Artificial Neural Networks (ANN)
or different Response Surface Models (RSM).
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pp. 67–82.
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ABSTRACT
U-bends are found in various ducted applications

in which the flow direction needs to be turned 180
degrees. The present work looks into the applica-
tion of these U-bends for internal cooling channels
inside turbine blades, where two major aspects need
to be carefully addressed: pressure loss needs to be
reduced while heat transfer needs to be enhanced.

An overview of different shape optimization
studies is given with the aim to improve the per-
formance of the standard U-bend consisting of two
circular arcs. Different optimization methodologies
were used in this study ranging from single-objective
Evolutionary Algorithms (EA), with or without ac-
celeration by surrogate model, to multi-objective
EAs, to finally gradient based adjoint optimization.
The difference in computational cost is compared
for the different applications combined with their ad-
vantages and disadvantages, and finally one optimal
configuration is experimentally verified and com-
pared to the numerical predicted improvement.

Keywords: internal cooling channels, shape op-
timization, u-bend

NOMENCLATURE
ρ [kg/m3] density
Ob j [−] objective
Q [Watt] heat
Dh [m] hydraulic diameter
k [m2/s2] turbulence kinetic energy
p [N/m2] pressure
Ptotal [Pa] total pressure
v [m/s] velocity
ε [m2/s3] turbulence dissipation rate

Subscripts and Superscripts
inlet at the inlet of the domain
outlet at the outlet of the domain
ref reference value

1. INTRODUCTION
Turbine blades are since long equipped with in-

ternal cooling channels as an effective way to in-
crease cycle efficiency of gas turbines by augment-
ing the firing temperature. These cooling channels
are in a vast majority of cases implemented through
a serpentine scheme, in which one single ducted flow
passes multiple times the blade span. Near the ex-
tremities of the blade span the flow inside the duct
is turned 180 degrees through U-bends. The coolant
air is bled from the high pressure compressor which
bypasses the combustor and enters the turbine blade
through its root.

Since the coolant air needs to be pressurized
while it does not participate in the work extraction
in the turbine, it represents a loss in global cycle ef-
ficiency. As a result, the internal cooling channels
need to simultaneously allow for a high heat trans-
fer at the lowest possible pressure loss. The U-bends
present in the serpentine cooling channels are re-
sponsible for up to 25% of the total pressure loss in
the channel and merit a profound attention, as wit-
nessed by numerous experimental studies [1, 2, 3, 4].

This paper presents an overview of several nu-
merical optimization studies performed, including:

• Single-objective optimization with EA (2D)

• Single-objective optimization with EA acceler-
ated by a surrogate model (3D)

• Multi-objective optimization by EA accelerated
by a surrogate model (3D)
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• adjoint based optimization (2D)

2. U-BEND TEST CASE
2.1. Geometry

The U-bend under investigation is typical of in-
ternal cooling channels. The baseline geometry is
shown in Fig. 1. It consists of a circular U-bend with
radius ratio of 0.76, a hydraulic diameter of 0.075
meter and an aspect ratio of 1. The Reynolds num-
ber is 40,000 and the Mach number of 0.05 allows
using an incompressible assumption. The shape of
the inner and outer curve is allowed to be changed
but needs to remain inside the bounding box shown
in the figure, which restricts the height and width of
possible changes to account for structural limits. The
distance between both cooling channels is not subject
to optimization, as well as the hydraulic diameter.

Figure 1. Baseline geometry, definition of the area
in which the shape is allowed to change.

2.2. Parameterisation
The U-bend has been parameterised by Bézier

curves for which the movements of the control points
are the design variables. For the adjoint based op-
timization, both the inner and outer curve of the U-
bend have been represented by two separate continu-
ous curves containing 20 control points. This results
in a total of 80 design variables (x and y coordinate
of each of the 2 curves), which is unfeasible for the
EA based optimization. Therefore, the EA based op-
timization uses a segmented approach, for which a
total of 4 Bézier curves represent the inner or outer
curve. Each Bézier curve only comprises of 4 con-
trol points, while relations between the control points
are imposed to assure a sufficient degree of continu-
ity between the curves. Figure 2 shows the paramet-
erisation of the outer curve.

2.3. Performance evaluation
The simpleFoam solver from OpenFoam [5] is

used to evaluate the incompressible Navier-Stokes
equations. The mesh resolution has been adapted
such that the maximum y+ value does not exceed

Figure 2. Parameterization of the outer curve.

2.2. The Launder-Sharma low-Reynolds k-ε turbu-
lence model is used. The k-ε model “is arguably the
simplest complete turbulence model” (Pope [6]), is
implemented in most commercial software and is one
of the most broadly employed at industrial level. Its
performance is reasonably satisfactory in shear flows
with small effects of streamwise pressure gradients
and streamline curvatures, but far from these assump-
tions, it can fail badly. However it has been selected
for the present application due to its large diffusion:
given that the proposed methodology is apt for indus-
trial problems, it was the intention to demonstrate its
potential in conditions that are representative of real-
life design practice.

At the inlet a fully developed velocity profile is
imposed, together with values of k and ε for the tur-
bulence model. Both are computed based on a tur-
bulence intensity of 5% measured in the lab. At the
outlet the static pressure is imposed.

The U-bend optimization is driven by the min-
imization of the pressure drop introduced by the U-
bend and in case of the multi-objective optimization
the maximization of the heat transfer is additionally
considered. Both objective functions are defined as:

Min Ob j1 =
Pinlet

total − Poutlet
total

1
2ρ · v

2
re f

(1)

Max Ob j2 =
Q

Qre f
(2)

where Q is the total heat transferred to the fluid and
Ptotal is the total pressure which is computed as the
mass flow averaged quantity at the inlet respectively
outlet of the domain, positioned 8 hydraulic diamet-
ers away from the U-bend. One single 3D evaluation
is run in parallel on 5 cores which takes in average 2
hours.

3. OPTIMIZATION STRATEGIES
Two distinct optimization strategies have been

used to the applied test case and allow comparison
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between the different techniques. On the one hand,
Evolutionary Algorithms (EA’s) are used as a non-
deterministic optimization method. These methods
benefit a wide community of users and are relatively
easy to understand and implement, factors which
have contributed to the large diffusion of the method.
On the other hand, a deterministic gradient based op-
timization has been used, in which the gradient is
computed efficiently through the adjoint method.

3.1. Evolutionary Algorithms

Evolutionary Algorithms (EA) have been de-
veloped in the late sixties by J. Holland [7] and I.
Rechenberg [8]. They are inspired from Darwinian
evolution, whereby populations of individuals evolve
over a search space and adapt to the environment by
the use of different mechanisms such as mutation,
crossover and selection. Individuals with a higher
fitness have more chance to survive and/or get repro-
duced.

This natural process is translated to engineering
problems in several steps. First, the shape is para-
meterised (as discussed in section 2.2) which defines
an analogy to the DNA of an individual. This en-
sures that a unique combination of design paramet-
ers will represent a unique shape. Next, the opera-
tions that enable EA’s to generate offspring such as
mutation and crossover need to be translated. There
exists a wide variety of techniques for this, which
give rise to various classes of EA methods. Genetic
Algorithms (GAs) for instance usually allow two in-
dividuals from a parent generation to reproduce two
children through a crossover process on the design
variables with analogy from nature. In Differential
Evolution (DE) on the contrary, as many as four indi-
viduals are required to produce one child per parent,
here analogy with nature is lost. In a final step, a se-
lection procedure needs to be introduced, imposing
a pressure on the population in which fitter designs
have more chance to be selected for reproduction,
while non-fit designs have larger probability to be-
come extinct and disappear in the next generation.
Potentially, additional mechanisms can be introduced
to increase convergence through keeping a healthy
diversity among the individuals of the population and
by making sure that good individuals do not get lost
accidentally. Eventually, these algorithms can be eas-
ily modified to deal with multi-objective optimiza-
tion problems, which identify the Pareto front.

EA methods are capable to work with noisy ob-
jective functions and can find global optima of mul-
timodal problems. They however require a large
number of function evaluations, which leads to un-
acceptable large computational costs in case the ob-
jective function depends on CFD evaluations. Espe-
cially for large design spaces the computational cost
can be prohibitive, restricting the use of these meth-
ods to only a small design space. Typically, up to 20
or slightly more design variables can be considered,
depending on the level of interaction between the dif-

ferent parameters.
To reduce the computational cost, very often a

surrogate model is introduced, which is a sort of in-
terpolation tool using the already analyzed individu-
als by CFD. The surrogate model performs the same
task as the high fidelity CFD analysis, but at a very
low computational cost. However, it is less accurate,
especially for an evaluation far away from the already
analyzed points in the design space.

The implementation of the surrogate into the op-
timization system depends on how the system deals
with the inaccuracy of the model. The technique
used in the present work uses the surrogate model
as an evaluation tool during the entire evolutionary
process. After several generations the evolution is
stopped and the best individual is analyzed by the ex-
pensive analysis tool. This technique is referred to as
the “offline trained surrogate model”. The difference
between the predicted value of the surrogate model
and the high fidelity tool is a direct measure for the
accuracy of the surrogate model. Usually at the start
this difference is rather large. The newly evaluated
individual is added to the database used for the inter-
polation and the surrogate model will be more accur-
ate in the region where previously the EA was pre-
dicting a minimum. This feedback is the most es-
sential part of the algorithm as it makes the system
self-learning. It mimics the human designer which
learns from his mistakes on previous designs.

3.2. Gradient based optimization

Optimization methods that use gradient inform-
ation are iterative methods that continuously alter the
shape with small perturbations. The basic idea be-
hind these methods is that through the knowledge
of the gradient the direction can be found in which
the design variables need to be changed in order to
obtain an improved design. Small modifications to
the design variables are required, as the gradient will
only provide a linear approximation to the real ob-
jective function and remains only valid in the neigh-
borhood of the current design. The simplest gradi-
ent based optimization method is the steepest des-
cent, which modifies the design variables in the dir-
ection of the steepest descent, given by the opposite
direction of the gradient. Although it has the lowest
convergence rate of all gradient based methods, it is
still an attractive method and will also be used in this
work

The most complex part of this type of method
is however to compute the gradient information, es-
pecially for problems which require the solution of
partial differential equations to compute the object-
ive. This can be achieved through a forward method,
such as for instance finite differences, complex vari-
able perturbation or algorithmic differentiation. In
brief, these methods perturb one by one each design
variable and compute the difference with the unper-
turbed design. The main drawback is that the compu-
tational cost is proportional to the number of design
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variables, requiring n additional CFD computations
for n design variables.

The computational cost can however be dramat-
ically reduced by reverse or adjoint methods, which
require a cost proportional to only one CFD compu-
tation to obtain the gradient information, irrespective
the number of design variables. In the case of con-
tinuous adjoint methods, a new set of linear partial
differential equations needs to be solved after con-
vergence of the CFD analysis, as for instance de-
rived in [9]. Then the gradient can be computed
with small effort. It is evident that such methods
are preferred, as they allow for an efficient compu-
tation of the gradient even for extremely large design
spaces (literally every grid point on the boundary of
the shape can become a design variable). They how-
ever require a large development and implementation
cost, which has been one of the major reasons for
their reduced usage compared to EA or other gradi-
ent free methods. Additional disadvantages of gradi-
ent based methods is the local search, which allows
only to find the nearby local optimum in case of mul-
timodal problems.

4. RESULTS

4.1. Single-objective EA

A single objective Differential Evolution
DE/rand/1/bin algorithm is applied to the U-Bend
optimization. Since DE requires a large number
of evaluations when not supported by a surrogate
model, the problem is viewed in 2D to reduce the
cost per CFD computation. In Fig. 3 the convergence
history of the optimization can be seen. A total
of 100 populations of 40 individuals each need
to be performed in order to obtain convergence.
This means a total of 4000 CFD computations.
A reduction 35% in total pressure loss could be
achieved.

Population
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Figure 3. Convergence of the EA without surrog-
ate model.

4.2. Single-objective EA assisted by sur-
rogate model

A reduction in the computational cost can be ob-
tained by using a surrogate model. In Fig. 4 the con-
vergence history of a surrogate model assisted DE
optimization is shown. It compares the surrogate
model prediction (here a Kriging surrogate model
was used) with the CFD evaluation for each itera-
tion. An iteration within this method consists first of
a training the surrogate model on the existing data,
followed by a DE optimization using the surrogate
model instead of the CFD evaluation, and a valid-
ation of the obtained best design by CFD. As can
be seen, during the first iteration the surrogate model
does not represent reality well, such that the DE op-
timization results in a design for which the surrog-
ate model predicts a very large reduction in pressure
drop. This is however not confirmed by the CFD
validation, which shows that in fact a much larger
pressure drop is obtained. This failure is added to
the database after which a new iteration starts, con-
sisting of retraining the surrogate model, optimizing
the shape using the updated model and again verify-
ing the result by CFD. As can be clearly seen, the
surrogate model still overpredicts the reduction in
pressure loss, but this time the prediction is already
much closer to reality. Through adding the previ-
ous design to the database, the system has learned
valuable information preventing the optimization al-
gorithm to search further in this wrong direction. The
newly found design is added again to the database
after which a new iteration starts. Gradually the dif-
ference between the surrogate model and CFD pre-
diction is reduced until the accuracy of the surrogate
predictions are confirmed by CFD. Similar to the pre-
vious study a 36% reduction in pressure drop could
be achieved, although in the present case a 3D CFD
computation was used.

Iteration
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b
j 1

10 20 30 40
0.8

0.9

1

1.1

Open Foam

Surrogate model

Figure 4. Convergence history of surrogate model
assisted EA.

Prior to the optimization a total of 65 designs
were analyzed by CFD to have an initial training set
for the surrogate model. With an additional 40 cal-
culations needed to find the optimum, only about 100
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CFD computations are needed, which is an order less
than for the DE without surrogate model assistance.

In Fig. 5 the optimal shape is shown. Careful
analysis demonstrated that the reduction in pressure
drop was achieved through a suppression of the sep-
aration on the inward surface of the bend. This was
achieved by reducing the curvature near the wall,
hence decreasing the velocity gradient normal to the
wall and reducing the adverse pressure gradient in
the second half of the inward surface.

Figure 5. Optimal shape of the U-bend for min-
imal pressure loss.

4.3. Multi-objective EA assisted by surrog-
ate model

So far only the pressure objective (Eq. 1) has
been minimized. The U-bend in the present work
however serves to cool down a turbine blade, and
as explained in the introduction an increased heat
transfer is an additional aim. Especially the tip of
the blade is a critical area which may benefit from a
better cooling. Therefore the objective expressed by
Eq. 2 is introduced. Both objectives are conflicting
and need a multi-objective optimization to obtain the
optimal solution. The DE algorithm has been exten-
ded to this end to cope with multiple objectives based
on the NSGA-II algorithm [10, 11].

In Fig. 6 the result of the optimization is sum-
marized. It shows the total pressure drop versus the
heat extracted for all 220 analyzed geometries. The
baseline geometry consisting of the circular U-bend
is indicated by a square, while the 65 samples gener-
ated for the initial database are represented by black
dots. It is already apparent that these initial geomet-
ries perform better with respect to the total pressure
drop objective, and most samples also perform better
in the heat objective compared to the baseline.

The samples generated during a total of 32 iter-
ations of the optimization phase are represented by
diamonds. All of them are generated in the region
of interest, i.e. with high heat transfer and low pres-
sure drop. A clear Pareto front is formed, for which
one cannot improve one objective without worsening
the other. This clearly indicates that pressure loss and
heat transfer are conflicting requirements, i.e. a phys-

Figure 6. Results of the optimization plotted in
the objective space.

ical mechanism is responsible to increase one and at
the same time decrease the other.

Three candidate solutions are identified as “Min”
which has the lowest total pressure drop, “MaxQ”
which has the highest heat transfer, and “Intermedi-
ate”, which is in between both extremes. The per-
formance of all three Pareto optimal geometries is
summarized in Table 1. Finally, the optimal solu-
tion found during the single objective optimization,
as presented in the previous section, is plotted as a
gradient symbol. Although this optimization was not
targeting any heat transfer objective, it improved the
heat transfer compared to the baseline, as was also
found during experimental validation.

Table 1. Objectives of the trade-off configura-
tions.

Ob j1 Ob j2
Baseline 1.22 1.00

MinP 0.84 1.08
Intermediate 0.93 1.13

MaxQ 1.07 1.17

In Fig. 7 the shapes corresponding to the three
identified candidates are shown. The geometry
with lowest pressure drop (“MinP”) resembles very
closely the shape of the single-objective optimum
(see Fig. 5). The increase in heat transfer by going
to “MaxQ” is obtained by increasing the curvature
of the external wall in the first 90 degrees and by
increasing the internal wall width. Both actions in-
crease the pressure loss and transform the smooth
configuration into one that resembles a sharp u-bend
configuration. Similar to what was found by Liou
and Chen [12], a thicker divider wall is beneficial for
the losses. Geometries with low pressure loss tend
to have a smooth curvature change, and successfully
suppress separation by increasing the radius of the
turn and by carefully decelerating first and then ac-
celerating the mean flow. As a consequence, less sec-
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ondary flow motion is present and reduces the heat
transfer potential. Geometries with high heat transfer
on the other hand contain rapid changes of curvature
and resemble close to sharp U-bends. Heat transfer
is enhanced due to the impingement of the flow near
the external wall, however increasing the losses.

The computational cost of the multi-objective
optimization is with its 220 CFD evaluations slightly
larger than the single-objective optimization of sec-
tion 4.2. It however needs to be noted that for each
of the 32 iterations 5 individuals need to be analyzed
which is performed in parallel. This allows for a
faster completion than the single-objective optimiz-
ation, for which only 1 design is evaluated per itera-
tion.
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Figure 7. Comparison of the trade-off shapes.

4.4. Gradient based optimization
The same 2D single-objective optimization as

performed in section 4.1 has been repeated with a
gradient based optimization method, although with
a different parameterisation as explained in section
2.2. The gradient has been computed using the con-
tinuous adjoint approach implemented in OpenFoam.
In Fig. 8 the optimal shape is shown compared to the
initial shape.
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Figure 8. Comparison of baseline and adjoint op-
timization shape.

A comparison of the optimal shape from EA
based optimization algorithms to the best performing
design obtained by the steepest-descent method re-
veals that both U-bends exhibit similar geometrical
features leading to a strong reduction of the total
pressure drop. A direct comparison shows a slight
advantage for the EA based optimization (Ob j1 =

27Pa opposed to Ob j1 = 35Pa), however a different
paramterisation has been used and a different starting
point has been considered.

Both configurations feature an increased duct
section in the first part of the bend resulting in a lim-
ited acceleration of the flow around the bend tip. In
combination with increased radii of curvature along
the internal and external walls, the reduced flow velo-
city leads to reduced centrifugal forces reducing the
tendency of the flow to separate. In addition, the con-
vex inner wall along the second leg of the bend is de-
formed such that it fills the space which is occupied
by the separated flow in the original geometry. While
present in the gradient-free optimized shape, this fea-
ture is even more pronounced by the gradient-based
method. Considering the different geometry para-
meterisation resulting from the necessity to limit the
number of design parameters for gradient-free optim-
ization, the similarity of the optimal U-bend shapes
obtained by differential evolution and steepest des-
cent represents an unprecedented finding. This re-
markable result demonstrates that the underlying ob-
jective function in the present case does not pose
a multimodal problem as often assumed for engin-
eering optimization problems. Consequently, both
gradient-free and gradient-based optimization meth-
ods detect the global optimum demonstrating that the
concern of getting trapped in a local minimum is of
no relevance for the application of the latter. There-
fore, by using a computationally efficient gradient-
based optimization procedure a globally optimal U-
bend shape is provided after only 30 design itera-
tions where succeeding flow field computations be-
nefit from previously converged solutions. The com-
putational cost is thus almost an order of magnitude
less than the EA, and this for a 4 times larger design
space.

4.5. Experimental validation

An experimental investigation has been conduc-
ted for the baseline geometry consisting of 2 circular
arcs and the shape shown in Fig. 5, which was ob-
tained by a metamodel assisted EA optimization us-
ing 3D CFD. In terms of global performance, Table 2
summarizes the experimental obtained improvement
and compares them to the numerical predictions. The
agreement between experiments and calculations is
good, and the improvement in aerodynamic perform-
ance (both measured as well as predicted) is very sig-
nificant.

Detailed PIV measurements have however also
been performed and reveal a small recirculation
bubble, not present in the numerical result. Fig. 9
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Table 2. Aerodynamic performance of the invest-
igated U-bend configurations.

∆P baseline [−] ∆P optimized [−] gain [%]
Exp. 1.03 ± 0.03 0.65 ± 0.02 36.2 ± 3
CFD 1.01 0.63 37.6

shows the obtained velocity field, which can be com-
pared to Fig. 5. It clearly demonstrates the lim-
itations of the k-ε turbulence model in predicting
flow separation in regions of adverse pressure gradi-
ents. Despite the differences in the flow details, how-
ever, the model allowed to predict well the global
trends and combined with an optimization algorithm
provides an extremely efficient methodology to im-
prove the shape of the U-bend.

Figure 9. Mean velocity from PIV in the optim-
ized geometry at mid height.

5. CONCLUSIONS
An overview was given of different studies at-

tempting to improve the performance of a U-bend for
internal cooling channels. It was shown that all meth-
ods lead to shapes with similar features, in which
the curvature of the inner wall has been reduced to
limit the velocity gradient across the passage. When
heat transfer is introduced next to the pressure losses
as a second objective, several trade-off solutions can
be found. The physical process behind the conflict
between both objectives is due to the secondary flow
motion. To increase heat transfer, a stronger second-
ary flow motion is desired, which can be introduced
by a smaller curvature, however increasing the mix-
ing losses and hence increasing the pressure losses.

Comparison between the different optimization
methods demonstrates that the use of surrogate mod-
els can drastically reduce the required number of
CFD evaluations from 4000 to 100 only. Compar-
ing further the surrogate model assisted EA with the
gradient based optimization, it was found that similar
shapes were obtained despite the fact that the gradi-
ent based method departed from a separated initial

design. It is often believed that engineering problems
facing separation represent a multimodal character,
for which gradient based optimization algorithms can
get trapped in local optima. In the present study
however, results indicate that no such problems were
present and seem to further feed the discussion as to
which many engineering problems are unimodal of
nature although easily thought multimodal

Finally, an experimental validation has proven
the effectiveness of the optimization approach. In
terms of global performance, the numerical predicted
reduction in pressure losses was confirmed within
measurement accuracy. Detailed PIV measurements
however reveal a small separation which was not cap-
tured by CFD. It demonstrates that still further im-
provement should be possible, however beyond the
capability of RANS approaches with their restriction
on turbulence modeling.
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ABSTRACT
This paper deals with Computational Fluid Dy-

namics (CFD)-based shape optimization methods ap-
plied to gas and hydraulic turbomachines. In spe-
cific, two major optimization strategies, developed
by the same group, are discussed: gradient–based
methods (GBMs) supported by the continuous ad-
joint approach and metamodel–assisted evolutionary
algorithms (MAEAs).

Regarding GBMs, the continuous adjoint
method for the aero/hydrodynamic design of
turbomachinery bladings is discussed. Full dif-
ferentiation of turbulence models is considered.
Recent developments allowing the computation
of accurate sensitivity derivatives are presented in
brief. Then, the continuous adjoint method is used
for the shape optimization of two Francis turbine
blades. The adjoint method for the optimization
of thermal turbomachinery bladings, by taking into
account conjugate heat transfer (CHT) effects, is
also discussed.

Regarding MAEAs, emphasis is laid on the ways
used to reduce the overall CPU cost of a CFD-
based optimization. In particular, the efficient use
of on–line trained surrogate evaluation models (or
metamodels), the use of asynchronous search on
multiprocessor platforms and the use of Principal
Component Analysis (PCA) as remedies to the curse
of dimensionality problem are discussed. MAEAs
are demonstrated in the aero/hydrodynamic shape
optimization of turbomachinery bladings.

Keywords: Computational Fluid Dynamics,
Continuous Adjoint Method, Gradient–based
methods, Metamodel Assisted Evolutionary Al-
gorithms, Thermal and Hydraulic Turboma-
chines

NOMENCLATURE
F [varies] objective function

T [K] temperature
Ta [F-related] adjoint temperature
b [varies] design variables
u [F-related] adjoint velocity
v [m/s] absolute velocity
w [m/s] relative velocity
p [m2/s2] static pressure divided by

density
q [F-related] adjoint pressure
λ [-] offsprings
µ [-] parents
ν [m2/s] bulk viscosity
νt [m2/s] turbulent viscosity
ν̃a [F-related] adjoint turbulence model vari-

able
ν̃ [m2/s] Spalart–Allmaras model vari-

able

1. INTRODUCTION
During the last years, the cost benefits resulting

from using CFD has given rise to an intense aca-
demic and industrial interest in the use of computa-
tional methods for the design/optimization of thermal
and hydraulic turbomachines.

CFD–based optimization methods can be classi-
fied into deterministic and stochastic ones, accord-
ing to the strategy used to compute the optimal set of
design variables. Deterministic algorithms start with
a given geometry and improve it iteratively based on
the computed or approximated gradient of the ob-
jective function with respect to (w.r.t.) the design
variables. Depending on the initialization, it is not
unlikely for a GBM to be trapped into a local op-
timum. In such a case, the designer will get an optim-
ized rather than an optimal solution. Though global
optimal solutions are always the target, in practice
local optima are highly welcome. The efficiency of
GBMs greatly depends on the method used to com-
pute the necessary gradient. In this respect, the ad-
joint method [1] has been receiving a lot of attention,
since the cost of computing the gradient is, practic-
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ally, independent from the number of the design vari-
ables. This makes the method an excellent choice for
large scale industrial optimization problems. In this
paper, recent advances in computing accurate sens-
itivity derivatives for turbulent flows using the con-
tinuous adjoint variant are discussed, [2]. In addition,
a short discussion about adjoint methods for CHT ap-
plications is presented followed by industrial applic-
ations.

Evolutionary algorithms (EAs) are the most pop-
ular representative of stochastic population–based
search methods. In EAs, entrapment to local minima
is highly unlikely, unless the search is stopped early
enough, since almost the entire design space can be
explored. EAs are extremely flexible since the evolu-
tion operators do not interfere with the flow solver;
so, in CFD–based optimization, no access to the
source CFD code is required (black–box evaluation
software). Furthermore, EAs can compute Pareto
fronts of non-dominated solutions in multi–objective
optimization (MOO) problems, with a single run. On
the other hand, a great number of candidate solutions
must be evaluated before reaching the optimal one(s),
leading to a high optimization turnaround time, es-
pecially when the evaluation software is costly (such
as in CFD applications). In addition, the number of
evaluations required increases with the number of the
design variables (curse of dimensionality). A num-
ber of remedies have been proposed in the literat-
ure to tackle the aforementioned two weaknesses of
EAs. Among them is the use Metamodel–Assisted
EAs (MAEAs), asynchronous search, performed on
a cluster of many processors, and the use Principal
Component Analysis (PCA) to identify correlations
between the design variables, [3, 4, 5]. Industrial ap-
plications using the above techniques are presented.

2. ADJOINT METHODS
In this section, the formulation of the continu-

ous adjoint PDEs, their boundary conditions and
the sensitivity derivatives (gradient) expression are
presented in brief. The development is based on the
incompressible Navier-Stokes equations for a non-
inertial Single Rotating Frame (SRF), though their
extension to inertial reference systems, [2], exists
too. The development for incompressible flows is
based on OpenFOAM c©. However, the same tools
have been programmed also for compressible flows,
[6], on an in–house CDF code, running on GPUs, [7].

2.1. Flow Equations
The mean flow equations together with the

Spalart–Allmaras turbulence model PDE, [8], com-
prise the flow or primal system of equations that
reads

Rp =−
∂wi

∂xi
=0 (1a)

Rw
i =w j

∂wi

∂x j
+
∂p
∂xi
−
∂τi j

∂x j
+2ei jkΩ jwk︸     ︷︷     ︸

CR

+ei jkΩ jeklmΩlxm =0 (1b)
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∂x j

−
∂

∂x j

[(
ν+

ν̃

σ

)
∂̃ν
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σ

(
∂̃ν

∂x j

)2

−ν̃P (̃ν,∆)+ν̃D (̃ν,∆)=0 (1c)

where wi,Ω j, xm are the components of the relative
velocity vector, rotational speed vector and position
vector, respectively. The absolute (vi) and relative
(wi) velocities are related through vi = wi +ei jkΩ jxk.
Also, p is the static pressure divided by the constant

density, τi j = (ν + νt)
(
∂wi
∂x j

+
∂w j

∂xi

)
are the components

of the stress tensor, ν and νt the bulk and turbulent
viscosity, respectively, ν̃ the Spalart–Allmaras model
variable and ∆ the distance from the wall boundar-
ies. Details about the turbulence model constants and
source terms can be found in [8].

2.2. General Objective Function
Let F be the objective function to be minimized

by computing the optimal values of the design vari-
ables bn, n ∈ [1,N]. A general expression for an ob-
jective function defined on (parts of) the boundary S
of the computational domain Ω is given by

F =

∫
S

FS i nidS (2)

where n is the outward normal unit vector.
Differentiating Eq. 2 w.r.t. to bn and applying the

chain rule yields

δF
δbn
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∂FS i

∂wk
ni
∂wk

∂bn
dS +

∫
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∂FS i
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ni
∂p
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dS

+

∫
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∂FS i

∂τk j
ni
∂τk j

∂bn
dS +

∫
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∂FS i

∂̃ν
ni
∂̃ν
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dS

+

∫
S

ni
∂FS i

∂xk

δxk

δbn
nkdS +

∫
S

FS i

δ(nidS )
δbn

(3)

where δΦ/δbn is the total (or material) derivative of
any quantity Φ while ∂Φ/∂bn is its partial derivative.
Operators δ()/δbn and ∂()/∂bn are related by

δΦ

δbn
=
∂Φ

∂bn
+
∂Φ

∂xk

δxk

δbn
(4)

Computing the variation of the flow variables on the
r.h.s. of Eq. 3, either through Direct Differentiation
(DD) or Finite Differences (FD) would require at
least N Equivalent Flow Solutions (EFS, i.e. as if
the flow equations were solved instead). To avoid
this computational cost that scales with N, the adjoint
method is used, as presented in the next subsection.

2.3. Continuous Adjoint Formulation
Starting point of the continuous adjoint formula-

tion is the introduction of the augmented function

Faug = F+

∫
Ω

uiRw
i dΩ+

∫
Ω

qRpdΩ+

∫
Ω

ν̃aRν̃dΩ

(5)

where ui are the components of the adjoint to the re-
lative velocity vector, q is the adjoint pressure and
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ν̃a is the adjoint turbulence model variable, respect-
ively. Dropping the last integral on the r.h.s. of
Eq. 5 would result to the so-called “frozen turbu-
lence” assumption which neglects the differentiation
of the turbulence model PDE(s). This assumption
leads to reduced gradient accuracy, possibly even to
wrong sensitivity signs, [9]. To avoid the “frozen
turbulence” assumption implications, the Spalart–
Allmaras model PDE has been differentiated, see [9].
A review on continuous adjoint methods for turbulent
flows can be found in [2].

The differentiation of Eq. 5, based on the Leibniz
theorem, yields

δFaug

δbn
=
δF
δbn

+

∫
Ω

ui
∂Rw

i

∂bn
dΩ+

∫
Ω

q
∂Rp

∂bn
dΩ

+

∫
Ω

Rν̃ ∂Rν̃a

∂bn
dΩ+

∫
S W

(uiRw
i +qRp+ν̃aRν̃)nk

δxk

δbn
dS

(6)

Then, the derivatives of the flow residuals in the
volume integrals on the r.h.s. of Eq. 6 are developed
by differentiating Eqs. 1 and applying the Green-
Gauss theorem, where necessary. Indicatively, the
development of the CR (Coriolis) term variation
yields∫

Ω

ui
∂CR,i

∂bn
dΩ=−

∫
Ω

2ei jkΩ juk
∂wi

∂bn
dΩ (7)

contributing an extra term to the adjoint momentum
equations. The development of the remaining terms
can be found in [9], [10] and [2].

In order to obtain a gradient expression which
does not depend on the partial derivatives of the flow
variables w.r.t. bn, their multipliers in (the developed
form of) Eq. 6 are set to zero, giving rise to the field
adjoint equations

Rq =−
∂u j

∂x j
=0 (8a)

Rw
i =u j

∂w j

∂xi
−
∂(w jui)
∂x j

−
∂τa

i j

∂x j
+
∂q
∂xi

−2ei jkΩ juk︸     ︷︷     ︸
CRa

+ν̃a
∂̃ν

∂xi
−
∂

∂xl

(
ν̃aν̃
CY

Y
em jk

∂wk

∂x j
emli

)
=0

(8b)

Rν̃a =−
∂(w jν̃a)
∂x j

−
∂

∂x j

[(
ν+

ν̃

σ

)
∂ν̃a

∂x j

]
+

1
σ

∂ν̃a

∂x j

∂̃ν

∂x j

+2
cb2

σ

∂

∂x j

(̃
νa
∂̃ν

∂x j

)
+ν̃aν̃Cν̃+

∂νt

∂̃ν

∂ui

∂x j

(
∂wi

∂x j
+
∂w j

∂xi

)
+(−P+D) ν̃a =0 (8c)

where τa
i j = (ν + νt)

(
∂ui
∂x j

+
∂u j

∂xi

)
are the components of

adjoint stress tensor. The term marked as CRa results
from the differentiation of CR and can be seen as the
adjoint Coriolis acceleration. Eq. 8c is the adjoint
turbulence model equation, from which the adjoint
turbulence model variable ν̃a is computed.

The adjoint boundary conditions are derived by

treating the flow variations in the boundary integrals
(of the developed form of) Eq. 6, [9, 2]. Indicatively,
at the inlet (S I) and wall (S W ) boundaries, the fol-
lowing conditions are imposed

u jn j =u〈n〉=−
∂FS I−W,i

∂p
ni (9a)

u jtI
j =uI

〈t〉=
∂FS I−W,k

∂τi j
nktI

i n j+
∂FS I−W,k

∂τi j
nktI

jni (9b)

u jtII
j =uII

〈t〉=
∂FS I−W,k

∂τi j
nktII

i n j+
∂FS I−W,k

∂τi j
nktII

j ni (9c)

where S I−W stands for either S I or S W , depending on
the boundary under consideration. In what follows,
tI is the unit tangent vector parallel to the velocity
at the first cell centre off the boundary and the com-
ponents of the second target vector tII are given by
tII
i = ei jkn jtI

k, where ei jk is the Levi-Civita symbol.
The outlet (S O) conditions for the adjoint problem
and boundary conditions for the ν̃a field can be found
in [9, 2].

In industrial applications, the wall function tech-
nique is used routinely in analysis and design. When
the design is based on the adjoint method, consider-
ing the adjoint to the wall function model becomes
necessary. The continuous adjoint method in optim-
ization problems, governed by the RANS turbulence
models with wall functions, was initially presented
in [11], where the adjoint wall function technique
was introduced for the k − ε model and a vertex–
centered finite volume method. The proposed formu-
lation led to a new concept: the “adjoint law of the
wall”. This bridges the gap between the solid wall
and the first node off the wall during the solution of
the adjoint equations. The adjoint wall function tech-
nique has been extended to flow solvers based on
cell-centered finite-volume schemes, for the k − ω,
[12], and Spalart–Allmaras , [2], models.

After satisfying the adjoint PDEs and their
boundary conditions, the remaining terms in Eq. 6
yield the sensitivity derivatives

δF
δbn

=−

∫
S W

[
τa

i jn j−qni+
∂FS W,k

∂wi
nk

]
∂wi

∂xk

δxk

δbn
dS

+

∫
S W

ni
∂FS W,i

∂xk

δxk

δbn
dS +

∫
S W

FS W,i

δ(nidS )
δbn

−

∫
S W

[(
ν+

ν̃

σ

)
∂ν̃a

∂x j
n j+

∂FS k

∂̃ν
nk

]
∂̃ν

∂xk

δxk

δbn
dS

+

∫
S W

(uiRw
i + qRp + ν̃aRν̃)

δxk

δbn
nkdS

−

∫
S W

(
−u〈n〉+

∂FS Wp ,k

∂τlm
nknlnm

)
TS1dS

−

∫
S W

∂FS Wp ,k

∂τlm
nktI

l t
I
mTS2dS

−

∫
S W

(
∂FS Wp ,k

∂τlm
nk(tII

l tI
m + tI

l t
II
m)

)
TS3dS
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−

∫
S W

∂FS Wp ,k

∂τlm
nktII

l tII
mTS4dS (10)

where TS1 to TS4 can be found in [2].

2.4. Differentiation of Turbulence Models:
A Convincing Example

In the application of this section, the gain from
overcoming the “frozen turbulence” assumption is
discussed. In Figure 1, the sensitivity derivatives of
the total pressure losses objective function,

Fpt =−

∫
S I,O

(
p +

1
2

v2
k

)
vinidS

w.r.t. the coordinates of Bézier–Bernstein control
points parameterizing a compressor cascade airfoil
are illustrated. Here, the low-Re variant of the
Spalart–Allmaras model is used. It can be seen that
the “frozen turbulence” assumption leads to quite
wrong sensitivities while the adjoint approach that
takes into consideration the differentiation of the tur-
bulence model reproduces the outcome of the ref-
erence method (FD). More on the gain in accuracy

-100

-50

 0

 50

 100

 150

 200

 30  35  40  45  50

d
F

/d
b

design variable (b)

turbulent adjoint
frozen turbulence
FD

Figure 1. Shape optimization of a compressor cas-
cade with Re = 3.3× 105. Sensitivity derivatives of
the total pressure losses function F w.r.t. the co-
ordinates of the Bézier–Bernstein control points
parameterizing the suction (first half) and pres-
sure (last half of the horizontal axis) airfoil sides.

from using the adjoint law of the wall when the flow
simulation employs wall functions can be found in
[2].

2.5. Continuous Adjoint for Conjugate
Heat Transfer Analysis

This section discusses some points of the math-
ematical development and implementation of the
continuous adjoint method to CHT applications.
CHT comprises the concurrent solution of the mean
flow and energy equations over the fluid domain and
the energy equation over an adjacent solid domain.
The fluid and solid domains communicate through
the Fluid/Solid Interface (FSI). The conditions im-
posed along the FSI boundary, Figure 2, are (index
F stands for fluid-related quantities and S for solid-

related ones)

QS =−QF ⇒ kS ∂T S

∂n

∣∣∣∣∣∣
FS IS

= −kF ∂T F

∂n

∣∣∣∣∣∣
FS IF

(11a)

T S =T F =T FS I (11b)

where Q is the heat-flux and kF=ae f f cp is the thermal
conductivity. Eq. 11a expresses the equality of heat
fluxes along the FSI while Eq. 11b states that the tem-
perature at the coinciding nodes of the solid and fluid
meshes is the same.

FSIF

FSIS

F

S

FI

SI

FLUI
D

SOLI
D

Figure 2. The fluid(F)/solid(S ) interface. Faces
F and S coincide. FI and S I are the centres of
the first cells off the fluid and solid boundaries,
respectively.

In the application examined, the optimization
aims at minimizing the maximum temperature inside
an internally cooled turbine cascade, Figure 3. Since
such a min./max. objective can not be differentiated,
a differentiable surrogate should be used. It is pro-
posed to use a sigmoid function

FT =

∫
ΩS

fsigdΩ∫
ΩS

dΩ
, fsig =1 −

1
1 + ek2(T−Tc)+k1 (12)

where ΩS is the volume of the solid domain, Tc is a
critical (high) temperature threshold and Ts <Tc is a
safety threshold to be defined by the designer. Con-
stants k1 and k2 take on values that lead to fsig(Ts)=ε
and fsig(Tc) = 1 − ε, where ε is a user–defined infin-
itesimal positive number.

Figure 3. Temperature distribution inside an
internally cooled turbine blade. The fluid (not
shown in the figure) and solid domains are
coupled based on the boundary conditions presen-
ted in Eqs. 11, while heat exchange between the
solid domain and the cooling passages is simu-
lated using a 1D heat exchange equation.
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The augmented objective function for CHT op-
timization problems is written as

Faug = F+

∫
ΩF

uiRw
i dΩ+

∫
ΩF

qRpdΩ+

∫
ΩF

ν̃aRν̃dΩ

+

∫
ΩF

T F
a RT F

dΩ+

∫
ΩS

T S
a RT S

dΩ (13)

where RT F
,RT S

are the energy equation PDEs over
the fluid and solid domains, respectively, and T F

a ,T
S
a

are the corresponding adjoint temperatures. Follow-
ing a process similar to that described in sections 2.2
to 2.4, the field adjoint equations, adjoint boundary
conditions and sensitivity derivatives expression can
be derived. In the interest of space, these are omit-
ted herein. However, it is interesting to note that
the adjoint boundary conditions at the FSI are of the
same type as the primal conditions. Eq. 11. They in-
clude the conservation of the adjoint heat flux at the
FSI and the same adjoint temperature values for both
sides of the FSI. This remark holds only for object-
ive functions which do not include the temperature
values along the FSI.

The continuous adjoint approach to CHT prob-
lems was utilized to support a gradient-based al-
gorithm to minimize FT with Ts = 515 K and Tc =

525 K for the geometry presented in Figure 3; the
turbine blade airfoil is parameterized using NURBS
control points and the cooling holes are at fixed po-
sitions. The highest deformation is located close to
the trailing edge, Figure 4, decreasing the maximum
blade temperature by more than 2 K.

Figure 4. Shape optimization of an internally
cooled turbine blade, targeting the minimization
of the maximum temperature over the solid. Tem-
perature distributions in a blow-up view close to
the trailing edge of the initial (left) and optimized
(right) geometries.

2.6. Turbomachinery Applications of
Adjoint-based Optimization

Two industrial applications are presented in this
section. The first one is concerned with the shape
optimization of a Francis turbine runner in order to
suppress cavitation, i.e. maximizing the minimum
pressure on the blade surface. Following the same
line of reasoning for differentiating a max./min prob-
lem as the one presented in section 2.5, a sigmoid
function similar to Eq. 12 is used, by defining a cavit-
ation threshold pc and a safety threshold ps. No

shape parameterization was used. Instead, the nor-
mal displacements of the blade wall nodes acted as
the design variables, after appropriately smoothing
the computed sensitivity derivatives. The pressure
distributions over the initial and optimized bladings
are presented in Figure 5.

The second application deals with the multi-
point design of a different Francis runner targeting
the maximization of the weighted sum of the efficien-
cies at three operating points, ranging from 40% to
100% of the nominal mass flow rate Qnom

F = 0.6FQ100 + 0.25FQ71.5 + 0.15FQ40 (14)

Blade shapes resulting after 8 optimization cycles of
the multi-point as well as the three (separate) single-
point optimizations (for the three mass flow rates) are
depicted in Figure 6. The multi-point optimization
deforms the blade in the same direction as the single-
point optimization for the nominal flow rate, since
this point has the highest weight in Eq. 14. The other
two single-point optimizations for Q = 0.715Qnom
and Q = 0.40Qnom deform the blade in the opposite
direction. This clearly reveals the contradictory tar-
gets in multi-point optimization.

Figure 5. Optimization of a Francis runner blade
targeting cavitation suppression. Top: pressure
distribution over the initial blading; white isolines
encircle the cavitated areas. Bottom: pressure dis-
tribution over the optimized blading.

3. OPTIMIZATION METHODS BASED
ON EAS

Regarding EAs, emphasis is laid on ways to re-
duce the optimization turnaround time in large–scale
applications. The most frequently used technique is
the use of surrogate evaluation models (metamod-
els) giving rise to MAEAs. Either EAs or MAEAS
can further be enhanced by the Principal Component
Analysis (PCA) technique aiming at efficiently hand-
ling problems involving a great number of design
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Figure 6. Multi-point optimization of a Francis
runner Blades as seen from the trailing edge (left)
and a blow–up view close to the shroud (right).
The initial blade is depicted in grey, the result of
the multi-point optimization in red, while the res-
ults of single-point optimizations at the three op-
erating points are shown in green (Q = Qnom), yel-
low (Q=0.715Qnom) and magenta (Q=0.4Qnom).

variables. Over and above to MAEAs (with or
without PCA), the concurrent evaluation of the off-
spring of each generation on the available processors
of a multi-processor system may further reduce the
optimization turnaround time. Asynchronous EAs
(AEAs), remove the synchronization barrier at the
end of each generation, and fully exploit all the avail-
able computational resources. All these techniques
are incorporated in the general purpose optimiza-
tion platform EASY (Evolutionary Algorithm SYs-
tem, http://velos0.ltt.mech.ntua.gr/EASY) developed
by the authors’ group.

On–line trained metamodels (radial basis func-
tion/RBF networks) for each candidate solution are
used according to the Inexact Pre-Evaluation (IPE)
technique, [3]. The first few generations are car-
ried out as a conventional EA (with µ parents and λ
offspring) and the MAEA starts once a user–defined
number of entries have been stored in the database
(DB) of already evaluated individuals. During the
IPE phase all population members are pre–evaluated
on the surrogate models trained on–the–fly. This
training is carried out on the neighboring (in the
design space) individuals in the DB. Then, based on
the outcome of the pre–evaluations on the metamod-
els, a small number of the most promising members
(λIPE <<λ) are re–evaluated on the CFD model.

Metamodels can be also employed in AEAs
(AMAEAs), after appropriately adapting the IPE
scheme, [4], since the notion of generation does not
exist anymore. Once an evaluation is completed and
the corresponding processor is idle, a new individual
is generated (using the evolution operators) and as-
signed to this processor. When the IPE is activated
on an instantaneously idle processor, instead of gen-
erating a single individual, a small number (NIPE)
trial ones are generated. For each one of them, a
local metamodel is trained and its objective function

value is approximated. The best (according to the
metamodel) among the NIPE individuals is, then, re–
evaluated on the exact model. An example of the
gain in the optimization turnaround time by using
AMAEA instead of MAEA, is shown in 7. This
is concerned with the design of a peripheral com-
pressor cascade for minimum viscous losses, where
AMAEA and MAEA were allowed to perform up
to 12 concurrent evaluations on a many–GPUs plat-
form. The IPE was activated after 80 entries were
gathered in the DB and λIPE = 8 members were re–
evaluated on the exact tool for the MAEA. For the
AMAEA, NIPE =8 trial members were generated be-
fore selecting the one to be re–evaluated on the idle
processor.

 0.22

 0.225
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 0.235

 0.24

 0.245

 0.25

 0.255

 0.26

 0  50  100  150  200  250
ΔP

tR
Computational cost units

MAEA
AMAEA

Figure 7. Optimization of a peripheral com-
pressor cascade for minimum viscous losses.
Top: Comparison of the convergence histories
of MAEA and AMAEA. AMAEA outperforms
MAEA which is known to perform much better
than a conventional EA. Bottom: Pressure distri-
bution on the optimal geometry.

EAs or MAEAs (along with their asynchron-
ous variants), when applied to engineering optimiz-
ation problems with a great number of design vari-
ables, suffer from the co–called “curse of dimen-
sionality”. A remedy to this problem is to pro-
cess the elite set in each generation, using PCA and,
based on the so acquired information to: (a) better
guide the application of the evolution operators (to
be referred as EA(PCA)) and (b) reduce the num-
ber of sensory units during the metamodels training
(M(PCA)AEA), [5]. In (a), the design space is tem-
porarily aligned with the principal component direc-
tions and the crossover and mutation operators are
applied on the rotated individuals. This rotation ac-
cording to the principal directions leads to a problem
with as much as possible separable objective func-
tion, which is highly beneficial. In MAEAs, dur-
ing the metamodel (RBF network) training, PCA can
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be used to reduce the dimension of the metamod-
els built. The variances of the design variables are
used to identify the directions along which the elite
members are less or more scattered. In the developed
method, the RBF network sensory units correspond-
ing to the directions of the design space with high
variances are filtered out. Reducing the number of
input parameters in the metamodel increases the pre-
diction accuracy and accelerates the training process.
The simultaneous use of PCA for both purposes is
the so–called M(PCA)AEA(PCA).

An example of the use of PCA in both the
metamodels and the evolution operators is shown in
figure 8. This is concerned with the two–objective
constrained design of a Francis runner parameterized
using 372 design variables. The first objective ( f1)
is related to the “quality” of the velocity profile at
the runner outlet while the second one ( f2) to the
blade loading. This case is studied with both MAEA
and M(PCA)AEA(PCA) using a (µ, λ)=(20, 90) EA.
During the IPE phase, λIPE = 8 members of each
generation were re–evaluated on the CFD model.
For the MAEA, the IPE phase was activated after
600 entries were stored in the DB, while for the
M(PCA)AEA(PCA) only after 300 DB entries.
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 0.5

 0.55

 0.6
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f 2
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M(PCA)AEA(PCA)
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Figure 8. Two–objective design of a Francis
runner at three operating points for optimiz-
ing the outlet velocity profile (min f1) and the
blade loading (min f2). Top: Comparison of the
fronts of non–dominated solutions computed by
the MAEA and the M(PCA)AEA(PCA), at the
same CPU cost. Bottom: 3D view and pressure
field over the Francis runner, at the best efficiency
operating point corresponding to non–dominated
solution A.

4. USE OF EAS AND ADJOINT WITHIN
THE RBF4AERO PROJECT

The aforementioned optimization methods,
either stochastic (EAs) or gradient–based (adjoint)
ones, are used for external aerodynamic optimization

problems too. Some of these methods were appro-
priately adapted to fit the needs of the RBF4AERO,
EU funded, project http://www.rbf4aero.eu/. The
aim of the project is to develop the so–called
RBF4AERO Benchmark Technology, an assembly
of numerical (CFD, CSD solvers etc), morphing and
optimization tools, capable of handling aerodynamic
design/optimization problems. The morphing tool
used is based on RBF networks and allows for fast
morphing of the shapes to be optimized and the
surrounding computational mesh, [13]. The optim-
ization tool comprises both EAs and gradient–based
methods assisted by the continuous adjoint method.

One of the cases to be studied within
RBF4AERO is concerned with the minimization of
the drag coefficient of a small aircraft underwing
nacelle at two angles of attack, namely 0o and 8o.
The nacelle is designed for the altitude of 2000m,
with M∞ = 0.08 and Rec = 3×106 based on the wing
chord. The nacelle rotations around the y and z axes
and the nacelle nose scaling were the three design
variables used. Starting from a baseline geometry
(figure 9 top), for each candidate solution the nacelle
shape and the computational mesh was morphed
using the customized RBF–based morphing tool of
the RBF4AERO platform. The basic incompressible
flow solver of OpenFOAM c© (simpleFoam) was used
as the evaluation tool, using the Spalart–Allmaras
turbulence model.

In this paper, a (µ, λ)=(10, 30) MAEA was used
for the optimization. The MAEA is capable of locat-
ing the Pareto front of non–dominated solutions after
100 evaluations on the CFD tool (Figure 9 bottom).

The limited range of the CD values in the non–
dominated front is due to the fact that, in all elite
members, the two first design variables do not vary
significantly and only the third design variable (i.e.
the one related to the nose scaling) varies. This ob-
servation can be also backed-up by the magnitude of
the drag force sensitivities w.r.t. the three design vari-
ables, presented in table 1 and computed using the
continuous adjoint method.

b y rot. z rot. scaling
dF/db −1.9 × 10−4 −4.4 × 10−7 5.9 × 10−4

Table 1. Sensitivity derivatives w.r.t. the
three design variables parameterizing the nacelle
shape, at 8o farfield flow angle. It can be observed
that the nose scaling has the greatest impact on
the drag force value.

5. SUMMARY
This paper presented the use of either stochastic

or gradient–based optimization methods in shape op-
timization of thermal and hydraulic turbomachines.
Regarding continuous adjoint methods, some recent
advances in the computation of accurate sensitivities
were discussed and applied to industrial cases, lead-
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Figure 9. Two–objective optimization of an un-
derwing nacelle (an RBF4AERO test case). Top:
Baseline geometry. Bottom: Front of non–
dominated solutions resulted after 100 evalu-
ations on the exact/CFD model.

ing to the optimization of two Francis runners at a
very small CPU cost (20 and 8 optimization cycles
for each of the two cases). Regarding evolution-
ary algorithms, techniques involving surrogate evalu-
ation models, asychronous search on multi-processor
platforms and PCA have made the optimization of in-
dustrial cases with a great number of design variables
and objectives possible.
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ABSTRACT
Wind turbine design is an inherently multidiscip-

linary task typically aiming at reducing wind cost of
energy. In many cases the fulfillment of all design
specifications and constraints is still accomplished
using an iterative trial and error-based strategy. This
may hinder the exploration of the feasible design
space, lead to suboptimal solutions, and prevent the
assessment of new and promising configurations.
These shortfalls can be removed by using numer-
ical optimization to optimize in an automated fash-
ion wind turbine design. An additional challenge
to turbine design arises from sources of uncertainty
affecting wind turbine operation (e.g. wind variabil-
ity), manufacturing, assembly and control (e.g. finite
manufacturing tolerances and control system per-
turbations and faults), and the design process itself
(e.g. uncertain accuracy of design tools). By adopt-
ing uncertainty quantification and propagation meth-
ods in the automated design process, the determin-
istic optimization becomes a probabilistic or robust
design optimization process. This yields machines
whose performance has reduced sensitivity to the
abovesaid stochastic factors. The paper summarizes
recent research work by the author and his group
in the robust design optimization of horizontal axis
wind turbine rotors, and it highlights some crucial
areas of future research.

Keywords: wind turbine multidisciplinary
design, computational aerodynamics, robust op-
timization

NOMENCLATURE
CL [−] lift coefficient
N [rpm] rotational speed
Pe [kW] electrical power
U [m/s] wind speed
AEP [kWh] annual energy production
BM [kNm] bending moment
LCOE [$/kWh] levelized cost of energy
PDF [−] probability distribution func-

tion
r [m] radial position

x/c, y/c [−] airfoil coordinates nondimen-
sionalized by chord c

α [deg] angle of attack

1. INTRODUCTION
In recent years the exploitation of wind energy

for producing electricity has been rapidly growing
worldwide. This has been partly enabled by re-
cent design technology advances, which have made
possible substantial reductions of wind cost of en-
ergy (COE), one of the main metrics used to as-
sess the viability of energy sources. The most wide-
spread turbine type for heavy-duty on-shore and off-
shore installations is the horizontal axis wind tur-
bine (HAWT). HAWT design, which typically aims
at minimizing COE, is an inherently multidisciplin-
ary task requiring the achievement of design spe-
cifications and the fulfillment of conflicting con-
straints dictated by aerodynamics, material engineer-
ing, structure mechanics and aeroelasticity, control,
electrical and power engineering, and economic re-
quirements. The characteristics of HAWT rotors,
here intended as the set of turbine blades and the
conversion control system from wind to mechanical
power entering the drivetrain, play a major role in
the design of the entire turbine, as they determine
the steady and time-dependent structural loads on
drivetrain, tower and foundations, and also the elec-
trical power characteristics required for designing the
power electronics subsystems. The main blade char-
acteristics are their number, size, outer shape, in-
ternal geometry and material, while options available
for power control include a) passive stall regulation
for smaller HAWTs, and b) variable speed pitch-to-
feather control for multimegawatt turbines.

The design of the rotor [1] as well as that of the
entire turbine [2] is usually carried out using an iter-
ative trial and error-based strategy. In rotor design,
one starts by defining the outer blade shape, and this
is followed by the definition of the internal structure
which is modified in subsequent structural and aer-
oelastic analysis if found inadequate to withstand the
aerodynamic loads. The iterative process may also
yield the redefinition of the outer blade shape. One of
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the drawbacks of the manual iterative approach is the
likelihood of incomplete exploration of the feasible
design space, which may result in suboptimal solu-
tions and prevent the scrutiny of radically new, poten-
tially better configurations. A fully automated mul-
tidisciplinary design optimization (MDO) approach
based on numerical optimization can avoid these pit-
falls and yield substantial improvements of HAWT
configurations.

In the area of turbine design Fuglsang et al. [3]
developed a gradient-based HAWT MDO system to
minimize COE, and used it to optimize the turbine
design for site-dependent wind conditions. They
showed that optimized site-specific designs achieved
COE reductions of up to 15 % through annual en-
ergy production (AEP) increments and manufactur-
ing cost reductions. Maki et al. [4] optimized the
design of a 3-blade 1 MW HAWT using a multi-
level system design to minimize COE. Their optim-
ized configuration featured a reduction of about 29
% of COE, had higher rated rotational speed, lar-
ger diameter and lower rated power than the refer-
ence HAWT configuration. Their results also high-
lighted that COE had a minimum with respect to the
rotor diameter and the rated rotational speed, and in-
creased monotonically with the rated power. Ashuri
et al. [5] used a gradient based optimizer to optim-
ize the design of the National Renewable Energy
(NREL) 5 MW virtual HAWT [6], reporting a 2.3
% COE reduction.

HAWT design and operation are affected by sig-
nificant uncertainty caused by environmental, aero-
dynamic and engineering factors. Accounting for
stochastic factors in the design optimization pro-
cess yields a robust MDO (RMDO) process [7],
whereby the deterministic estimates of objective
functions and constraints are replaced by probabil-
istic estimates. Unlike deterministic designs, robust
designs feature reduced performance sensitivity to
stochastic variations of operation, control and en-
gineering factors. RMDO is computationally more
expensive than MDO because at each RMDO step
multiple analyses of the same nominal design are re-
quired for propagating uncertainty [8] in the mul-
tidisciplinary analysis system. The recent develop-
ment of numerically efficient uncertainty propaga-
tion methods [9] and the high performance of mod-
ern computers are making the computational burden
of RMDO affordable.

HAWT RMDO is a very recent but extremely
promising technology that can subsantially improve
HAWT design and on which only a few advanced
studies are available [10, 11, 12, 13] to date. This
paper presents the research work carried out in this
area by the author and his group. The options avail-
able for the modules of the multidisciplinary HAWT
rotor analysis system are discussed in Section 2. Sec-
tion 3 discusses the choice of methods for propagat-
ing uncertainty in the multidisciplinary analysis sys-
tem, defines the objectives and constraints of HAWT

rotor RMDO problem, and available approaches to
its solution. Two sample applications of HAWT
RMDO are presented in Section 4, while a summary
with ongoing and future research trends is provided
in Section 5.

2. MULTIDISCIPLINARY ANALYSIS
HAWT rotor MDO and RMDO rely on in-

tegrated multidisciplinary analysis (MDA) systems,
made up of interlinked modules. For given rotor
diameter and hub height, parameters defining the
outer shape of the blades and their internal struc-
ture, power regulation, and wind parameters from
cut-in to cut-out speeds, the MDA system returns
the output required for the design optimization, such
as AEP, COE, structural stresses and fatigue dam-
age. MDA systems typically include: a) paramet-
rized models of the blade outer and inner shapes, b)
an aerodynamic module to determine the rotor power
and the aerodynamic loads acting on the blades,
c) an aero-servo-elastic subsystem for determining
the aeroelastic characteristics of the rotor, and, in
some cases, also the effects of blade deformations on
power generation, d) a stress analysis module to de-
termine the design-driving stresses of the blades sub-
ject to aerodynamic, weight and centrifugal loads.

2.1. Geometry parametrization
Both the outer shape of the blades and their in-

ternal structure need to be defined by suitable para-
metric representations. The input variables on which
such parametrizations depend are the design vari-
ables.

As for the outer blade shape, most studies pub-
lished in the last two decades parametrize and vary
only the radial profiles of blade twist and airfoil
chords during the optimization (a few design vari-
ables are associated to chord and twist at some ra-
dial positions, and cubic splines are used to define
the complete radial profile of these two variables),
while the blade airfoils are left unaltered [14, 15].
The adopted airfoils are chosen from among custom
tailored HAWT or aircraft wing airfoil families for
which reasonably reliable (usually experimentally
measured) aerodynamic force data are available. As
highlighted by Fuglsang et al. [16] and further dis-
cussed below, the reason for not parametrizing (and
thus not designing) the blade airfoils within HAWT
rotor design optimization is the difficulty in com-
puting reliable estimates of abovesaid aerodynamic
forces for the feasible arbitrary airfoil shapes gener-
ated when enabling airfoil geometry variations dur-
ing the optimization. The same authors also recog-
nized that significant improvements in HAWT design
optimization can be achieved by enabling airfoil geo-
metry variations in the optimization. In the light of
the potential of new Computational Fluid Dynamics
(CFD) to accurately predict transitional and stalled
airfoil aerodynamics, new optimization studies start
incorporating airfoil design in the 3D rotor design
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optimization [17, 12, 18, 19].
The airfoil geometry parametrization is often

based on composite Bezier curves [12, 19], or even
PARSEC parametrizations [17]. The author’s group
have used a composite 4-Bezier curve parametriza-
tion [13], sketched in Fig. 1. The composite para-
metrization features 14 control points, but the design
variables are only 12 abscissas and ordinates of the
14 base points, since the remaining 16 abscissas are
determined by fixing the position of the leading and
trailing edges, and imposing suitable continuity con-
ditions at the junctions between the 4 component
curves.

Figure 1. HAWT rotor airfoil parametrization
based on composite Bezier curve.

The internal structure of HAWT blades typic-
ally consists of spar caps, spar webs and skin ele-
ments. Different levels of detail and approximation
have been used in HAWT design optimization. Some
studies model only the spar caps as they base the
structural design on the bending load withstood by
such components [14], whereas other studies model
the complete internal structure, and use a shell ele-
ment approach for calculating the stress field [20].
An important feature in HAWT rotor MDO is that
the structural model used for the stress and the aer-
oelastic analyses (the aim of the latter is to determine
deformations rather than stresses) are often different.
More specifically, the structural model of the stress
analysis often includes the 2D geometry of the blade
sections, whereas the model of the aeroelastic ana-
lysis usually consists only of the radial distribution
of section-averaged blade structural properties.

2.2. Aerodynamics
To compute the power generated by the rotor and

the aerodynamic loads acting on its blades, a compu-
tational aerodynamics module is required. In HAWT
rotor MDO and, even more, RMDO, computational
speed is a crucial requirement. The blade-element
momentum (BEM) theory [21] fulfills this require-
ment and is therefore widely used in wind turbine
design. The BEM model combines the conserva-
tion of linear and angular momentum and classical

lift and drag theory. Its main limitation is that the
reliability of its assumptions and engineering mod-
els are questionable in many realistic HAWT rotor
flows. Moreover BEM codes require knowledge of
the lift and drag coefficients of the blade airfoils.
Thus the accuracy of BEM analyses also depends on
the source type of airfoil force coefficients.

In the automated RMDO environment, many air-
foil geometries are scrutinized and their polars need
to be determined very rapidly. In most cases, the
viscous-inviscid panel code XFOIL [22] is used. In
this code, laminar-to-turbulent transition, an import-
ant feature in HAWT rotor aerodynamics, is modeled
with the eN method. XFOIL enables the rapid cal-
culation of the airfoil performance; the code, how-
ever, is known to usually overestimate the maximum
lift coefficient [23], and is not meant to be used for
reliable predictions of the force coefficients beyond
the stall inception point. The near stall predictions
of XFOIL appear to be particularly inaccurate for
thicker airfoils [24]. Improved near-stall force pre-
dictions could be obtained with the proprietary code
RFOIL, the variant of XFOIL developed at Delft
University [23], or even using transitional Navier-
Stokes (NS) CFD, which is reaching a level of ma-
turity enabling it to accurately predict airfoil aero-
dynamics well beyond the angle of attack (AoA) of
maximum lift [25]. At present, run-times of NS CFD,
even in 2D simulations, are still excessive for their
use in HAWT RMDO requiring hundreds or thou-
sands of rotor analyses, but new highly-efficient com-
puter processor architectures are enabling substantial
run-time reductions of NS CFD for wind turbine ana-
lysis and design [26]. This is expected to accelerate
the use of these technologies for wind turbine design.

In BEM models, the input 2D aerodynamic data
are also corrected to account for the complex 3D
flow physics of rotating blades, such as the Him-
melskampf effect or centrifugal pumping effect [27].
Based on empirically derived equations, models like
AERODAS [28] provide a method for calculating
stall and post-stall lift and drag characteristics of ro-
tating airfoils, using as input a limited amount of pre-
stall 2D aerodynamic data (e.g. zero-lift AoA, AoA
at maximum lift and drag, values of maximum lift
and drag coefficients, slope of the linear part of the
lift curve, and minimum drag coefficient). Other
emprical corrections used in BEM codes include:
a) Prandtl’s tip and hub loss corrections [21], b)
Glauert-type correction of the curve induction coef-
ficient/thrust coefficient to account for the turbulent
windmill state [29].

2.3. Aero-servo-elasticity and structural
mechanics

Another functionality set of HAWT rotor MDA
systems includes the determination of a) blade pitch
angle and rotor angular speed (for pitch- and speed-
regulated turbines), b) all time-dependent blade loads
and deflections, c) generated power, and d) structural
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stress for each wind regime. The module or col-
lection of interlinked modules implementing the first
three functionalities forms the aero-servo-elastic ana-
lysis subsystem. Several choices are possible for this
subsystem and the stress analysis module, depending
primarily on the level of detail of the adopted model.
The aero-servo-elastic subsystem used by the au-
thor’s group is based on the NREL code FAST [30].
For given steady or time-dependent wind conditions,
FAST models the aeroelastic behavior of the rotor
using a modal representation of the blade displace-
ments and velocities (the code can even model the
entire turbine, including drivetrain and tower). In
FAST, rotor aerodynamics is analyzed with AERO-
DYN [30], a library implementing the BEM theory.
For rotor analyses, the input of the code includes the
aerodynamic force coefficients required by AERO-
DYN to determine the aerodynamic loads, the mode-
shapes and the radial distribution of the structural
properties of the blades. The blade mode-shapes
are determined with BMODES [30], a finite element
code for calculating the mode-shapes of beams. For
HAWT blades, the input of BMODES includes the
radial profiles of the distributed structural and geo-
metric properties of the blades and the rotor speed.
The radial profile of blade structural properties used
by FAST is determined with CO-BLADE [31], a
structural analysis code custom-tailored for wind tur-
bine blades. The input of CO-BLADE includes the
detailed definition of the blade outer shape and in-
ternal structure. The latter includes the number and
the orientation of the plies making up the laminates
of spar caps, spar webs and skin. CO-BLADE also
determines the 3D stress field in the blades using
the aerodynamic loads of FAST/AERODYN, and the
loads associated with the weight and the centrifugal
forces of the blades. These stresses are required for
sizing all structural components of the blades. The
aero-servo-elastic and stress analysis framework de-
scribed herein is that used for the RMDO of the 5
MW HAWT discussed in section 4.

3. UNCERTAINTY PROPAGATION AND
HAWT RMDO

In HAWT RMDO, part of the design variables
(e.g. rotor geometry characteristics) and/or design
parameters (e.g. site- and time-dependent wind char-
acteristics) are stochastic. Thus the turbine per-
formance is no longer defined by deterministic but
rather by probabilistic metric estimates. A numer-
ical method for propagating the uncertainty affect-
ing the input data is thus required. The two essen-
tial prerequisites of uncertainty propagation methods
for RMDO are high execution speed and accuracy.
These two requirements are conflicting, and case-
dependent choices have to be made. When the un-
derlying MDA systems feature low-levels of nonlin-
earity, first or second order moment methods based
on truncated Taylor series [9] yield sufficiently ac-
curate estimates of the statistical moments of the out-

put of interest at low computational costs. For MDA
systems featuring strong nonlinearities, conversely,
computationally expensive Monte Carlo methods are
often the only route to accurate estimates of the out-
put functionals. The univariate reduced quadrature
(URQ) method [9] yields an acceptable compromise
between cost and accuracy.

The level and type of nonlinearity of the MDA
system may be such that mean and standard devi-
ation of the probability distribution function (PDF)
of the output are insufficient to characterize the out-
put PDF. This is illustrated in Fig. 2, taken from [11].
The two AEP PDFs of a small HAWT rotor refer to
feasible turbines. However, one rotor has a nearly
normal AEP PDF (left), whereas the other has a
strongly skewed AEP PDF (right). In this circum-
stance, knowledge of the mean and standard devi-
ation alone may lead to incorrect design choices, and
more complex representations of the output PDF in
the RMDO context should be used.

Figure 2. Encountered AEP [kWh] PDFs. Left:
quasi-normal output. Right: non-normal output.

The most widely used objective function in
HAWT and HAWT rotor MDO is the levelized cost
of energy (LCOE) [16, 5, 13]. This variable is the
ratio of the sum of all fixed (e.g. turbine and install-
ation) and variable (e.g. operation and maintenance
and land lease) costs, and the amount of energy gen-
erated over the turbine lifetime. All costs appearing
in the definition are net present values. An interest-
ing alternative to optimizing only LCOE is to optim-
ize concurrently both the cost of energy and the an-
nual energy production per unit area [14]. This for-
mulation is particularly interesting when performing
HAWT design optimization in the context of wind
farm planning.

Structural, aeroelastic and aeroacoustic con-
straints are used in HAWT rotor design. Wind tur-
bines must meet a large number of requirements for
certification, which are coded by the International
Electrotechnical Commission (IEC). Many recent
HAWT rotor MDO studies derive their constraints
from the IEC standards. Examples of structural and
aeroelastic contraints include: a) maximum stress
should not exceed material-dependent limits when
the rotor is exposed to strongest foreseen wind in 20
or 50 years (depending on turbine specifications), b)
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maximum blade tip deflection should result in reduc-
tion of the blade tip/tower clearance not larger than
specified values to avoid tower/blade interference,
c) all components should achieve the target life of
about 20 years despite all fatigue-inducing loads such
as wind turbulence and blade weight. Aeroacoustic
constraints often result in an upper limit for the ro-
tor speed and some geometry constraints on the outer
blade geometry.

Both gradient-based [16, 5, 19] and evolution-
based [14, 18] optimizers are used for HAWT MDO.
Gradient-based methods are faster but they have
more limited capabilities of exploring the feasible
design space. Evolution-based algorithms, con-
versely, require many more evaluations of the object-
ive functions, but they can determine global optima.
Moreover, they can also handle discontinuos func-
tions.

Moving from MDO to RMDO, each objective
function is estimated probabilistically. One simple
approach is to replace the deterministic value of the
output with its mean and standard deviation. Then
one has to optimize the mean (minimize LCOE,
maximize AEP), and minimize the standard devi-
ation. Possible approaches to solving the probab-
ilistic problem include a) solving a two-objective
optimization, b) solving a one-objective optimiz-
ation where a weighted sum of mean and stand-
ard deviation is optimized and c) solving a one-
objective optimization where the mean is optimized
and the standard deviation is a minimum inequal-
ity constraint. Using evolution-based optimizers in
HAWT RMDO can yield a large computational bur-
den because each probabilistic evaluation of a nom-
inal design can require several deterministic evalu-
ations and a very large number of nominal designs is
scrutinized. Making use of sufficient computational
resources and using uncertainty propagation meth-
ods requiring a small number of deterministic ana-
lyses for each probabilistic estimate, however, make
the use of evolution-based optimizers viable also for
HAWT rotor RMDO [11].

4. SAMPLE APPLICATIONS
4.1. AEP optimization of small HAWT rotor

The objective of this prototype HAWT rotor ro-
bust design optimization was to optimize the AEP
of a 3-blade 12.6 meter-diameter speed-regulated ro-
tor from cut-in to rated wind speed. The yearly
frequency distribution of the freestream wind velo-
city U is taken to be a Weibull PDF with scale para-
meter of 7 m/s and shape parameter of 2, resulting
in an average speed of 6.2 m/s. The blades feature
the NACA4413 airfoil along their entire length. The
effects of manufacturing and assembly errors are in-
cluded in the analysis by assuming normally distrib-
uted geometric uncertainty affecting the radial pro-
files of chord and twist. The objectives of the ro-
tor RMDO are to maximize the mean of AEP and
minimize its standard deviation. The blades’ nom-

inal geometry is defined by 13 geometric design vari-
ables, and 7 control variables correspond to the ro-
tor speeds for the considered wind speeds Ui = (5 +

i) m/s, i = 1, 7. A structural constraint on the max-
imum bending moment (BM) and an aeroacoustic
constraint limiting the maximum rotor speed are en-
forced, and XFOIL is used to determine required air-
foil data for WINSTRIP, an in-house BEM code. The
single-objective RMDO problem is formulated as a
2-objective deterministic problem requiring maxim-
ization of mean AEP and minimization of its stand-
ard deviation. URQ is used to propagate uncertainty,
and the 2-objective optimization is solved with a
2-stage multi-objective evolution-based optimization
strategy: a multi-objective Parzen-based estimation
of distribution (MOPED) algorithm yields an initial
estimate of the optimum solution, or the Pareto front
if multiple optima exist, and an inflationary differen-
tial evolution algorithm refines the MOPED estim-
ate [11].

To highlight the improvements achievable by us-
ing RMDO, the robust design is compared to the
solution of the corresponding deterministic design
optimization, which ignores uncertainty. The de-
terministically optimum rotor has nominal AEP of
96, 20 kWh, AEP expectation µAEP = 89, 97 kWh.
and AEP standard deviation σAEP = 4, 99 kWh. The
probabilistically optimum rotor has nominal AEP
of 95, 00 kWh, µAEP = 91, 62 kWh and σAEP =

2, 78 kWh. Thus, σAEP of the robust design is more
than 44 % lower than that of the deterministic design.
For both rotors, the left subplot of Fig. 3 compares
the nominal and mean estimates of the amount of
AEP accounted for by each wind speed U. Both
mean curves also report error bars of size ±σAEP.
The deterministic optimum has better nominal AEP
curve, but worse mean AEP curve than the robust op-
timum. More importantly, the σAEP values of the de-
terministically optimal rotor are significantly higher
than those of the probabilistically optimal rotor. The
right subplot of Fig. 3 refers to the root bending mo-
ment of the two rotors, and highlights that the root
BM standard deviation of the probabilistic optimum
is lower than that of the deterministic optimum for
all considered speeds.

As reported in [11], the power curves of the two
optima do not differ significantly. This is because
the robust optimum has lower rotational speeds but
higher loading at nearly all radii and wind speeds,
due to its lower blade twist and its lower rotational
speed. The power loss due to lower rotational speeds
compensates the power enhancement due to higher
loading. Thus, the AoA α over most of the blade
is higher for the probabilistic than for the determin-
itic design. More specifically, for the probabilistic
design, AoA is in a region where the slope of the
lift-AoA curve is shallower than for the deterministic
design. Consequently, variations of AoA due to pitch
errors results in smaller variations of the lift coeffi-
cient, the power and the generated energy of the ro-
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Figure 3. Performance of deterministic and ro-
bust small rotor designs. Left: proportion of AEP
at each wind speed U [m/s]. Right: blade root
bending moment [kNm] against U.

bust design. This mechanism is highlighted by the
mean and standard deviation of AoA and lift coeffi-
cient CL of the two rotors reported in Fig. 4.

Figure 4. Performance of deterministic and ro-
bust small rotor designs at U = 12 m/s. Left: AoA
α [deg] against radius r [m]. Right: CL against r.

4.2. COE optimization of 5 MW HAWT rotor
This study aimed at probabilistically minimizing

the LCOE of the NREL 3-blade 5 MW 126 meter-
diameter speed- and pitch-controlled turbine [6]. The
uncertainty is due to the variability of the mean wind
speed, arising either because the turbine is installed
at sites with wind characteristics different from the
design specification, or because of the long-term
wind variability at a given site due to environmental
factors such as climate change. The yearly frequency
distribution of the wind velocity U at the hub height
is taken to be a Weibull PDF with shape parameter
of 2 and average speed varying between 7 and 13
m/s according to the uniform distribution. Com-
posite Bezier curves are used to parametrize the air-
foil geometry, and cubic splines are used to paramet-
rize the radial distributions of blade pitch and chord.
The considered 48 design variables are: 46 geomet-
ric parameters defining the blade outer shape, the tip
speed ratio in the region between cut-in and rated
wind speeds, and one scaling factor defining the rel-
ative thickness of all parts of the blade internal struc-
ture with respect to a reference structural design.

Structural constraints on ultimate loads, fatigue
damage, buckling and maximum tip deflections are
enforced. The aero-servo-elastic and stress ana-
lyses are performed using FAST, BMODES, and
CO-BLADE, and the aerodynamic loads are determ-
ined with AERODYN using the force coefficients
of XFOIL and AERODAS. The RMDO problem is
solved by minimizing a weighted sum of mean and
standard deviation of LCOE using the pattern search
optimizer of MATLAB [13], a non-evolutionary
deritative-free global search method. For each nom-
inal design, mean and standard deviation of LCOE
are computed using the analytical definitions of these
two variables, and calculating the required integrals
of LCOE over the given mean wind speed range.

The mean LCOE of the robust optimum is found
to be about 6 % lower than that of the baseline tur-
bine, and the LCOE standard deviation of the robust
optimum is about 15 % lower than of the baseline.
These improvements are achieved mostly through
mass reduction and power curve enhancements of the
robust optimum. The outer blade shape of the robust
and baseline turbines differs significantly, as partly
highlighted by the three subplots of Fig. 5, which
compare the root, midspan and tip airfoils of the two
turbines.

The left and right subplots of Fig. 6 report re-
spectively the rotor speed and the electric power of
the two turbines against the wind speed. One notes
that the power extracted by the robust HAWT is
higher than that of the reference turbine from cut-in
to rated wind speed. It is also observed that the rota-
tional speed of the robust turbine in this wind speed
range is higher than for the reference turbine.

5. CONCLUSIONS
Numerous and significant sources of uncertainty

in wind energy engineering demand the use of prob-
abilistic design approaches, since a probabilistic
definition of the producible wind energy is likely to
better inform decision-making at scientific and gov-
ernmental levels. This paper presented a brief de-
scription of the technologies used in HAWT rotor
RMDO and the work performed by the author and
his group in this area.

Important environmental uncertainty sources in-
clude the time- and space-variability of wind char-
acteristics due to the vertical shear and the ther-
modynamic state of the atmospheric boundary layer
(ABL) [32]. As an example, it was recently shown
that omitting the effects of humidity fluxes in mar-
ine ABL thermodynamic state analyses can result in
overpredicting by up to 4 % the mean wind speed
at 150 meters, the hub height of several new large
off-shore HAWTs [33]. The extent of these phenom-
ena is expected to be strongly site-dependent, and
such uncertainty ought to be accounted for in HAWT
design.

Uncertain aerodynamic factors include the pre-
diction of laminar-to-turbulent transition, near and
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Figure 5. Comparison of airfoils of robust and
conventional designs of 5 MW HAWT rotor.

Figure 6. Regulation and power curve of robust
and conventional designs of 5 MW HAWT rotor.
Left: rotor speed N [rpm] against U. Right: elec-
trical power Pe [kW] against U.

post-stall characteristics. Contributing factors to this
uncertainty include the blade roughness levels vary-
ing during operation due to contamination, accre-
tions and wear, and the turbulence intensity, but also
the use of rapid but insufficiently accurate compu-
tational aerodynamics tools in HAWT design. Ad-
vances in this area, aimed at a) improving the predic-
tion of the impact of transition and 3D flow effects
on blade loads, and b) massively reducing the cost

of the computational technologies needed to accom-
plish this are required.

Additional uncertainty to be considered in
HAWT RMDO is that caused by input perturbations
of the control system, such as inaccurate wind speed
measurements, as well as insufficient accuracy of the
HAWT models used to design the controller.
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ABSTRACT 

We briefly describe the SPH (Smoothed 

Particle Hydrodynamics) Lagrangian numerical 

method for fluid modelling, using recent 

improvements proposed for boundary conditions. 

We explain the differences between the WCSPH 

(Weakly Compressible SPH) and ISPH 

(Incompressible SPH) variants. Validations prove 

that SPH performs as well as Finite Volumes in 

simple test cases. Applications are shortly presented 

in real hydraulic waterworks, like dam spillways, 

fish passes, etc. 

Keywords: SPH, Lagrangian methods, particles, 

CFD, waterworks 

NOMENCLATURE 

Da  [m–1]  discrete divergence operator  

Ga  [m–1]  discrete gradient operator  

La  [m–2]  discrete Laplacian operator  

V  [md]  volume  

a, b  [-]  particle labels  

c0  [ms–1]  speed of sound  

g  [ms–2]  gravity  

h  [m]  smoothing length  

m  [kg]  mass  

n  [-]  boundary unit normal vector  

p  [Pa]  pressure  

r  [m]  position vector  

rab  [m]  vector linking two particles  

rab  [m]  particle distance  

v  [ms–1]  velocity vector  

w  [m–d]  kernel  

t  [s]  time step  

  [-]  boundary renormalization integral  

μ  [Pa.s]  dynamic molecular viscosity  

ρ  [kg.m–n]  density  

ρ0  [kg.m–n]  reference density  

1. INTRODUCTION 

SPH (Smoothed Particle Hydrodynamics) is a 

Lagrangian technique initially proposed in 1977 for 

astrophysical computations by Lucy [1] and 

Gingold and Monaghan [2]. In the early 90’s, 

Monaghan [3] was the first to apply it to free-

surface, almost incompressible flows, and since 

then it has increasingly been used with growing 

success in this field. Here we summarize the main 

two SPH approaches (hereafter referred to as 

WCSPH and ISPH, respectively) and present a few 

validation cases where it is proved to perform well 

when compared to recognized mesh-based 

techniques. We finally present a few real-life 

applications for hydraulics, showing that SPH has 

reached a certain maturity. SPH is now a classical 

tool in the community of computational fluid 

modellers, and should continue its growth with 

industrial applications. 

2. SPH THEORY 

2.1. SPH operators 

The SPH method is based on discrete 

interpolations of the required fields and differential 

operators. The fluid domain is constituted of 

particles a, b, etc. making a discrete set F, with 

positions ra, rb, etc. (see Fig. 1) and moving with 

velocities va = dra/dt. The particle interactions are 

modelled through a kernel function denoted w and 

being a sole function of the inter-particle distance, 

with compact support of size proportional to the so-

called smoothing length h, which is a measure of 

particle interaction distance (see [4, 5] for more 

details about standard SPH). 

In the present SPH model, the walls are 

discretised using a skin mesh made of a set S of 

boundary elements s (i.e. segments in 2-D, triangles 

in 3-D). Vertex particles denoted by v are placed at 

the mesh vertices; they are truncated particles 

considered as being part of the set F (see Fig. 1). 
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The following discrete forms of the gradient G, 

divergence D and Laplacian L operators are then 

used [6, 7]: 
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where A (resp. A) is an arbitrary scalar (resp. 

vector) field, ma denotes the particle masses and Va 

their volumes. In the above equations, the subscripts 

a and b denote all quantities relative to a given 

particle, while we define Aab = Aa – Ab, wab being 

the gradient of w(rab) with respect to ra, and 

ababr r . Moreover, a is the integral of the kernel: 

  '
   rrr

n

aa dw   (2) 

 

Figure 1. The discretization used in the present SPH 

method is based on fluid particles (a or b), vertex 

particles (v) and boundary elements (s). The truncation of 

the kernel is considered through the integral a (shaded 

area). 

with n the space dimension. This integral extends 

over the entire physical domain. Due to the 

compactness of the kernel support, however, it is 

restricted to the shaded area on Fig. 1. In the above 

equations, the subscripts s refer to boundary 

elements. as is the contribution of the boundary 

element s to the boundary terms, defined by a 

boundary integral over s: 

  '
s 

1


 rnrr

n

saas dw  (3) 

where ns is the unit inward normal vector of the 

boundary element. Both a and as can be 

computed analytically from the position of particle 

a and the position, size and orientation of the 

boundary element s [8]. 

2.2. WCSPH 

The so-called Weakly Compressible SPH 

(WCSPH) method consist of using the above tools 

to solve the Lagrangian Navier–Stokes equations 

with no compressible terms in the momentum 

equation, the pressure being computed from a state 

equation [3]: 
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where μ and ρ0 are the fluid dynamic viscosity and 

reference density, while c0 is the numerical speed of 

sound. The second term in the continuity equation 

(3rd line of eqn. (4)), where K is a diffusion 

coefficient, is meant to act as a density filter so as to 

avoid checker-boarding effects as in mesh methods 

(see e.g. [9]). When particles try to approach to 

each other, the continuity equation slightly 

increases the density, then the state equation leads 

to a higher pressure increase, which acts as a 

repulsive force in the momentum equation, 

preventing particle collapse. The particle 

interspacing then remains approximately constant, 

so that the fluid is only weakly compressible. This 

technique is used as a crude approximation of 

incompressible flows. The speed of sound is chosen 

as ten times the fluid velocity, so that the density 

fluctuations are order 1%. 

Eqn. (4) is solved with a time integrator with 

time step t. Symplectic schemes are recom-

mended, such as the second-order leapfrog 

(Monaghan, 2005). The time step is constrained for 

numerical stability; details about the stability 

criteria can be found in [10, 11]. 

2.3. ISPH and extensions 

An alternative approach to WCSPH was 

originally proposed by Cummins and Rudman [12], 

today referred to as ISPH (Incompressible SPH). 

This method consists of computing the pressure 

through a Poisson equation, the velocity being 

updated with a predictor-corrector scheme, 

following Chorin (1968)’s method: 
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where the superscripts refer to the time iterations, 
*

av  being the predicted velocity. The Poisson 

equation (2nd line of eqn. (5)) is a linear system with 

unknowns 
1n

bp . It can be solved using any 

traditional numerical technique. Details about the 

boundary conditions can be found in [8]. Contrary 

to WCSPH, the ISPH technique provides an almost 

divergence-free velocity field, i.e. a truly 

incompressible flow, and then provides better 

pressure predictions [13, 14]. 

Additional features can easily be added to 

WCSPH or ISPH, such as turbulence (e.g. k– 

model, see [6, 8, 15, 16] or LES [17], or even more 

complex models [18]), temperature advection-

diffusion with buoyancy effects and turbulence 

coupling [19], surface tension [20], etc. 

Despite these relatively recent advances, key 

issues still remain in SPH, such as numerical 

stability, convergence, adaptive spatial refinement, 

and open boundary conditions. On the latter topic, 

one can refer to [21, 22].  

Since 2008, the above developments are usually 

performed in a GPU framework (graphic cards) 

using the CUDA language. This method is 

particularly relevant to SPH, as already pointed out 

by Hérault et al. [23]. The reason is that in SPH, a 

given particle is connected to about 250 

neighbouring particles in 3-D, which makes it 

useful to take advantage of the internal parallelism 

of graphic cards. The speed-up is typically around 

50 in comparison with single CPU programming for 

SPH. 

Note that many variations of the presently 

proposed SPH schemes exist in the literature. 

Reviews can be found in Monaghan [4] and Violeau 

and Rogers [24]. 

3. VALIDATION 

3.1 Lid-driven cavity 

The lid-driven cavity test-case is classical in 

fluid dynamics and is much used to validate 

numerical models. It consists of a square closed 

cavity of size L whose lid slides laterally at a 

constant velocity V, driving the fluid under the 

effect of the viscosity. For Reynolds numbers lower 

than about 7500, it reaches a steady-state after some 

time. Then, it is possible to compare the results 

between different computational fluid dynamics 

codes. In particular, the SPH results are compared 

to the ones obtained by Ghia et al. [25], and to the 

result obtained with with Code_Saturne [26], a 

widely validated code based on Finite Volumes 

(FV). Our SPH simulations were done with 

500×500 particles and the FV simulations with 

512×512 cells, for a Reynolds number of 1000. Fig. 

2 shows that SPH performs well for velocity and 

pressure prediction in this standard case. 

 

 

Figure 2. Lid-driven cavity: Incompressible SPH (ISPH) 

results compared to mesh methods, in particular FV. Top: 

horizontal and vertical velocity profiles; bottom: pressure 

profile on a diagonal section. 

3.2 Heated lid-driven cavity 

A differentially heated lid-driven cavity is 

tested by using the same geometry and setting 

different temperatures to the upper and lower walls 

[19]. Fig. 3 shows the shape of the velocity and 

temperature fields after convergence for a Rayleigh 

number of 105. One can see that SPH (here, ISPH) 

predicts fields in a very good agreement with FV, 

which is confirmed by Fig. 4, showing to 

temperature profiles for both methods. 

Note that the model used here for wall 

boundary conditions was crucial in obtaining the 

above results, as explained by Leroy et al. [8, 19]. 

Generally speaking, WCSPH can be used for the 

above two applications, but with less success, as 

already explained. In particular, a closed cavity 

requires a small background pressure in the state 

equation, leading to additional care. 
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Figure 3. Heated lid-driven cavity: Incompressible SPH 

(ISPH, top) results compared to FV (bottom). 

Distributions of velocity magnitude (left) and temperature 

(right) after convergence. 

 

 

Figure 4. Heated lid-driven cavity: Incompressible SPH 

(ISPH) results compared to FV. Top and bottom: 

horizontal and vertical temperature profiles, respectively. 

3.3 Turbulent channel flow 

The SPH turbulent k– model is validated in [7, 

8]. Fig. 5 depicts the velocity, turbulent kinetic 

energy and dissipation rate in a Poiseuille straight 

channel flow, showing that again SPH agrees with 

FV and fits the DNS data by Kawamura et al. [27] 

except in the viscous sub-layer (here no low-

Reynolds correction was considered). In this case, 

WCSPH performs as well as ISPH. 

 

 

 

Figure 5. Turbulent Poiseuille channel flow: longitudinal 

Reynolds-averaged velocity, turbulent kinetic energy and 

dissipation rate (from top to bottom) along the channel 

section. 

4. APPLICATIONS 

4.1 Fish pass 

With the above tools, SPH can be applied to 

real-world flows. As an example, Violeau et al. [28] 

show the flow in the vicinity of an oil spill 

containment boom. 

The validations presented in the previous section 

proved that the quality of the predicted fields is 

comparable to standard mesh-based methods, with 

the advantages of SPH when modelling rapidly 

distorted free-surface flows. Besides, the GPU 

technique allows handling 3-D simulations with 

several million particles in a few hours on a single 

graphic card. 

For the applications presented below, we use the 

GPUSPH open-source software (refer to 

http://www.gpusph.org/). In order to set the 
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geometry of our computations, we built an 

appropriate pre-processing tool. 

We first consider a pool fish pass with a 

vertical slot, using the geometry of the experimental 

installation used at the University of Poitiers [29],  

with length L = 0.75m and width B = 0.675m. The 

width of the slot is b = 0.075 m and the bed slope is 

10%. We simulate only one pool, the flow being 

periodic. Fig. 6 shows a snapshot of the results. 

Comparisons against measurements are under 

progress. 

 

Figure 6. A vertical slot fish pass simulated with SPH. 

4.2 Dam spillways 

We consider the dam spillway of Goulours, on 

the Ariège river (France). A physical model has 

been built at EDF R&D with a scale factor equal to 

20. Although this dam has two types of spillways, a 

ski-jump and a PK-weir (Piano-Key weir), only the 

ski-jump spillway is considered here for the present 

numerical study [30]. Fig. 7 shows four snapshots 

of the simulated flow. Validation against laboratory 

measurements will be done in the near future. 

 

Figure 7. A dam spillway simulated with SPH (from 

Goulours dam, Midi-Pyrénées, France). 

Finally, Fig. 8 shows a more complicated case 

where all the abovementioned SPH features are 

used: walls, inlet and outlet boundary conditions, 

turbulence closure, etc. It is a dam with crest weir-

spillway. Comparisons with laboratory data are 

ongoing. 

 

Figure 7. A crest-weir dam spillway simulated with SPH. 

5. CONCLUSIONS 

Thanks to numerical improvements and GPU-

acceleration, the SPH method has considerably 

increased its ability to simulate real-life hydraulic 

flows. It is now more and more used for industrial 

design and prediction of complex waterworks. In 

the future, the coupling with mesh methods could 

further extend its field of application. 

However, as mentioned in the text drawbacks 

subsist: there is still poor knowledge in SPH 

numerical stability, convergence properties and 

other mathematical issues. Ongoing major 

developments in SPH now concern variable particle 

size and multi-fluid flow modelling, among others. 

The reader may go to the SPHERIC (SPH European 

Research Interest Community) website to get 

informed about the progress in the SPH theory and 

applications, mainly in the field of hydraulics 

(https://wiki.manchester.ac.uk/spheric).  
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ABSTRACT 

Numerical modelling and physical modelling 

are often seen as competitors.  Notably, this applies 

to the field of atmospheric physics and applied 

meteorology, where both types of models have to 

face severe restrictions with respect to the amount 

and complexity of physical processes to be captured 

in models.  There is no doubt that substantial 

progress has been made, both in computational 

modelling and in the use of wind tunnels for 

simulating atmospheric flow and dispersion.  

Nevertheless, both approaches need to be combined 

in order to link model results with reality as it is 

measured.  The paper illustrates some of the 

problems related to modelling and measuring flow 

and dispersion in the lower atmospheric boundary 

layer and intends to trigger at a conceptual level a 

discussion on how to combine specific strengths of 

both approaches to improve the understanding of 

flow and dispersion in the lower atmospheric 

boundary layer. 

Keywords: model validation, atmospheric 

boundary layer flow, dispersion modelling, wind 

tunnel modelling, LES 

1. INTRODUCTION  

Fluid mechanics surely is among the well-

elaborated fields of physics.  Since the work of 

Navier and Stokes, a systematic framework of 

fundamental equations exists that is expected to 

describe fluid motion with necessary detail at the 

continuum level.  Nevertheless, exact solutions of 

the system of nonlinear differential equations are 

rare and mostly limited to simplified problems or 

less complex flow phenomena.  This applies 

particularly to the description of motion and 

transport in the lower atmospheric boundary layer, 

where the flow is predominantly turbulent with an 

exceptionally wide range of relevant eddy sizes.  

Although the statement made by Snyder (1981), 

that "Most mathematical models of turbulent 

diffusion in the lower atmospheric layer tend to 

ignore the fundamental fluid-dynamical processes 

involved in the dispersion of materials." might be 

softened nowadays, it still applies to atmospheric 

flow and dispersion modelling in general.  The 

memory size and computing power available is still 

far too limited to keep track of the wide range of 

turbulent structures in corresponding flows. 
Reynolds averaging enabled mean flow and 

dispersion fields to be calculated for a wide range of 

practical applications at reasonable computational 

costs.  However, in complex urban geometries it 

remains a question whether RANS modelling 

approaches provide results representative for what 

can be observed within the lower atmospheric 

boundary layer at full scale.  In this regard, 

verification and validation of RANS models still is 

a big challenge.  A substantial step towards a more 

realistic numerical simulation of flow and 

dispersion in the lower atmospheric boundary layer 

is made by using Large Eddy Simulation 

techniques.  LES is expected to provide at least the 

potential of properly accounting for turbulent 

fluctuations at relevant spatial and temporal scales.  

As numerous studies have shown, results from LES 

in complex urban environments seem to agree better 

with observations at full scale. However, model 

validation becomes even more challenging if 

validation is not just understood as replicating 
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individual measurements.  So-called micro-scale 

meteorological models are similar or equivalent to 

CFD-models, depending on the flow and dispersion 

problem to be simulated and CFD tools have been 

validated extensively for generic flow and 

dispersion scenarios.  Nevertheless, the model 

approaches and parameterizations must also be 

proven to be suitable and valid for application 

within the lower atmospheric boundary layer and/or 

in complex urban environments, where models are 

increasingly applied and where many of the 

fundamental concepts of turbulence modelling 

cannot be applied in a strict sense. 

Validating models is not a trivial task as far as 

the simulation of atmospheric boundary layer flow 

and dispersion is concerned because qualified 

reference data are more difficult to obtain in the 

lower atmosphere than for many technical flows.  

As meteorologists would prefer to use full-scale 

field data for model validation, Schatzmann and 

Leitl (2011) raised the question whether field data 

do represent the truth particularly in urban flow and 

air quality modelling.  In order to decide how close 

models should get to measured field data, their 

representativeness needs to be evaluated carefully.  

Often, it must be stated that a perfect match of 

reference data from field experiments and 

simulation results is not proving a successful model 

validation but rather providing an example for 

successfully tuning simulation results.  The 

variability inherently present in field data sets 

results in a large degree of freedom with respect to 

interpretation of measured values and assumed 

boundary conditions.  This is because field data can 

almost never be collected extensively or densely 

enough to sample the full range of likely 

realizations of the real world during a short enough 

time that the underlying winds, sun angle, and 

weather have not changed appreciably.  Obviously, 

there is a gap between what can be observed and 

measured at full scale and the well-defined world of 

a mathematical/numerical model. 

Physical modelling in boundary layer wind 

tunnels can act as crucial mediator between full-

scale field trials and computational modelling 

although it is a more or less simplified but 

homologous model itself.  For example regarding 

the dynamics of turbulent structures, there is less 

trade-off between spatial resolution and model 

domain size in a physical model than in most of the 

CFD applications.  Regarding boundary conditions, 

it is much easier in a controlled lab experiment to 

record and completely document all relevant 

boundary conditions in a representative way than 

what is possible in full-scale measurements.  Many 

examples of this type can be given, promoting a 

combined approach to micro-scale meteorology. 

The following sections intend to illustrate 

challenges in linking computational modelling with 

real world data via fluid modelling for better 

understanding flow and dispersion in the lower 

atmospheric boundary layer. 

2. PROBLEMS RELATED TO 
BOUNDARY CONDITIONS 

As with any other flow and diffusion problem, 

transport phenomena in the lower atmosphere are 

defined by the corresponding physical and 

geometric boundary conditions.  Nowadays the 

geometric boundary conditions are less difficult to 

be defined due to the availability of digital data for 

terrain and obstacles.  For example it is possible 

now to get detailed digital data of an urban structure 

via digital information systems such as CAD/GIS.  

Defining a proper representation of buildings and 

other obstacles depends on the problem to be 

studied and it is difficult to decide what geometric 

detail is necessary from a physical point of view for 

a 'sufficiently accurate' representation of obstacles 

in a model.  Furthermore, it depends on how 

structures in the urban canopy can be implemented 

in a discrete computational model.  When large 

scale dispersion patterns from distributed emission 

sources such as car traffic are modelled, it might not 

be necessary to replicate all geometric detail of 

buildings or the cars in a simulation; the geometry 

data might sufficient even if provided at lower level 

of detail.  The costs are substantially reduced and 

larger model domains become affordable if less 

detail is required in a computer simulation.  

Currently, different levels of detail are used ranging 

from simple block-like buildings to detailed and 

very precise CAD models.  However, the more 

geometric simplification is applied the less 

simulation results can be taken as local data.  This 

effect must be considered particularly when 

comparing usually pointwise measured field data 

with corresponding computational results.  One 

could argue that, if a structured computational grid 

is used, the data of lower detail is sufficient because 

real geometry would be simplified anyway but this 

implies also that a distinct level of model 

uncertainty is introduced - independent from spatial 

resolution of the computational grid.  This 

uncertainty is difficult to quantify without further 

systematic modelling. 

The effects of geometric simplification can be 

quantified easily by laboratory physical modelling 

if a geometrically detailed model is replaced, for 

example, by a box-like simplified structure.  Figure 

1 shows a complex detailed urban model and its 

simplified representation both tested under identical 

approach flow conditions in a boundary layer wind 

tunnel.  As reported in Leitl et al (2001), significant 

differences in flow and dispersion must be expected 

when comparing pointwise measured data, 

independent of the 'physical performance' of the 

model.  Unfortunately, a general answer regarding 

the level of uncertainty cannot be given even for 

such a simple case because sensitivity of model 
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results with respect to geometrical simplification 

strongly depends on wind direction and the size of 

the model domain. 

 

Figure 1. Effect of geometrical simplification on 

simulation results: (A) detailed model of urban 

geometry, (B) simplified block-structured 

geometry (C) comparison of results for detailed 

and simplified structure for three different 

measurement locations in the street canyon. 

Substantially more problematic is an adequate 

characterization of the physical boundary 

conditions, such as the wind conditions driving flow 

and dispersion.  CFD model simulations mostly rely 

on the concept of a quasi-stationary mean approach 

flow.  However, at full-scale a representative mean 

wind profile does not exist for relevant time periods 

of, e.g., up to a few hours.  The presence of 

turbulent structures in the atmospheric boundary 

layer and continuously changing meteorological 

boundary conditions prevent the forming of a 

statistically representative 'mean approach flow 

condition' at full scale.  As field data show, the 

hourly mean values of wind speed and the shape of 

corresponding wind profiles are subject to 

substantial scatter, even if the long-term mean 

approach flow conditions can be assumed to be 

identical.  Mean wind profiles as measured in 

reality must be understood as sub-samples of a 

bigger ensemble of possible variations even at a 

time scale of thirty minutes or one hour.  Only if the 

mean wind profile as well as the underlying 

variability are properly derived from field data and 

properly replicated in a model experiment or 

simulation, similarity between model simulation 

and full-scale conditions can be assumed to be 

sufficient for translating simulation results to full 

scale or for comparing simulation data directly with 

corresponding field data. 

This determination requires spatiotemporal 

analysis tools such as joint time frequency analysis, 

proper orthogonal decomposition or linear 

stochastic estimation to be applied for 

characterizing boundary layer wind flow conditions 

adequately.  Field data are of rather limited value 

with regard to the application of such tools because 

they either lack either spatial or temporal resolution 

at the scales relevant for characterizing wind 

turbulence in the lower atmospheric boundary layer.  

On the other hand, such information is vitally 

important particularly for eddy-resolving numerical 

models, in order to ensure the proper spatiotemporal 

fluctuations of wind vectors to be replicated at the 

inflow boundary.  Once again, physical modelling 

can assist in characterizing and synthesizing 

approach flow conditions for boundary layer flow 

modelling.  Proper wind tunnel modelling is able to 

represent shear turbulence over the entire range of 

relevant eddy sizes at least within the lower part of 

the atmospheric boundary layer. 

Once physically consistent and representative 

mean flow conditions can be documented for a 

modelled wind tunnel boundary layer flow, 

statistically representative wind velocity time series 

can be recorded.  A mandatory convergence 

analysis of measured data reveals, that time series 

of several minutes must be recorded in a wind 

tunnel experiment in order to achieve acceptable 

statistical representativeness for a properly 

modelled boundary layer flow.  Several minutes at 

model scale correspond to at least tens of hours at 

full scale.  This duration is theoretically required for 

deriving representative mean wind conditions and 

the corresponding variability of results from field 

measurements and yet is practically impossible. 

Nonetheless, dynamically similar quasi-

stationary wind tunnel time series can be divided in 

sub-samples corresponding to full-scale time 

periods of tens of minutes or an hour.  A subsequent 

analysis of short-term averaged samples enables the 

minimum expected variability of field data to be 

CMFF15-IL2 881



quantified with regard to statistical parameters such 

as mean and higher order moments.  Furthermore, 

such analysis fosters the provision of physically 

consistent inflow boundary conditions for eddy-

resolving computational models such as LES.  

Combining a spatiotemporal characterization of 

inflow turbulence derived from qualified wind 

tunnel data with a reference time series from 

corresponding field measurements acting as trigger 

or driver enables reconstruction / synthesis of 

physically consistent inflow boundary conditions 

for eddy resolving models such as LES. 

 

Figure 2. Variability of wind profiles near the 

ground. Circles represent the long-term mean 

wind profile, light grey symbols indicate wind 

profiles measured within an interval of 150 

minutes, dark grey symbols illustrate wind 

profiles measured within an arbitrarily chosen 

time interval of 15 minutes. 

Figure 2 illustrates the potential of such a 

combined approach at the example of sub-sample 

analysis of PIV measurements in an urban boundary 

layer flow.  If all available wind profiles are 

averaged, a well-shaped mean wind profile is 

formed as indicated by the red symbols.  The profile 

indicates the expected perfect equilibrium with the 

surface roughness located upwind of the 

measurement.  However, if a subset of individually 

measured profile data is analysed over 150 minutes 

full-scale only, a significant scatter of the 

normalized wind profile data becomes visible (light 

grey scatter symbols).  Most of the observed 

variability is caused by large turbulent structures 

generated in the shear flow above an urban 

roughness.  Approach flow characterization 

becomes worse, if the time period for analysis is 

made shorter.  In the example, a 15 minute interval 

is chosen in accordance to a typical instantaneous 

release experiment (puff dispersion measurement).  

As the dark grey symbols show, the short-term 

analysis sometimes indicates less scatter but clearly 

deviates from the long-term average profile.  

Subsequent analysis of the results revealed that 

wake flow effects of model buildings located more 

than 15 average building heights upwind of the 

profile location cause an erratic switching of the 

flow.  This effect becomes visible in the data only if 

physically consistent information on the long-term 

mean flow is available.  Considering that during a 

field experiment, if at all, only vertical and/or 

temporal averages of the dark grey symbols would 

have been measured, the question must be raised, 

what a 'proper' inflow profile for a corresponding 

simulation would be. 

In practical applications, the problem of 

defining a 'proper' shape of a representative inflow 

profile is often transferred to the definition of a 

corresponding roughness length.  This requires the 

boundary layer flow to be in equilibrium with the 

underlying roughness.  What seems to be a 

pragmatic solution triggers further questions 

regarding the representativeness of data measured at 

full scale.  The example given refers to the 

BUBBLE (Basel Urban Boundary Layer 

Experiment) data, which was extended by wind 

tunnel measurements from Feddersen et al. (2004). 

In the field, tall mast measurements were used to 

characterize the flow above the urban structure. 

Values of roughness length were derived from local 

measurements above roof level.  If exactly the same 

scenario is replicated in a boundary layer wind 

tunnel, the assumption of equilibrium of the 

boundary layer flow with the underlying roughness 

must be questioned. 

 

Figure 3. Adaptation of mean wind profiles 

measured above a city to changing urban 

roughness. 
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Figure 3 shows just two out of five measured 

vertical profiles along the domain modelled in the 

boundary layer wind tunnel.  The upper part of the 

mean wind profile does not change substantially 

along the model, indicating equilibrium conditions 

of the overall boundary layer above the city.  In 

contrast, the lower part of the profile quickly adapts 

to local changes in surface roughness, causing the 

related roughness length to scatter dramatically 

within a range of a few hundred meters.  It becomes 

clear that the roughness length concept is not a 

proper approach to characterize wind conditions 

above a heterogeneous urban topography.  It should 

be mentioned here, that an even higher local 

variability was observed in the turbulent momentum 

fluxes measured. 

3. PROBLEMS RELATED TO SCALING 
OF RESULTS 

From the illustrations presented we must 

conclude that field data require ensemble averaging 

to derive universal, representative results of flow 

and dispersion measurements.  In order to unify 

measured data, non-dimensional functions can be 

derived via dimensional analysis.  The use of 

generalized, dimensionless data enables not only 

results generated at different model scales to be 

compared with each other but also allows a unified 

presentation of data measured at different absolute 

values.  However, non-dimensionalizing measured 

(or simulated) data requires representative reference 

quantities to be defined.  In this context, the 

provision of a simple representative reference wind 

speed becomes a non-trivial task. 

The following example has been extracted from 

a large field campaign conducted in 2003 in and 

around Oklahoma City.  According to Allwine et al 

(2007) , one of the purposes of the Joint Urban 2003 

field test was to provide quality-assured 

meteorological and tracer data sets "vital for 

establishing confidence that atmospheric dispersion 

models used to simulate dispersal of potential toxic 

agents in urban atmospheres are giving trustworthy 

results".  For more than a month, extensive field 

measurements were carried out under fairly 

consistent environmental conditions using almost 

one hundred wind sensors including profile 

measurements by SODARs.  The dataset obtained is 

perhaps the biggest and most complete of its kind 

and one would expect to be able to derive a 

representative reference wind speed from the data 

available.   

Hertwig (2008) analysed the field data with 

respect to puff dispersion measurements and 

corresponding wind data to be unified.  Out of the 

whole analysis, just two reference wind stations are 

considered in this example, one located upwind of 

the city and one at a more lateral position with 

respect to the mean approach flow and the city 

centre.  Several so-called intense observation 

periods (IOPs) delivered results to be analysed and 

unified.  Ideally, all measurement locations 

intended as reference stations should provide 

correlated data.  However, as Figure 4 

demonstrates, the exemplary 5 minute average data 

show a rather weak correlation only and no clear 

relationship between each other.  Depending on the 

IOP chosen, systematic deviations in the measured 

wind speed and wind direction are observed. 

 

Figure 4. Correlation of wind speed (left plots) 

and wind direction (right plots) measured at two 

reference locations during the JU2003 field 

campaign. Two exemplary Intense Observation 

Periods (IOP 3 & 8) were selected. 

Other reference stations indicate a similar 

behaviour thus a very large scatter is introduced to 

experimental results, depending on what reference 

conditions are assumed.  For example, if the 

measured concentration data are properly non-

dimensionalized by a reference length scale, source 

strength and reference wind speed, the data could be 

compared with data from a corresponding 

systematic wind tunnel test (e.g. Harms et al, 2011).  

Depending on the choice of the reference wind, the 

observed difference between field and laboratory 

data can vary between almost identical results and 

deviations of far more than 100% as illustrated in 

Figure 5.  This automatically implies, that a 

comparison of field data with 'corresponding' 

simulations is leading to almost arbitrary results, 

and the degree of agreement can be tuned by the 

choice of reference conditions.  Many examples of 

successful model validation based on the Joint 

Urban 2003 field data are presented in the literature 

but it remains an open question if the degree of 
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agreement can properly document the quality of 

flow and dispersion models if the choice of 

reference conditions has that much impact.  This is 

one of the reasons why more recent model 

validation concepts such as the COST 732 model 

validation protocol (Britter and Schatzmann, 2007) 

recommend partially blind tests and the use of 

quality-controlled laboratory data as validation data. 

 

Figure 5. Relative difference between mean 

concentration values measured at full scale and 

in the corresponding laboratory experiment for 

different reasonably chosen reference wind data. 

4. COMBINING COMPUTATIONAL AND 
PHYSICAL MODELLING 

Constructing more and more complex physical 

models does not necessarily simplify model 

validation and model application.  More complex 

models require provision of more complex model 

input data; it is not clear if a 'better model' provides 

'better results' if model input data require more 

assumptions and simplifications to be made.  

Without elaborating further the question whether a 

more complex model is automatically a better one, a 

brief example is now given showing how 

combining computational and physical modelling 

can help develop a practical solution for the quite 

challenging problem of puff releases and dispersion 

within complex urban environments.  Releases of 

toxic or potentially harmful substances pose a 

tremendous threat to the general public and big 

challenge to first responders particularly in densely 

populated urban areas.  Within minutes after a 

release, decisions have to be made regarding 

possible safety measures such as evacuation.  

Emergency response personnel must be deployed 

and a scenario has to be managed in a way that 

reduces the exposure of the population.  Models 

have to be applied to act and not just react to 

accidental releases and the models have to be 

chosen adequately with reference to the complexity 

of the problem. 

Whereas in the past preference was given to 

simple flow and dispersion models, attempting to 

simulate releases on-the-fly, a more recent 

development is using LES for area-covering pre-

calculations of turbulent wind fields driving 

instantaneous dispersion models in complex 

building arrangements.  Based on the pre-calculated 

information, affected areas and other information 

relevant to first responders can be reconstructed 

instantly at literally any time during an accident 

(Patnaik et al, 2010).  However, applying LES to a 

city of several hundreds of square kilometers and 

simulating wind fields for a sufficient number of 

possible wind directions quickly becomes a time-

consuming and expensive task.  In this regard it 

must be considered as well that urban structures 

tend to change continuously which means pre-

calculations have to be updated from time to time.  

Hence, a 'sufficiently accurate' but preferably very 

efficient LES tool is desired. 

Monotonically integrated LES (MILES) seems 

to provide a very good trade-off between efficiency 

and sufficient accuracy. However, as for any other 

model type, this modelling approach needs to be 

validated carefully for the intended application.  

Ideally, a model implementation is tested and 

improved for a series of test cases of different 

complexity before it is validated for a specific 

application, preferably in a blind test scenario.  One 

of the few urban LES codes who have undergone 

this extensive procedure is the MILES based code 

Fast3D-CT, developed by Boris and Patnaik.  

Simulation results were compared for simplified 

test cases like cube array flows modelled in wind 

tunnels and at full scale and applied to several 

complex scenarios such as the Joint Urban 2003 

wind tunnel and field data set before it was 

validated in a real blind test scenario in the course 

of developing a CT-Analyst version for the city of 

Hamburg in Germany. 

While the laboratory experiments still were 

under preparation, numerical simulations already 

took place for a part of the city of Hamburg.  Using 

truly the same reference in the wind tunnel and the 

numerical simulations enables the performance of 

the model to be evaluated.  By intention no further 

manipulation of the gridded simulation results was 

applied before the data was compared with 

experimental results from within and above this 

complex and realistic urban model.  A 

comprehensive description of the comparison can 

be found in Hertwig (2013).  Figure 6 shows a part 

of the detailed wind tunnel model mounted in the 

large boundary layer wind tunnel facility at 

Hamburg University.  The corridor shown in the 

Figure is aligned with one of the predominant wind 

directions observed in Hamburg because the 

chances for coincidence with a subsequent field trial 

were intended to be maximized.   
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Figure 6. Detailed wind tunnel model of a part of 

the inner city of Hamburg (Germany), mounted 

in the large wind tunnel facility at EWTL. 

 

Figure 7. Comparison of simulated and 

measured mean wind profiles for two typical 

urban locations, solid line represents Fast3D-CT 

simulation results, symbols indicate 

corresponding wind tunnel results, and the 

building geometry surrounding the 

measurement location is illustrated by a map 

section. 

 

Figure 8. Turbulence spectra derived from LES 

simulations and measured wind tunnel data 

(black: wind tunnel, blue: Fast3D-CT results). 

The model domain was 3.7 km long and 1.4 km 

wide in the wind tunnel, numerical simulations 

were carried out in a 4 km by 4 km square with 2.5 

m resolution near the ground and a vertically 

stretched grid further above the urban structures.  

Sufficiently long time series of 4 hours real time 

needed to be simulated in order to restrict the 

remaining statistical uncertainty of comparison of 

data with corresponding laboratory result to 

approximately ±10%. 

As typical results provided in Figure 7 indicate, 

the agreement of mean wind profiles is very good 

considering the complexity of the problem, a 

possible 'mismatch' of the location within ± 1.25 m 

horizontally and the blind test scenario with 

simulation results being submitted well before lab 

measurements took place.  

The availability of area-covering reference data 

allows flow verification also at a very local scale 

where possible effects of geometric simplification 

can affect flow and dispersion modelling.  

Additionally, the availability of representative 
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reference time series of flow measurements enables 

to validate the large-scale turbulence explicitly 

modelled with the MILES code.  An example is 

provided in Figure 8, where the spectral distribution 

of turbulent kinetic energy is compared at two 

locations at approximately half of the mean building 

height.  Bearing in mind the relatively coarse grid 

resolution of 2.5m and the intended use of the flow 

field data for dispersion modelling at scales from a 

couple of meters to a few kilometers, the spectral 

behavior documents a sufficient agreement of 

modelled and measured turbulent kinetic energy. 

 

Figure 9. Comparison of wavelet-based JTFA for 

LES wind velocity time series (A) and 

corresponding measured wind tunnel data (B). 

With qualified data being available, the model 

validation and insight in turbulent flow and 

transport can be pushed even further to a level 

almost impossible to achieve with full-scale data.  

Just as an example again, Figure 9 shows results of 

a wavelet-based joint time/frequency analysis as 

presented in Hertwig (2013).  A Mexican hat 

wavelet was utilized to generate the corresponding 

correlograms.  Already from visual inspection it 

becomes clear that the gross structure of turbulence 

is sufficiently well replicated by the fast-running 

and very efficient code Fast3D-CT. 

5. SUMMARY 

With respect to the question in the title of the 

paper, the answer still should be that both advanced 

CFD and wind tunnel modelling are needed to 

better understand flow and dispersion in the lower 

atmosphere.  Despite the progress in computational 

modelling of flow and dispersion, physical 

modelling still can substantially contribute to better 

understand complex processes and phenomena 

observed in the lower atmospheric boundary layer.  

This applies particularly to urban flow and 

dispersion problems as they are of major concern 

with respect to urban climate modelling, ventilation 

studies or, as presented, in the context of local-scale 

emergency response.  Although field measurements 

are an indispensable tool for capturing physical 

processes at local scale, numerical modelling is 

required to properly sort and interpret measured 

data because of the lack of resolution and 

representativeness of field data at this scale.  On the 

other hand, we must state as well, that there is still a 

conceptual gap between what advanced numerical 

modelling and field measurements deliver, so 

combining both sources of information might look 

straightforward but in many respects it is not.  Fluid 

modelling for example in specifically adapted 

boundary layer wind tunnels can help shape a more 

complete perspective on atmospheric flow and 

dispersion in complex environments by bridging 

this gap.  Furthermore, physical modelling 

facilitates the further development and validation of 

efficient numerical simulation tools, providing data 

truly qualified for quantitative model testing which 

will not be available from field measurements. 
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ABSTRACT 
A research project to improve phased array 

beamforming techniques for gaining insight into the 
generation and radiation of high speed jet noise has 
been conducted. The work was led by the 
Innovative Technology Applications Company with 
contributions from Philip Morris and Kenneth 
Brentner at the Pennsylvania State University and 
Robert Dougherty at OptiNav, Inc. The approach 
was to apply Large Eddy Simulation and the 
Ffowcs Williams-Hawkings method to produce 
synthetic microphone phased array data and then 
develop and apply candidate array processing 
algorithms to the synthetic data. A wide range of 
algorithms were tested, along with several types of 
basis functions and coherent and incoherent source 
combinations. Ultimately, a hybrid technique that 
combines Orthogonal Beamforming, Functional 
Beamforming and incoherent combination of 
wavepackets emerged as a useful approach.  

Keywords: jet noise, beamforming, wavepackets, 
LES, chevron nozzle 

NOMENCLATURE  
𝐶 [Pa2] Cross Spectral Matrix 
𝐷! [m] jet nozzle diameter 
E [-] expectation value 
M [-] number of sources 
N [-] number of microphones 
c [m/s] speed of sound 
𝑘! [m-1] wavenumber 
𝑔 [-] steering vector 
𝑝 [Pa] acoustic pressure  
𝑝 [Pa] acoustic pressure vector 
𝑞 [Pa m] complex acoustic source strength 
𝑞 [Pa m] acoustic source strength vector 

𝑢! [-] eigenvector of   𝐶 
𝛼 [m-1] axial wavenumber 
𝛼! [-] inner product of vectors 
𝜔 [rad/s] angular frequency 
 
Subscripts and Superscripts 
 
i microphone or eigenvalue index 
j source basis function index 
′ complex conjugate transpose 
* complex conjugate 
s source 

1. INTRODUCTION 
Modern tactical military aircraft engines 

produce hot, high speed exhaust plumes with two 
primary noise production mechanisms: supersonic 
convection of the turbulence in the jet shear layer 
and shock-associated noise [1, 2]. The turbulence 
mixing source radiates in the downstream arc and is 
highly directive due to the matching of the axial 
phase velocity of the convection and the trace 
velocity of the radiated wave. Shock associated 
noise occurs when the jet is operating off design 
and the pressure mismatch at the nozzle creates a 
pattern of shock diamonds in the plume.  

Over the last three years, the US Office of 
Naval Research engaged the Innovative Technology 
Applications Company (ITAC) to seek ways to 
improve microphone phased array processing 
techniques so as to increase the ability of the 
processing techniques to provide insight into high 
speed jet noise sources. ITAC performed Large 
Eddy Simulation (LES) of jet flows and used the 
Ffowcs Williams-Hawkings method to create 
virtual microphone array data. The Principal 
Investigator was Alan Cain, President of ITAC. 
OptiNav, Inc. was a subcontractor for this work. A 
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high-aspect ratio, planar, 100-element array design 
was adapted from a separate OptiNav project and 
applied as the test case. The array was 55 jet 
diameters in length and located parallel to the jet at 
a sideline distance of 23.5 jet diameters. The large 
axial extent, combined with the nontrivial 
directivity of high speed jet noise, means that the 
array should be able project at least a portion of the 
directivity pattern of the jet. It also means that the 
incoherent monopole assumption usually employed 
in array processing may not be applicable. The 
technical approach to the beamforming analysis was 
to jump in with both feet. The simulations were 
performed and then many beamforming approaches 
were tried to determine whether any of them were 
practical for mapping source distributions and 
determining the far field polar arc microphone data. 
The actual far field directivity was also extracted 
from the LES results using the Ffowcs Williams-
Hawkings integral technique to check the phased 
array results. This paper outlines the formulation 
and goals of acoustic beamforming in general, the 
methods that were attempted for the high speed jet 
noise problem, the hybrid beamforming approach 
that was developed, and sample results from the 
synthetic data. 

2. VIRTUAL MICROPHONE DATA 
ITAC simulated a baseline military-style 

faceted nozzle and a chevron nozzle variant. The 
results shown here are for the overexpanded 
condition with a nozzle pressure ratio of  3.0, a total 
temperature ratio of 3.0, a jet Mach number of 1.36, 
a ratio of jet temperature to ambient temperature of 
2.19, and an acoustic Mach number of 2.01. 

1.1 CFD solver 
The Compressible High Order Parallel 

Acoustics (CHOPA) solver was used to compute 
the flow. The spatial descretization of CHOPA is 
the fourth-order Dispersion Relation Preserving 
(DRP) scheme of Tam and Webb [3], augmented by 
different methods for special parts of the geometry. 
An implicit dual time stepping method is used. 
Message Passing Interface (MPI) is applied to 
permit the code to run in parallel. CHOPA solves 
the Navier-Stokes equations on structured, 
multiblock grids with abutting boundaries. The 
Immersed Boundary Method (IBM) is applied to 
simplify the gridding of small details such as 
chevrons. Turbulence effects are modeled using 
variations of the Spalart-Allmaras one equation 
turbulence model [4].  

1.2 CFD grid and example solution 
An image of the chevron nozzle and the 

compuational grid is shown in Figures 1. Sample 
density contours are given in Figure 2. 

 

Figure 1: Computational mesh for chevron 
nozzle geometry 

 

Figure 2: Density contours 

1.3 Radiation to virtual microphones 
A permeable Acoustic Data Surfaces (ADS) 

was defined as shown in Figure 3. The PSU-
WOPWOP Ffowcs Williams–Hawkings (FW-H) 
code [5] was used to evaluate the acoustic pressure 
time history at far field microphones and the 100 
microphones of the near field phased array as 
shown in Figure 4. 

 

Figure 3: Iso-surface and centerline plane 
contours of vorticity with pressure contours 
plotted on the Acoustic Data Surface 

 

Figure 4: Virtual microphone arrays. 
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3. REVIEW OF ARRAY PROCESSING 
METHODS 

3.1 Narrowband beamforming overview 
In the present context, a phased array is a 

spatial arrangement of 𝑁 microphones. The time 
history of the acoustic pressure is measured or 
simulated for the all of the microphones. The time 
records are divided into blocks and an FFT is used  
to determine the complex Fourier amplitude for 
each microphone, analysis frequency, and time 
block. The subsequent analysis concerns a single 
frequency bin, 𝜔, with a bandwidth equal to the 
reciprocal of the block length. In the following, the 
symbol 𝑡 represents the index of the time blocks. It 
varies slowly of the scale of the acoustic frequency, 
𝜔. The relative bandwidth should be 10% or less. 
The history of the complex Fourier amplitude of the 
acoustic pressure at microphone 𝑖 is denoted 
𝑝! 𝑡 , 𝑖 = 1,…𝑁. Stacking these functions gives 
the array data vector as shown in Eq. (1).  

 

𝑝 𝑡 =   
𝑝! 𝑡
…

𝑝! 𝑡
     (1) 

 
The covariance matrix of the 𝑝! 𝑡  functions is 

the Cross Spectral Matrix (CSM), 𝐂, defined in Eq. 
(2), where the bracket notation refers to a time 
average: 𝑓 𝑡 = !

!
𝑓 𝑡 𝑑𝑡!

! . 
 

𝐶 = 𝐸 𝑝𝑝! ≈ 𝑝𝑝!  (2) 
 
The error in the approximation above is 

proportional to !
!
, and 𝑇 may be very short for 

simulated data. One dataset has 𝑇 = 9 ms. At the 
peak jet noise frequency of about 16 kHz (St = 
0.36), the width of the 1/12 octave analysis band is 
941 Hz. The effective block length for the for the 
analysis is 1/(941 Hz) or about 1 ms. The estimate 
of the CSM can be considered to be based on 9 
averages in this case. A typical goal for real data is 
1000 averages 

3.1.1 Basis functions 
The is most elementary source for a radiated 

field is a simple source. With this assumption, each 
of the 𝑀 sources for the phased array analysis is 
presumed to be located at a distinct location 𝑥!  and 
to vary on the slow time scale according to 
𝑞! 𝑡 , 𝑗 = 1,… ,𝑀. The narrowband Fourier 
amplitude of the acoustic pressure at the analysis 

frequency 𝜔 is 𝑝 𝑥, 𝑡 = 𝑞! 𝑡
!!!!!

!
!
!!! , where 

𝑅 = 𝑥 − 𝑥! , 𝑘! =
!
!
 . Here 𝑡 is again the slow 

time. The autopower of the pressure at a single 
point and the cross power of the pressure at two 

distinct points depend, in part, on the statistical 
relationship between the various 𝑞! 𝑡  functions. In 
order for a monopole source ensemble to have a 
nontrivial far field directivity pattern, it is necessary 
for several sources to be at least partially correlated 
so that they can interfere constructively at some 
angles and destructively at other angles.  

For 𝑗 ∈ 1,… ,𝑀 , let 𝑔! be an 𝑁-vector 
representing the phase and amplitude of source 𝑗 at 
the microphone locations. The normalization of 𝑔! 

is 𝑔!
!

!
= 𝑔!′𝑔! = 1. The nature of the source 

vectors is not known a-priori. They may represent 
monopoles located at certain points or some other 
type or source. The source-receiver model is given 
in Eq. (3), where 𝑞! 𝑡  is the slowly-varying time 
history of source 𝑗. The term 𝑛 𝑡   represents noise 
picked up by the microphones that is incoherent 
between the microphones and not related to acoustic 
sources. It may reasonable to assume 𝑛 𝑡  = 0 for 
virtual microphones. 

 

𝑝 𝑡 = 𝑞! 𝑡 𝑔!

!

!!!

+ 𝑛 𝑡  (3) 

 

3.1.2 Coherent beamforming 
Let the 𝑀 vectors 𝑔! be placed on the columns 

of an 𝑁×𝑀 matrix, 𝐺, and stack the source 
functions 𝑞! 𝑡  into an 𝑀-vector 𝑞 𝑡 . The source-
receiver model becomes 𝑝 𝑡 = 𝐺𝑞 𝑡 + 𝑛 𝑡 , and 
the estimate of the CSM assumes the form given in 
Eq. (4), where 𝐶! is the CSM of the source 
functions. 

 
𝐶 ≈ 𝐺𝑞 + 𝑛 𝑞!𝐺! + 𝑛!

= 𝐺𝐶!𝐺! + 𝑛𝑛!  
(4) 

 
Coherent beamforming, also known as the 

generalized inverse method, consists of measuring 
𝐶, creating an ansatz for 𝐺, and applying linear 
algebra to estimate 𝐶!. The linear algebra usually 
involves a generalized inverse procedure, so the 
technique is known as the Generalized Inverse 
method. Nearfield Acoustic Holography is a special 
case in which the 𝑔! vectors are constructed to be 
mutually orthogonal, such as plane waves with a 
regular array, which simplifies the algebra. The 
Generalized Inverse method described in [6] was 
initially applied for this project, but was abandoned 
for this application when it became clear that the ill-
posed nature of the formulation constrained it to 
very low frequency.  
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3.1.3 Incoherent beamforming 
Incoherent beamforming also begins with an 

ansatz for the 𝑀 basis functions and their complex 
values at the microphone locations on the rows of 
𝑔! , j   =   1,… ,𝑀. In this case, it is assumed that the 
source CSM matrix, 𝐶!, is diagonal, and the 
objective of the beamforming is to estimate the 
autopowers 𝑠! = 𝑞!

!
, j   =   1,… ,𝑀. Since the 

basis functions do not interfere coherently, any 
significant directivity features of the model need to 
be built into the basis functions, for example by 
using wavepackets. The diagonal self-noise term in 
the CSM, 𝑛𝑛! , is harmful for the various 
beamforming formulas, so it will be assumed that a 
preprocessing step has been applied to replace the 
diagonal element of 𝐶 with minimum values that 
keep the matrix nonnegative definite.  

The classical beamforming expression is 
𝑏 𝑔   = 𝑔!𝐶𝑔. This is applied to construct the 

beamform map according to 𝑠! ≈ 𝑏 𝑔! , j   =
  1,… ,𝑀. The expression can be derived as a least-
squares fit of the model CSM for grid point j, 
𝑠!𝑔!𝑔!′, to 𝐶. This method is robust and fast, but 
suffers from poor resolution and high sidelobes, 
spurious peaks at points that do not correspond to 
true sources.  

3.1.4 Deconvolution 
The results from classical beamforming can 

sometimes be improved by postprocessing the 
classical beamform map to sharpen the peaks and 
reduce the sidelobes. Examples of deconvolution 
methods include DAMAS [7], CLEAN-SC [8] and 
linear programming [9]. These were investigated 
during this project, but Functional Beamforming 
was found to be more effective. 

3.2 Functional Beamforming 
Adaptive beamforming methods [10] are 

nonlinear formulas that attempt to improve the 
resolution and interference rejection of the classical 
formula. The Functional Beamforming formula [11, 
12] is a new method of the adaptive type that offers 
better resolution and much higher dynamic range 
than conventional beamforming. The Functional 
Beamforming formula is given in Eq. (5), where 
where 𝜈 is a parameter between 1 and ∞. 

 

𝑏! 𝑔 = 𝑔!𝐶
!
!𝑔

!
 (5) 

 
The expression reduces to classical 

beamforming for  𝜈 = 1. The operation of raising 𝐶 
to the power !

!
 is implemented using the spectral 

decomposition shown in Eq. (6) where where 𝑈 is 
an orthogonal matrix with the eigenvectors of 𝐶, 

𝑢! , 𝑖 = 1,… ,𝑁, on the columns and the eigenvalue 
matrix is Σ = diag 𝜎!,… ,𝜎! . 

 
𝐶 =   𝑈Σ𝑈!               (6) 

 
The expression for  𝐶

!
! is given in Eq. (7). 

 

𝐶
𝟏
𝝂 = 𝑈diag 𝜎!

!
! ,… ,𝜎!

!
! 𝑈!   (7) 

 
Negligible eigenvalues are excluded from this 

expression. Combining Eqs. 5 and 6 gives the 
alternative expression for Functional Beamforming 
shown in Eq. (8). 

 

𝑏! 𝑔 = 𝛼!

!

!!!

𝜎!
!
!

!

     (8) 

 
The 𝛼! values, defined in Eq. (9) range from 0 

to 1, and can be interpreted at the square of the 
cosine of the angle between the steering vector 𝑔 
and the eigenvector 𝑢!. 

 

𝛼! ≡ 𝑔!𝑢!
!
, 𝑖 = 1,… ,𝑁 (9) 

 

3.3 Orthogonal Beamforming 
In the Orthogonal Beamforming method [13] , 

the spectral decomposition of 𝐶 is computed and the 
𝛼!values are computed according to Eq. (9) for all 
of the eigenvectors and all of the steering vectors. 
Each eigenvalue, eigenvector pair, 𝜎! , 𝑢! , 𝑖 =
1,…𝑁, is assigned to the grid point, 𝑗, that 

maximizes the 𝛼! 𝑔!  = 𝑔!′𝑢!
!
 over 𝑗 = 1,…𝑀. 

The source strength estimate for this grid point is 
set equal to 𝜎!. Grid points 𝑗, that do not maximize 
𝛼! 𝑔!  for any eigenvector are assigned a source 
strength of 0. This produces a beamform map that 
conserves the integrated source strength of the 
CSM, since the sum of the source strength estimates 
over the beamforming grid equals the sum of 
eigenvalues of  𝐶, which also equals the trace of 𝐶, 
the sum of the microphone autopowers over the 
array. Dividing the map values by 𝑁 would 
normalize the map so that the sum of the map 
values equals the array-average pressure-squared. 
Orthogonal Beamforming is good for some 
applications, but can give unexpected results for jet 
noise because an extended distribution of 
incoherent sources does not map 1-1 onto the 
eigenvalue, eigenvector  pairs. That is to say it often 
happens that a given eigenvector, 𝑢!, gives rise to 

multiple peaks in 𝑔!′𝑢!
!
 at distinct grid points in 

the map. In this case, it is misleading to assign 𝜎! to 
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one of these peak grid points and neglect the other 
peaks. For example, in a simulated line source of 
incoherent monopoles, the largest eigenvector will 
typically be assigned to a point in the center of the 
line. The second eigenvector will have two equal 
peaks of 𝛼! 𝑔!  for 𝑗 corresponding to two points 
on either side of the center. The eigenvectors do not 
map neatly onto the grid points because the 
eigenvectors are forced to be mutually orthogonal, 
whereas the steering vectors for neighboring grid 
point are nearly parallel, even though they may 
have nonzero, uncorrelated, source strengths. 

 

4. WAVEPACKET BASIS FUNCTIONS 
Any source with a nontrivial directivity pattern 

requires a model that is more complicated than 
incoherent monopoles in order represent the 
radiation pattern in more than one direction at a 
time.  

The wavepacket model used here is similar to 
previous work by Morris [14] and Papamoschou 
[15]. It is assumed that a large scale pressure field 
exists on the surface of a cylinder that encloses the 
flow. Let 𝑧 be the donwstream axal coordinate of 
the cylinder and suppose the origin of the 
coordinate system coincides with a point to be 
considered as the center of an extended source. It is 
assumed, in the simplest case, that acoustic pressure 
is proportional to the symmetric Gaussian envelope 
function given in Eq. (10), where 𝑏 is the axial 
width of the envelope and 𝛼 = !

!!
 is an axial 

wavenumber that is realated to the convection 
velocity of the wavepacket 𝑢!.  

 

𝐺 𝑧 = 𝑒!
!
!
!

𝑒!"# (10) 
 
Making this assumption, using the Helmholtz 

equation outside the cylinder, and applying the 
method of stationary phase, the far field pressure of 
wavepacket takes the form given in Eq. (11), where 
𝜃 is the polar angle of the observation point (the 
microphone) measured from the jet axis, 𝑅 is the 
distance from the reference point at the origin to the 
microphone, and 𝜑 is the aximuthal angle of the 
microphone. The peak angle of the Gaussian 
envelope of the radiation pattern is characterized by 
cos 𝜃! ≡

!
!!

. The width of the peak in 𝑐𝑜𝑠  𝜃 is 

𝛽 ≡ !
!!

. The radius of the cylinder is 𝑎. The 
circumferential eigenvalue, 𝑛, which gives the order 
of the Hankel function in the denominator, is taken 
as 0 for modes that are indepdent of 𝜑. 

 

𝑝 =
𝑞
𝑅
𝑒!

!"#!!!!"#!
!!

! 𝑒!!!!𝑒!"#

𝐻!
! 𝑘! a  sin 𝜃

 (11) 

 

As in the monopole case, the source 𝑞 is 
considered to vary randomly in time at rate that is 
slow compared with the acoustic analysis 
frequency, 𝜔. It is also assumed there are 
potentially a number of wavepacket source points 
along the jet axis at locations 𝑧! indicated in Figure 
6. 

 

Figure 5: Wavepacket coordinates 

5. HYBRID BEAMFORMING METHOD 
The method ultimately developed in this 

research combines monopole and wavepacket 
steering vectors, Functional Beamforming, and 
ideas from Orthogonal Beamforming to tie the parts 
together. A composite beamforming grid is 
formulated as shown in Fig. 6. There are three 
Regions Of Interest (ROIs), monopole, upstream-
radiating wavepackets, and downstream-radiating 
wavepackets 

Like Orthogonal Beamforming, the method 
begins by computing the spectral decomposition of 
the CSM. The upper 50 of the 100 eigenvalues are 
considered and the lower 50 are discarded on the 
assumption that they are insignificant. Using the 50 
retained eigenvectors, the squared inner products 
𝛼! 𝑔!  are computed for 𝑖 = 1,… ,50 and 
𝑗 = 1,… ,𝑀. An inner product threshold is 
determined (0.1 for this work). For each retained 
eigenvector, the largest  𝛼! 𝑔!  value is identified. 
If this maximum value of 𝛼 exceeds the threshold, 
then the eigenvector is assigned to the ROI 
containing the steering vector that maximizes the 
inner product. This differs from Orthogonal 
Beamforming in that the eigenvector, eigenvalue 
pairs are only classified to ROIs, rather than being 
assigned to specific grid points. The motivation for 
this approach is that the steering vectors within a 
given ROI define a certain subspace of the array 
steering vector space, the span of these steering 
vectors. The various ROIs are supposed to be 
defined so as to contain sufficiently distinct types of 
steering vectors that each eigenvector can be 
uniquely classified into a certain ROI, i.e., the 
eigenvector is expected to fall within one or another 
ROI’s subspace. The purpose of the threshold is to 
allow for the possibility that an eigenvector could 
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have its origin in a process that is not associated 
with any of the ROIs.  

After the first step, each ROI has had some, or 
no, eigenvectors assigned. Next, Functional 
Beamforming is applied for each ROI 
independently, using only the assigned eigenvalue, 
eigenvector pairs. Few additional calculations are 
required because the squared inner products and the 
eigenvalues are available from the first step. The 
Functional Beamforming results for each ROI are 
postprocessed by scaling so that sum of the scaled 
values equals the sum of the assigned eigenvalues 
divided by 𝑁. This compensates for peak width as 
well as the tendency of Functional Beamforming to 
yield unrealistic peak values in the case of 
inaccurate steering vectors. The final source 
strength estimates can be plotted to investigate the 
source characteristics and used with basis functions 
to the radiate the sound field to, for example, far 
field points. 

The overview of the hybrid method is that 
Orthogonal Beamforming is used to assign the 
eigenvalues to ROIs and Functional Beamforming 
is used to distribute them within the ROIs. The 
ROIs used are intended to represent different 
physical processes: fine scale turbulence noise 
(monopole), large turbulent structures (downstream-
propagating wavepackets), and shock associated 
noise (upstream-propagating wavepackets). This 
use of wavepacket basis functions to attempt to 
represent shock associated noise may not be strictly 
supported by the physical derivation of the 
wavepacket formula. For example, the appearance 
of the jet diameter in the Hankel function in the 
denominator may not be meaningful. In this case, 
the basis functions are being applied simply because 
they represent a set of anisotropic basis functions 
with directivity peaks in the broadside and upstream 
directions. 

 

             Figure 6: Wavepacket beamforming grid 

6. RESULTS 

6.1 2D Functional Beamforming with 
monopoles 

Figure 8 gives octave band Functional 
Beamforming results for the cases studied. These 
plots were created by performing 1/12 octave band 
beamforming and incoherently summing the results 
to produce octave bands. The combination of 
continuously distributed sources and 50 dB 
dynamic range would not be possible with any 
known method other than Functional Beamforming. 
It is seen that the noise from the chevron case is 
weaker and slightly father aft. 

6.2 Wavepacket results 
Figures 8 and 9 show the octave-band 

downstream-propagating wavepacket source 
strength maps for baseline and chevron nozzles, 
respectively. As in the 2-D monopole plots in Fig. 
8, the wavepacket source is weaker and located 
downstream relative to the baseline case. The peak 
wavepacket radiation direction is also shifted to 
larger angles in the chevron configuration. The 
octave-band upstream-propagating and monopole 
source maps are not shown because they do not 
display obvious trends. 
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Figure 7: Two-dimensional, octave band, 
Functional Beamforming maps. 

Figures 10  gives the array-average wavepacket 
source levels. Curves for upstream- and 
downstream-propagating wavepackets and the 
baseline and chevron configurations are shown. The 
upstream propagating wavepacket levels are about 
20 dB below the downstream-propagating 
wavepacket levels. The difference decreases as the 
Strouhal number increases. Changing from the 
baseline to the chevron configuration reduces the 
downstream-propagating levels by 0-10 dB, with 
more reduction at higher Strouhal and Mach 
number. The levels of the upstream- propagating 
wavepackets are noisy and not seemingly changed 
by the chevron nozzle. 

Figures 11 and 12 give the Ffowcs Williams-
Hawkings (FWH) and wavepacket Functional 
Beamforming (WPFB) projected spectra at    𝜃 =
30° and 60° , respectively. The difference between 
the FWH and WPFB results is typically about 2 dB. 
The WPFB results appear somewhat noisier than 
the FWH curves. The chevron projections are below 
the baseline projections by an amount that is larger 
at high frequency (St =1-2)  at the 30° angle and 
larger at  medium frequency (St = 0.3-0.5) at the 
60° angle. 

Figure 13 gives the projected Overall Sound 
Pressure Level (OASPL) for the FWH & WPFB 
projections and the baseline and chevron nozzles. In 

the peak angle range of 40°-50°, the difference 
between the two projection methods 1 dB or less. 
At very small angles, 10°-20°, the difference 
increases to as much as 3.25 dB, with the WPFB 
result consistently higher. The curves stop at 70° 
because the WPFB OASPL differ appreciably from 
the  FWH curves for larger angles. The increased 
error in the WPFB result for angles away from the 
peak direction is believed to be related to the fact 
that largest density of microphones in the array was 
positioned between the source location and the peak 
directivity angle.  

 

Figure 8 Downstream-propagating wavepacket 
source levels: baseline. 

 

Figure 9: Downstream-propagating wavepacket 
source levels: chevron. 

 

Figure 10: Array-average wavepacket source 
levels, 𝑴𝒋 = 1.36 
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Figure 11: Projected spectra, 𝑴𝒋 = 1.36, 30° 

 

Figure 12: Projected spectra, 𝑴𝒋 = 1.36, 60° 

 

Figure 13: Projected OASPL 

 

7. CONCLUSIONS 
The method of developing phased array 

processing techniques using virtual microphone 
data from CFD can be successful. A hybrid 
beamforming technique that combines Orthogonal 
Beamforming with Functional Beamforming has 
been developed so as to take advantage of the 
strengths of both methods, as well as their common 
processing steps. Wave packets have been 
confirmed as a powerful basis set for beamforming 
high speed jet noise. A chevron nozzle for a high 
speed jet moves the primary location of the source 
large scale turbulence noise aft and the peak 
radiation angle of the source forward. 
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ABSTRACT

This article provides a brief historical survey of the
birth of combustion science with specific attention
to the fundamental contributions of French scient-
ists starting with the major discoveries due to Lavois-
ier, the founder of modern chemistry. Lavoisier was
able to discard the so-called “phlogiston” theory and
his immense contribution paved the way to the mod-
ern view of combustion. The paper then considers
contributions of Berthelot, Vieille, Mallard and Le
Chatelier who in the later years of the 19th century
set the grounds of combustion science by performing
fundamental experiments, deriving the first consist-
ent theory of flames and demonstrating that the same
mixture could support slow combustion waves (de-
flagration) and fast combustion waves (detonations)
and demonstrating that the possible occurence of
transition between deflagration and detonation. The
early theory of detonations derived independently by
Chapman and Jouguet is then briefly reviewed. Pion-
neering research carried out during this early period
is then linked to current progress in combustion sci-
ence.

Keywords: Combustion, explosions, detonation,
flames, turbulent combustion

A Cross section area (m2)
cp Specific heat (J kg−1 K−1)
p Pressure (Pa)
S L Laminar burning velocity (m s−1)
Tu Fresh mixture temperature (K)
Tb Burnt gas temperature (K)
Ti Ignition temperature (K)
UD Detonation velocity (m s−1)
v Flow velocity (m s−1)
δ Flame thickness (m)
γ Specific heat ratio (-)

1. INTRODUCTION
Combustion is one of the oldest technologies known
to man, it is at the root of civilization and is es-
sential to the development of humankind. Combus-
tion provides 85% of the primary energy, it assures
most of the automotive transportation of persons and
goods, it yields the energy required by aeronautical
and space propulsion and is involved in many indus-
trial processes like glass, cement and metal fabrica-
tion. But combustion also raises concerns as a source
of fire, explosion, industrial risk and safety. Com-
bustion also generates green house gases like carbon
dioxide a species that is considered to be a major
contributor to climate change. Pollutants generated
by combustion have also become a major problem of
modern technology and reduction of emissions con-
stitutes an important objective in many applications.
It is clear that combustion science is playing an es-
sential role in the present context and will continue to
have considerable importance in the forseable future.
It can be used to improve technologies, optimize sys-
tems and processes, reduce emission levels, enhance
safety. Of course this is only a recent capacity. Fire
has been known to man for for about half a million
years, but that knowledge was essentially empirical.
It took quite some time to learn how to ignite wood
a capacity which is just about 30 000 years old. In
comparison, combustion science itself is a very re-
cent outcome and can be traced back to the work
of Lavoisier (1734-1794) (Fig. 1). By performing
careful combustion experiments Lavoisier was able
to discard the phlogiston theory and lay the grounds
of modern chemistry paving the way to combustion
science.
This short article is focused on the early French con-
tributions to combustion science and more specific-
ally on those of Marcelin Berthelot, Paul Vieille, Ern-
est Mallard, Henry Le Chatelier and Emile Jouguet.
It is quite fit to discuss this historic topic in the city of
Budapest where some top level scientists were born
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Figure 1. Lavoisier by Jacques Léonard Maillet,
1853. Palais du Louvre, cour Napoléon.

and educated and in this respect it is worth evoking
the names of two immense personalities who con-
tributed at a later stage to the theory of combustion
and detonation : Theodore von Kármán and John
von Neumann. In addition to their many other fun-
damental scientific contributions, Kármán and von
Neumann notably advanced the theory of flames and
detonations.
This article begins with a brief account of Lavoisier’s
foundation of modern chemistry. It proceeds with a
short description of Berthelot and Vieille investiga-
tions of detonations. The theory of Mallard and Le
Chatelier is described in the next section. The contri-
butions of Jouguet are then discussed. The last sec-
tion comprises a description of central issues in com-
bustion science. Current progress is illustrated with
a few examples which serve to show how much was
accomplished in the more recent period.

2. LAVOISIER AND THE FOUNDATION
OF MODERN CHEMISTRY

Combustion science begins with the work of Lavois-
ier, the founder of modern chemistry. Before Lavois-
ier, it was believed that fire constituted one of the four
elements along with earth, wind and water. The “the-
ory of the phlogiston” put forward in the 17th century
prevailed among scientists. It implied that flames
were formed by the flux of some kind of weightless
substance which escaped from the burning material
during the combustion process. This theory prevailed
until the discoveries of Lavoisier who showed that a
component of air which he later called oxygen re-
acted chemically with the combusting material gen-
erating heat and various products.
Through quantitative combustion experiments La-
voisier discarded previous explanations of combus-
tion in his 1777 memoir, the beginning of which
appears in Fig. 2 and in a lecture delivered at the
Academy of sciences, Paris in 1783 [1]. The discov-
ery of oxygen is also reported in this remarkable con-
tribution. Later on Lavoiser demonstrated that wa-
ter was formed by combining hydrogen with oxygen
thus showing that water was not an element as previ-
ously believed but a composite. These advances are

documented in his “Elementary treatise of chemistry
presented in a new order after modern discoveries”
[2]. It is quite regrettable that the French revolution
put an end to his scientific discoveries by sending
him to the guillotine at the age of 51.

Figure 2. The beginning of Lavoisier’s memoir on
the “Phlogiston” theory. [1]

3. THE LATER PART OF THE XIXTH
CENTURY

Much progress in combustion science was accom-
plished during the 19th century. One may first evoke
the contributions of Berthelot and Vieille and then
examine those of Mallard and Le Chatelier.

3.1. The sensational discovery of gaseous
detonations

Marcelin Berthelot (1827-1907) considered that
chemical phenomena were not governed by some
specific rules but followed the universal laws of
mechanics. Berthelot synthesized a large number of
organic compounds demonstrating that they could be
obtained by standard chemical methods and that they
followed the same principles as inorganic substances.
His many experiments are reported in his books on
“Mécanique chimique” (1878) and “Thermochimie”
(1897). His investigations of explosives led to theor-
etical results collected in “Sur la force de la poudre
et des matières explosives” (1872). During the siege
of Paris (1870-1871), Berthelot was chairing the sci-
entific defense committee and later on became chief
of the French explosives committee. Experiments
carried out with Paul Vieille [3, 4] on gaseous flames
led to the sensational discovery of the fast mode
of combustion in gaseous mixtures corresponding to
detonations and to systematic measurements of det-
onation velocities in a variety of mixtures of gaseous
fuels with different types of oxidizers. Incidentally,
Paul Vieille (1854-1934) is also well known for his
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invention of smokeless gun powder based on nitro-
cellulose (1884).
At the same time Ernest Mallard (1833-1894) and
Henry Le Chatelier (1850-1936) observed the trans-
ition from deflagration to detonation by making use
of a drum camera. This indicated that the two
modes of combustion could be sustained in the same
gaseous mixture. Mallard and Le Chatelier also sug-
gested that the chemical conversion was initiated in
the detonation wave by the adiabatic compression in
the detonation front.
The different modes of combustion are sketched in
Figure 3.

Figure 3. The different modes of combustion.

3.2. Early theory of flames
Starting from the work of Lavoisier, the scientific
analysis of combustion was pursued in various dir-
ections by scientists like Volta, Bertholet, Berzelius,
Dalton, Davy, Faraday and Bunsen. One important
issue was that of mine explosions due to gas blast-
ing. This led Davy to design a safety lamp using the
principal of flame quenching by a fine metallic mesh.
With the same motivation to reduce risk in coal
mines, Mallard together with Le Chatelier carried out
a comprehensive investigation of combustion, pub-
lished in 1883 which reported what is considered
to be the first theory of flame propagation. Former
student from Ecole Polytechnique, Professor at the
School of Mines in Saint-Etienne and later on at the
School of Mines in Paris, Ernest Mallard is well
known for his work on mineralogy and cristallo-
graphy and for a Treatise on Cristallography pub-
lished in 1879 with a second volume in 1884. At a
later stage Mallard made a first attempt at deriving an
expression for the burning velocity [5]. A few years
later, Ernest Mallard with Henry Le Chatelier de-
veloped a set of fundamental investigations on com-
bustion of explosive mixtures in relation with safety
issues in mines [5, 6] reported in considerable de-
tail in “Recherche expérimentales et théoriques sur
la combustion des mélanges gazeux explosifs” while
quite practical in its objective their research was how-
ever carried out in a scientific manner. Mallard and
Le Chatelier both thought that progress of technical

questions could be best achieved by studying the sci-
entific basis. They understood that the burning velo-
city of explosive mixtures was a remarkably complex
phenomenon and found important to identify the es-
sential properties and dominant mechanisms like ig-
nition and combustion temperature and the burning
velocity. They identified the role of heat conductiv-
ity in this process and provided a clear demonstra-
tion that under certain conditions a regular regime
of propagation at a constant burning velocity could
be established. The theory is based on the idealized
sketch shown in Fig. 4 adapted from Glassman [7]
(see also Manson [8])

Figure 4. Schematic of the flame structure.

In the flame structure shown in Fig. 4 heat conducted
from region 2 equals that required to bring the fresh
mixture temperature to the ignition temperature:

ṁcp(Tb − Tu) = λ
(Tb − Ti)

δ
A (1)

ṁ = ρAu = ρS LA (2)

The burning velocity then takes the form

S L =
λ

ρcp

Tb − Ti

Tb − Tu

1
δ

(3)

Now, this already provides a useful expression for the
burning velocity but involves a quantity which is not
easy to define precisely, the ignition temperature. In
addition, one also has to estimate the thickness δ.
This was done later on by noting that the thickness of
the burning region could be estimated in terms of the
burning velocity and reaction time

δ = S Lτ = S L/ẇ (4)

Substituting the previous expression in that obtained
by Mallard and Le Chatelier yields the following im-
proved expression

S L = [
λ

ρcp

Tb − Ti

Ti − Tu
ẇ]1/2 (5)

The burning velocity is now found to be proportional
to the square root of the product of the heat diffusivity
by the reaction rate

S L ' (αẇ)1/2 (6)

Knowledge of the burning velocity is of importance
as it gives access to the rate of heat release per unit
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flame area, a quantity of interest in the design of
combustion systems. To see this one may consider
a plane flame propagating in a fresh mixture of air
and fuel as sketched in Figure 5. The mass fraction
of fuel is Y f u and its heating value per unit mass is
∆h. It is then a simple matter to show that the rate of
heat release per unit area is given by the mass flow
rate of fuel converted in the flame times the heating
value per unit mass:

Q̇ = ρuYFuS L∆h (7)

It is instructive to use this expression to determine
the heat released by a laminar flame propagating in
stoichiometric mixture of air and methane. In this
case ρu ' 1.2 kg m−3, (YFu)st = 0.054, S L(φ = 1) '
0.39 m s−1 and one finds that

Q̇ = 1.26 MW m−2

.

Figure 5. A methane air flame advances in the
fresh mixture at a laminar burning velocity S L.

4. EARLY XXTH CENTURY
4.1. The theory of detonations and the

Chapman-Jouguet conditions
While propagation of detonations in gaseous mix-
tures was discovered by Berthelot and Vieille and
transition from deflagration to detonation was ob-
served by Mallard and Le Chatelier, the evaluation of
the detonation velocity was considered by Chapman
(1869-1958) [9] and Jouguet (1871-1943) [10, 11,
12]. The history of this topic is well covered by Lee
[13] and in references cited in this book. Investiga-
tions of Chapman and Jouguet both rely on previous
work on shock waves by Rankine [14] and Hugoniot
[15, 16]. Use is made of the balance equations writ-
ten for a one dimensional flow system undergoing
chemical conversion. The initial state 1 designates
the fresh mixture while the final state 2 corresponds
to the reacted mixture. The chemical conversion of
the fresh reactants in state 1 into burnt products in
state 2 generates a certain amount of heat release per
unit area and may be designated by q. One may as-
sume that products in state 2 are in chemical equi-
librium and determine the chemical composition of
the fluid in state 2. Assuming for simplicity that the

fresh and burnt mixtures behave as perfect gases so
that p1 = ρ1rT1 and p2 = ρ2rT2 and that their specfic
heats are constant and do not change, one may write
the following balances of mass momentum and en-
ergy :
Mass balance

ρ1v1 = ρ2v2 (8)

Momentum balance

p1 + ρ1v2
1 = p2 + ρ2v2

2 (9)

Energy balance

cpT1 +
1
2

v2
1 + q = cpT2 +

1
2

v2
2 (10)

One deduces from the previous expressions the
Hugoniot relation which links the final state to the
initial state and depends on the heat release q:

γ

γ − 1
(

p2

ρ2
−

p1

ρ1
) −

1
2

(p2 − p1)(
1
ρ1

+
1
ρ2

) = q (11)

When the heat release q is set to zero one retrieves the
Hugoniot relation governing normal shock waves in a
perfect gas. When q differs from zero, this expression
provides conditions of the gas in state 2 as a func-
tion of conditions prevailing in state 1. In addition
to this expression, a combination between mass and
momentum balances yields the Rayleigh line defined
by

γM2
1 = (

p2

p1
− 1)
/
(1 −

ρ1

ρ2
) (12)

It is then convenient to draw the Hugoniot and
Rayleigh lines in a diagram in which ρ1/ρ2 is the ho-
rizontal coordinate and p2/p1 is the vertical coordin-
ate. The crossing points between these two lines cor-
respond to solutions of the balance equations. Det-
onations correspond to the range ρ1/ρ2 < 1 while
deflagrations are found for ρ1/ρ2 > 1.

Figure 6. The Hugoniot and Rayleigh lines plotted
in a p − ρ diagram. C-J conditions correspond to
the points where the Rayleigh line is tangent to the
Hugoniot curve.
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In contrast with the case of shock waves q = 0 which
features a single solution and requires that the flow in
state 1 be supersonic, there are two solutions when q
differs from zero. In the detonation domain one finds
a strong detonation solution such that the pressure
p2 and density ρ2 are both larger than their counter-
parts corresponding to the weak detonation solution.
The flow velocity on the downstream side (state 2) is
subsonic with respect to the detonation wave in the
strong detonation case while it is supersonic with re-
spect to the wave in the weak detonation case. There
is a point where these two solutions merge which cor-
responds to the case where the Rayleigh line is tan-
gent to the Hugoniot line (point J) for detonations
and another point K for deflagrations. Conditions
at point J correspond to a minimum in the deton-
ation velocity (as pointed out by Chapman) and to
a miminum in entropy as demonstrated by Jouguet.
Jouguet also found that the minimum entropy condi-
tions at point J also led to sonic conditions of the flow
in state 2and he proposed that the minimum entropy
solution defined the characteristics of the detonation
wave. The Chapman-Jouguet solution for detona-
tions requires no knowledge of the internal structure
of these waves. It only requires thermodynamic equi-
librium calculations and provides reasonable estim-
ates of detonation velocities which agree well with
experimental data.Nevertheless, a physical interpret-
ation of the C-J condition was missing but was later
developed by Zelovich, von Neumann and Döring in
what is called the ZND model for detonations (see
[17, 13] for more details and recent developments).

5. RECENT PROGRESS IN COMBUS-
TION SCIENCE

In addition to issues considered by the early pion-
neers as evoked in previous sections, many other as-
pects need to be considered in the field of combus-
tion. These arise from the fact that one has to cope
with a wide range of applications including power-
plants, gas turbines, industrial processes, automotive
engines, rocket motors... introducing an extraordin-
ary diversity in configurations, geometries and op-
erational conditions. At the same time one has to
consider a collection of difficulties resulting from the
underlying disciplines and their coupling including
fluid mechanics, themodynamics, chemical kinetics
and transport phenomena. The corresponding sci-
entific issues are linked with : (1) The many modes of
combustion, (2) Complex kinetics, (3) Stiff reaction
rates following Arrhenius laws, (4) The thin layer
multicsale nature of flames, (5) The existence of crit-
ical conditions (ignition, extinction...), (6) Combus-
tion of reactants in liquid or solid form (sprays, solid
fuels...), (7) Interactions with boundaries, (8) High
pressure, transcritical conditions, (9) Complex tur-
bulent flows, (10) Essentially multiphysics (coupling
with many other processes : acoustics, radiation...).
It is of course not possible to examine all these com-
plications in this short article. This is done in a num-

ber of recent textbooks and in many review papers
published in Progress in Energy and Combustion Sci-
ence and in the plenary lectures delivered at the bi-
annual International Combustion Symposia and ap-
pearing in the Proceedings of the Combustion Insti-
tute (see for example [17, 18, 19, 20, 21, 22, 23, 24]).
We will only examine a few of these topics to illus-
trate progress accomplished since the early days of
combustion science.

5.1. The theory of flames and complex kin-
etics

It is surprising to note that chemistry as a science
is just a little more than two hundred years old and
measure how much progress has been made over
such a short period. This progress was also made
possible by advances in thermodynamics, transport
processes and fluid dynamics. The subdomain of
combustion chemistry has also evolved quite remark-
ably as well allowing detailed analysis of flame struc-
tures which were carried out further during the XXth
century. The governing equations describing the
coupled combustion process were written in full de-
tail only about fifty years ago and their computer ap-
plication is even more recent. Initial attempts at ob-
taining numerical solutions for simple flames were
made during the 1950’s but detailed calculations of
one dimensional flames were only completed dur-
ing the late 70’s. Multidimensional calculations of
flames have become available during the 80’s. Com-
bustion reactions are now described with complex
kinetic schemes involving tenths to hundreds species
and hundreds to thousands elementary reactions.
About 60 years ago, in 1954 Karman and Penner [25]
were able to treat the ozone decompostion flame by
means of a two step reaction model

O3 + M→ O + O2 + M (13)

O + O3 → 2O2 (14)

and determine the burning velocity of this relatively
simple flame. They indicated in their report that their
was hope that the more complicated chain reactions,
such as the combustion of hydrocarbons, would also
be made accessible to theoretical computations.
This has been accomplished well beyond what Kar-
man and Penner were forseeing. Laminar flame cal-
culations have now become routine and flame struc-
tures are being determined by including large kin-
etic schemes and detailed transport properties (see
for example [26]). These calculations provide lam-
inar burning velocities with great accuracy. Much
work has also concerned strained flames formed in
a counterflow, a configuration in which the flame is
flat and the flow depends on a single transverse co-
ordinate. This has allowed considerable progress in
the analysis and determination of critical conditions
defining extinction and ignition. Progress in the un-
derstanding of elementary mechanisms of flame ini-
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tiation, propagation and instabilities has also been
quite substantial (see for example [27]).
Advances on the theoretical side have also been quite
substantial. The modern approach in the analysis
of flame structures has mostly relied on activation
energy asymptotics inspired by the early work of
Zeldovich and Frank Kamenetski (see Zeldovich et
al. [28]). Many theoretical investigations use the
fact that the activation energy of the main kinetic
step controlling the combustion process is large, so
that the ratio E/(RTu) is large. Zeldovich and his
colleagues were first to exploit this idea in a sys-
tematic fashion and it is now standard to define the
Zeldovich number E(Tb − Tu)/(RT 2

u ) and consider
asymptotic expansions in terms of large Zeldovich
numbers. This is exemplified in the work Linan [29],
Clavin (see [30, 31] for reviews), Sivashinsky [32],
Buckmaster and Ludford [18], Williams [33, 34],
Law [35, 36, 26] and Matalon [37, 38]. This track
has been exploited extensively starting in the 1970s
yielding a wealth of information on the structure and
properties of many types of flames and on funda-
mental combustion processes like ignition and ex-
tinction.

5.2. Turbulent combustion

The interest in turbulent flames is more recent arising
from the many technical applications of combus-
tion. It is known that turbulent fluctuations occur
in most practical flows but that “Turbulence is the
most important unsolved problem of classical phys-
ics” as remarked by the famous Nobel prize win-
ner Richard Feynman. Turbulent combustion intro-
duces additional difficulties associated with the thin
spatial scales correponding to the chemical conver-
sion process in the flames and to the variety of tem-
poral scales characterizing this process. In practical
configurations this is compounded with many other
complexities : injection of fuel as a spray, rotation
imparted to the flow by swirlers, multiperforation of
the boundary... One may then come to the conclu-
sion that not much could be done with such complic-
ated situations. This is not so, and much progress has
been made in the analysis and modeling of turbulent
flames. The key issue is of course the description of
turbulence/combustion interactions ([22, 39]). There
is no space to examine this topic in detail but one
can safely consider that advances have been made
because of the new simulation capacities in combin-
ation with detailed experimental investigations ex-
ploiting laser diagnostics and numerical imaging us-
ing high speed cameras. In the early days (in the
1970s) most turbulent flames were calculated with
Reynolds Average Navier-Stokes equations (RANS).
Considerable insights were then gained in the late
1980s and 1990s through Direct Numerical Sim-
ulations (DNS) (see [40, 41, 42, 43, 44]. These
have provided useful information on many element-
ary processes of turbulent combustion. Starting in the
1990s the effort shifted to Large Eddy Simulations, a

method in which the large scales of turbulence are
calculated while the small scales are modeled. Res-
ults of LES are such that one can safely say that the
future clearly lies in LES and that one can hope to
deal with many practical applications and related is-
sues (see [39] for a detailed presentation of issues
and methods, [45] for a recent overview and [46] for
a review of recent modeling tools in LES).

5.3. Ignition dynamics in annular systems
An example is now given to illustrate the state of
the art in the simulation of turbulent flames. This
example corresponds to the ignition process in a
multiple-injector annular combustor designated as
MICCA. This system comprises 16 swirling inject-
ors which are fed with a mixture of propane and air.
A view of the combustor under steady state opera-
tion is shown in Fig. 7. The combustor has transpar-
ent annular side walls allowing a direct view of the
flame.

Figure 7. On the left multiple injector annular
combustor MICCA. The lateral walls made of
quartz allow a direct view of the combustion re-
gion. This device fed with a mixture of propane
and air is seen under operation on the right.

Simulation of the ignition and light-round process
are carried out with the AVBP flow solver developed
by CERFACS and IFPEN and equipped with the F-
TACLES combustion model derived in our laborat-
ory. The computational domain includes the air/fuel
injection manifold, plenum, swirling injectors, and
the full annular space defined by the combustor back-
plane and sidewalls [47, 48]. A large volume is added
at the exit of the combustor to represent the surround-
ing atmosphere. The mesh comprises 310 × 106 tet-
rahedra. Direct comparisons between numerical res-
ults and experimental data are shown in Fig. 8. The
flame position is obtained in the experiment by re-
cording the light intensity with a high speed camera.

A remarakable agreement is obtained between the
simulated flame and the patterns observed in the ex-
periment. The light-round delay is also well re-
trieved.

6. SUMMARY
By setting the basis of modern chemistry, Lavoisier
made an essential step forward. His careful measure-
ments allowed him to discard erroneous “theories”
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Figure 8. Ignition and light-round of a multiple
injector annular combustor. On the left light
emission detected by a high speed CCD camera.
On the right results of Large Eddy Simulations.
[47, 48].

like that of the phlogiston and to lay the grounds for
combustion science. At a later stage Berthelot and
Vieille in a sensational discovery demonstrated that
there were two types of flames, one progressing at
low speed designated as deflagration, the other much
faster corresponding to detonation. During that same
period corresponding to the later part of the XIXth
century Mallard and Le Chatelier set the grounds for
modern combustion theory by identifying the fun-
damental mechanisms controlling the propagation of
deflagration and providing a reasonable mathemat-
ical expression for the burning velocity which could
be used to explain many of their experimental obser-
vations. Mallard and Le Chatelier also demonstrated
that combustion could take the form of slow flames
propagating at low speed and fast flames correspond-
ing to detonations and that transition could be ob-
served between these two regimes. The existence
of these two regimes was later analyzed independ-
ently by Chapman and Jouguet leading more spe-
cifically to the Chapman-Jouguet conditions for det-
onations which provided a relatively simple method
for estimating detonation velocities. From these pi-
oneering studies combustion has evolved into a broad
field at the crossroads of four scientific disciplines
including fluid mechanics, thermodynamics, trans-
port phenomena and chemical kinetics. Following
the initial steps made by these remarkable scient-
ists, much progress has been made allowing consid-
erable improvements of our understanding of com-
bustion phenomena and a wide range of applications
in a variety of fields. Still, much more remains to
be done on a variety of topics including combus-
tion modeling for large eddy simulation, applica-
tion of these simulation methods to realistic config-
urations, computational efficiency, automatic reduc-
tion, tabulation methods, code coupling, multiphys-

ics problems, combustion dynamics (ignition, extinc-
tion, flashback, instabilities), spray flames, pollutant
prediction (soot, NOx...), transcritical combustion.
Much remains to be done to deal with emerging chal-
lenges from novel combustion systems and technolo-
gies.
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ABSTRACT 

Beamforming processes developed specifically 

for rotating sources have provided a nonintrusive 

means by which turbomachinery noise sources can 

be localized. Investigations by Horváth et al. have 

shown that for unducted rotating coherent noise 

sources beamforming will localize the noise sources 

to their Mach radii rather than their true noise source 

positions. As a further step, Horváth et al. have 

shown that beamforming investigations utilizing 

beamforming processes developed specifically for 

the investigation of rotating noise sources in an 

absolute as well as a rotating reference frame need to 

take noise sources appearing on the hub into 

consideration in order to accurately identify all noise 

sources. The investigations showed that for certain 

frequencies this noise source can result from a 

combination of motor noise which is truly located on 

the hub, rotor-stator interaction noise radiating from 

along the rotor blade span, and even rotor-stator 

interaction noise radiating from along the span of the 

stationary guide vanes. The present investigation 

continues this study by investigating certain 

parameters and providing further guidelines for 

separating the beamform peak which is localized to 

the hub into its true noise source components, which 

are located on the axis as well as along the span of 

the rotor and the stator, making it possible to better 

understand turbomachinery beamform maps. 

Keywords: axial flow turbomachinery, 

beamforming, Mach radius, tonal noise sources  

NOMENCLATURE 

B [-] blade count 

LB [dB] beamforming peak level 

Lp [dB] sound pressure level 

Mt [-] blade tip Mach number 

Mx [-] flow Mach number 

n [-] harmonic index 

p [Pa] sound pressure  

pa, pb [Pa] sound pressures of coherent noise  

sources  

pref [Pa] reference sound pressure 

pt [Pa] total sound pressure 

x [-] number of equal strength coherent  

in phase noise sources 

y, z [m] coordinates in the plane of the fan 

z* [-] Mach radius 

α [°] phase angle 

Θ [°] angle of the viewer 

 

Subscripts and Superscripts 

one contribution form one source 

1 acoustic harmonic 

2 loading harmonic 

1. INTRODUCTION 

As legislations and regulations have become 

more stringent along with the expectations of 

customers, the amount of research in the field of 

turbomachinery aeroacoustics has progressively 

increased. As a result of this, turbomachinery design 

requirements are continuously evolving, often 

pushing the limits of design practices. The drive to 

further increase efficiency and reduce noise levels is 

also pushing technology to develop at a fast pace. 

Design, simulation, and measurement technologies 

are therefore being refined and even radically 

reformed in the process. With regard to acoustic 

measurement technology, microphone technology 

has been improved, measurement techniques have 

been developed, and a combination of the two has 

helped us gain more information from the recorded 

acoustic data than ever before possible.  

Traditionally, microphones have been set up and 

recorded individually, with the spectrum of the 

individual microphone signals providing a vast 

amount of information regarding the radiated noise 

field of the investigated phenomena. The 
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development of phased array microphone 

beamforming technology has made it possible to 

extend these capabilities, simultaneously recording 

multiple microphone signals and then processing the 

results in order to learn more about the noise sources 

which are being investigated. Beamforming 

processes developed specifically for rotating sources 

have provided a nonintrusive means by which the 

noise sources of turbomachinery can be localized [1-

3]. Utilizing phased array microphones and these 

advanced beamforming algorithms we are able to 

collect data for identifying turbomachinery noise 

sources, which is becoming a common practice [1-

5]. On the other hand, the results are not so easily 

understood. Most beamforming algorithms assume 

that the noise is generated by compact incoherent 

noise sources, in most cases resulting in beamform 

maps which localize the noise sources to their true 

locations. If the investigated noise sources are 

coherent, the beamforming algorithms often have a 

hard time distinguishing one source from the other, 

resulting in the noise sources being incorrectly 

located on the beamform maps. This publication is 

one in a series that aims at understanding the 

beamform maps of various unducted turbomachinery 

applications. The goal is to first understand these 

beamform maps and then use the newly gained 

knowledge for developing methods of evaluating 

them, while in the long run taking this a step further 

and developing new beamforming methodologies 

specifically for the investigation of rotating noise 

sources. Questions which are addressed in this 

investigation are: If a noise source which is localized 

to the axis by beamforming is looked at in an 

absolute or rotating reference frame, will the source 

strength be the same? When we have multiple 

coherent noise sources which are localized to the 

same Mach radius position, how can we determine 

the individual contributions? With regard to the 

second question, only a few specific cases are looked 

at here, since there are many possibilities which need 

to be investigated. 

The publications of Horváth et al. regarding 

unducted rotating coherent noise sources have shown 

that the noise sources are pinpointed to their 

respective Mach radii rather than their true locations 

by beamforming methodologies [6]. The name 

“Mach radius” or “sonic radius” refers to the mode 

phase speed, the speed at which the lobes of a given 

mode rotate around the axis, having a Mach number 

of 1 at the Mach radius (z*, a normalized radius, 

where z* = 1 refers to the blade tip) when examined 

from the viewpoint of the observer [7]. See Eq. (1). 

Based on these findings, Horváth et al. have 

explained the beamform maps of rotating coherent 

noise sources with regard to counter-rotating open 

rotors that are investigated from the sideline [8] as 

well as explaining why certain noise sources are 

localized to the axis in the case of a generic unducted 

axial flow fan test case which is investigated from 

the axial direction [9].  

The investigation of a generic unducted axial 

flow fan test case by Horváth et al. focused on the 

noise sources appearing on the axis of the fan [9]. In 

many similar investigations, noise sources located on 

the axis have been associated with motor noise with 

no further investigations being considered [1, 5]. 

Taking into account what is known from [6] 

regarding unducted rotating coherent noise sources 

appearing at their respective Mach radii, it was 

shown that the noise sources appearing on the hub 

can for certain frequencies be resulting from noise 

sources located along the span of the rotor or the 

guide vane. This occurs when the wave fronts of 

coherent noise sources experience constructive and 

destructive interference, interacting with the phased 

array in the same manner as the wave front of a single 

monopole noise source located at the Mach radius of 

the given instance would. In the test case described 

in [9] the Mach radius is zero and therefore the noise 

source is localized to the axis. The Mach radius is 

calculated using Eq. (1), with n being the harmonic 

index, B being the blade count or guide vane count, 

Mt being the blade tip Mach number, Mx being the 

flow Mach number, and Θ being the angle of the 

viewer with regard to the axis (upstream direction 

referring to 0°), with subscripts 1 and 2 referring to 

the rotor or guide vane of the acoustic harmonic and 

loading harmonic, respectively. The equation is 

formulated for a turbomachinery system consisting 

of two rotors or one rotor and one guide vane which 

are moving relative to one another. Acoustic 

harmonic refers to the rotor or guide vane which is 

radiating noise while being loaded by the potential 

field and/or the viscous wake of the other, which is 

referred to as the loading harmonic. Both rows of 

rotors or guide vanes need to be considered as 

acoustic as well as loading harmonics in order to 

receive a complete and accurate sound field, since 

each blade row loads the other blade row and also 

radiates sound simultaneously [7]. 

 

𝑧∗ =
(𝑛1𝐵1 − 𝑛2𝐵2)

(𝑛1𝐵1𝑀t,1 + 𝑛2𝐵2𝑀t,2)

(1 − 𝑀𝑥 cos𝛩)

sin𝛩
 (1) 

 

The results presented in [9] therefore provide an 

explanation as to why the investigated noise sources 

appear on the axis. Three tonal components of 

unducted axial flow turbomachinery noise were 

investigated: motor noise, interaction noise radiating 

from the guide vanes as they interact with the rotors, 

and interaction noise radiating from the rotors as they 

interact with the guide vanes. The present report 

makes a further contribution to these results, 

providing information regarding how to distinguish 

between the contribution of the motor, each rotor, 

and each stator to the level of the apparent noise 

source appearing on the axis. This is done by 

individually investigating the effect of each of these 
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noise sources on the beamform peak which is 

localized to the axis. In this way further guidelines 

are provided which will help in separating the noise 

source appearing on the axis into its components. 

This investigation is motivated by a desire to 

better understand the beamform maps of unducted 

axial flow turbomachinery, which is necessary in 

order to accurately process the results of rotating 

coherent as well as incoherent noise sources which 

are processed using currently available beamforming 

methods, and which will provide the basis of a new 

beamforming investigation method designed 

specifically for the investigation of unducted rotating 

coherent noise sources. 

2. TURBOMACHINERY NOISE 
SOURCES 

In categorizing turbomachinery noise sources, 

they can be split into two main groups, tonal and 

broadband noise sources. Tonal noise sources are 

characterized by a discrete frequency, and are 

associated with the regular cyclic motion of the rotor 

blades with respect to a stationary observer and with 

the interaction of the rotors with adjacent structures 

[10]. These are referred to as Blade Passing 

Frequency (BPF) tones and interaction tones, 

respectively. With respect to the present 

investigation, the coherence of the noise sources also 

needs to be taken into consideration. Coherent noise 

sources are characterized by a time invariant phase 

relationship. While in most cases broadband noise 

sources are not coherent, many tonal turbomachinery 

noise sources often are. Broadband noise sources are 

characterized by a wide frequency range, and are 

associated with the turbulent flow in the inlet stream, 

boundary layer, and wake [10]. 

3. AXIAL FLOW FAN TEST CASE 

In this investigation a synthetic axial flow fan 

test case is presented. The synthetic fan is used 

instead of a real fan in order to provide a means by 

which multiple noise sources can individually be 

investigated while easily manipulating certain 

variables. Figure 1 provides a schematic of the fan 

test case which is synthesized herein. An axial flow 

fan having a variable number of rotor blades (5 are 

pictured in the figure) and downstream guide vanes 

(1 is pictured in the figure) is investigated by a 

microphone phased array located 0.3 m in the 

upstream axial direction. The fan has a diameter of 

0.4 m. The diameter of the phased array is 1m. The 

microphones of the array are arranged along a 

logarithmic spiral, based on the design used in the 

OptiNav Inc. Array 24: Microphone Phased Array 

System. 

The following three components of 

turbomachinery noise are investigated: motor noise, 

guide vane noise radiating from the guide vanes as 

they interact with the rotors, and rotor noise radiating 

from the rotors as they interact with the guide vanes. 

The motor is represented by 1 stationary monopole 

noise source located on the axis. The guide vanes are 

represented by stationary coherent monopole noise 

sources located at the blade tips, and the rotors are 

represented by coherent rotating monopole noise 

sources located at the blade tips. Figure 2 shows a 

schematic of the monopole noise sources which 

replace the true noise sources. They are represented 

by small spheres in the figure.  

 

Figure 1. Schematic of the fan test case which is 

synthesized in the investigation. 

 

 

Figure 2. Synthetic fan test case, with monopole 

noise sources replacing the rotors, guide vanes 

and motor. 

Only simulations of the synthetic test cases are 

presented in this investigation, but it should be 

mentioned that [9] showed that the simulations 

correctly localize the noise sources to their Mach 

radii and therefore these simulations can be used in 

further investigating other parameters. In order to 

account for the limited resolution of the finite 

aperture array, the investigated frequency is chosen 

as 3000 Hz for all test cases, and therefore the results 

provide beamform maps which clearly depict the 

investigated noise sources. Being a synthetic case, 

the sound pressure amplitude is defined at each noise 
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source position instead of the sound power and 

whenever possible defined as having a sound 

pressure value which would be equivalent to a sound 

pressure level of 60 dB if measured at the source 

position. This investigation does not investigate the 

effect of phase difference at the source location, and 

therefore the phase of each noise source was set 

equal. The stationary monopole noise source located 

on the axis and representing the motor radiates at the 

investigated frequency, and should be considered as 

a harmonic of the motor noise. The stationary 

monopole noise sources representing the guide vanes 

also radiate at the same investigated frequency, as a 

result of the potential field and/or the viscous wake 

of the rotor blades rotating at a given RPM and 

interacting with the guide vanes or a harmonic of this 

tone. The coherent rotating monopole noise sources 

located at the blade tips and representing the rotors 

radiate at the same investigated frequency, which is 

resulting from the potential field and/or viscous wake 

of the guide vanes interacting with the rotor blades 

or one of its harmonics. 

4. BEAMFORMING 

For the simulations presented herein, in-house 

virtual noise source generation and propagation 

software is used for creating virtual microphone 

signals at the microphone positions. The in-house 

code is able to produce noise sources which are 

moving at subsonic speeds, while taking into account 

sound intensity attenuation with distance and the 

Doppler Effect. The simulation data is processed by 

versatile in-house beamforming software. Two types 

of algorithms are used: the classical frequency-

domain based Delay & Sum (DS) method [11], 

which can localize incoherent stationary sources in 

an absolute reference frame, and the Rotating Source 

Identifier (ROSI) method [1], which can localize the 

incoherent sources which are stationary in a rotating 

reference frame. The results provide beamform 

maps, which display the magnitudes and the 

positions of the strongest sources located in the 

investigated plane for a given frequency range. The 

magnitudes of the beamform map sources are 

presented as levels which are calculated from sound 

pressure squared values which have been corrected 

for sound intensity attenuation with regard to 

distance. The values are therefore given with regard 

to the source position. The reference value used in 

the calculation of the levels is 2*10-5 Pa. Using these 

two algorithms, the sound sources originating from 

both the stationary and rotating elements of the fan 

can be localized.  

Beamforming utilizes the phase differences 

measured between the microphone signals to 

determine the direction of arrival of the wave fronts. 

By adjusting the phase shifts (time delays) of the 

microphone signals relative to each other, a 

maximum correlation can be obtained between them. 

The corresponding phase shifts give information as 

to the direction of arrival of the wave fronts and 

hence the locations of the noise sources. This forms 

the basis of the DS beamforming method [11]. The 

method can be considered as forming a sensitivity 

curve, called mainlobe that is directed toward 

possible compact monopole noise source positions 

by phase adjustments. These possible source 

positions are defined by the user, providing focus 

points for the beamforming methodology, and the 

beamform maps display the strengths of the 

investigated sources.  

The ROSI beamforming method is an extension 

of the DS method for rotating source models [1]. The 

main difference between the two methods is that the 

ROSI method applies a so called deDopplerization 

step in order to place the rotating noise sources into 

a rotating reference frame and hence make them 

stationary. The positions and velocities of the 

possible noise sources are accounted for by 

correcting the time difference and amplitude data 

with regard to each receiver position. The corrected 

source signals are then processed with a 

beamforming method that corresponds with the DS 

method. For a more detailed description of the ROSI 

method, see reference [1]. A more detailed 

description of the phased array microphone system 

and of the beamforming algorithms applied in the in-

house code is available in [5]. 

In processing the test data the following 

parameters are applied. A sampling rate of 44100 Hz 

is used and 2 seconds worth of data are processed. A 

Hanning window is applied with a windowing size 

of 2048, which is applied with a 50% overlap. The 

narrowband beamform peak data is presented in the 

beamform maps and diagrams. It should be 

mentioned that the rotor noise sources were modelled 

in a rotating reference frame and when needed 

transferred into an absolute reference frame (making 

them rotating sources) by processing the data with 

the ROSI method. Vice versa, the stator noise 

sources were modelled in an absolute reference 

frame and when needed transferred into a rotating 

reference frame (rotating the stationary sources) by 

processing the data with the ROSI method. 

5. RESULTS 

As stated in the introduction, this paper further 

investigates turbomachinery noise sources which are 

localized to the axis by beamforming. The goal is to 

understand the effect of rotor blade number, stator 

blade number, and noise source amplitude on the 

resulting apparent noise source located on the axis, 

in order to help determine the contribution of each 

individual noise source. 

The first test investigates the effect of motor 

noise source level on the level of the noise source 

located on the beamform map. The test examines 

changing the level of a single tonal noise source 

which is physically located on the axis and 

beamforming the results in both an absolute as well 
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as rotating reference frame using the DS and ROSI 

beamforming methods. Figure 3 presents a diagram 

which compares the sound pressure level of the 

defined amplitude at the source location to the 

calculated beamform peak value, which is also 

calculated with regard to the source location. It can 

be seen that the values coincide well for the absolute 

and rotating reference frame results, having a 

constant difference of approximately 0.1 dB. This 

shows that the magnitude of the noise source which 

is physically located on the axis is independent from 

the coordinate system in which the noise source is 

investigated. Looking at Fig. 3, it can also be seen 

that with regard to the magnitude of the noise source 

there is a linear relationship between the source 

magnitude and the beamforming peak value. This 

suggests, as is customary in the beamforming 

literature, that for tonal sources physically located on 

the axis, the array can be calibrated with the help of 

a known source, after which the integral of the 

beamform map can be used in order to quantify 

results [11].  

 

Figure 3. Relationship between the beamform 

peak level and the sound pressure level of the 

motor noise calculated with respect to the 

source.  

The second test case investigates the effect of 

blade number on the level of the apparent noise 

source located on the axis. Multiple coherent in 

phase noise sources were evenly distributed around 

the axis. The noise sources were investigated in an 

absolute as well as rotating reference frame in order 

to investigate the effects of stationary sources 

(stators) in an absolute as well as rotating reference 

frame. (This is the same as investigating rotating 

sources (rotors) in a rotating and stationary reference 

frame, respectively, and therefore only one set of 

data is presented.) The number of sources was varied 

while keeping the frequency the same and therefore 

the rpm of the rotor was varied accordingly for each 

case. Source numbers ranging from 15-20 were 

investigated. Since this investigation does not look at 

the effect of phase difference between the sources, 

the number of rotors and stators is always kept equal 

and therefore the noise sources are always in phase.  

Regarding coherent noise sources, it is known 

from classical acoustics that Eq. (2) can be used to 

determine the sound pressure level, Lp, of a single 

microphone measurement, where pref is the reference 

sound pressure and pt is the total sound pressure, 

which can be determined according to Eq. (3) [12]. 

Here pa and pb refer to the sound pressures of two 

coherent noise source signals and α refers to the 

phase angle between them. The equation can be 

extended to take into account multiple sources. With 

regard to beamforming maps and superimposed 

apparent noise sources the authors have no 

information which can help in determining the 

contribution of each individual coherent noise 

source. This test is designed to give us a better 

understanding of these contributions. 

 

𝐿𝑝 = 10 log10 (
𝑝t

2

𝑝ref
2
) (2) 

 

𝑝t
2 = 𝑝a

2 + 𝑝b
2 + 2𝑝a𝑝b cos 𝛼 (3) 

 

Typical beamform maps from this multiple noise 

source test can be seen in Figures 4 and 5. The fan is 

viewed from the upstream direction, as depicted in 

Fig. 1, with the axis passing through the 0,0 position. 

Fig. 4 shows the beamform map of 15 equal strength 

rotating coherent in phase noise sources (stationary 

noise sources which have been processed using 

ROSI). Fig. 5 depicts the beamform map of 15 equal 

strength stationary coherent in phase noise sources 

(stationary noise sources processed using DS). As 

expected from the earlier investigations of Horváth 

et al. [9], the noise sources are always localized to 

the axis by beamforming. A summary of the coherent 

in phase noise source results can be seen in Figure 6, 

which depicts the beamform peak level of the 

apparent noise source which is localized to the axis 

for both the rotating as well as stationary coherent in 

phase noise sources as a function of source number.  
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Figure 4. Beamform map of 15 stationary, 

coherent, in phase noise sources investigated in 

the rotating reference frame. 

 

Figure 5. Beamform map of 15 stationary, 

coherent, in phase noise sources investigated in 

the absolute reference frame. 

 

Figure 6. Beamform peak level of the equal 

strength coherent in phase apparent noise source 

as a function of source number. 

In this investigation it is assumed that all of the 

coherent noise sources are of equal strength, which 

is known to be true in this case and generally true for 

axisymmetric turbomachinery noise sources. It is 

also known that the wave fronts of coherent noise 

sources experience constructive and destructive 

interference as they propagate, resulting in modes. In 

this test case a planar wave mode is traveling along 

the axis of the fan, the Mach radius of which is zero. 

Since the microphones used in the investigation are 

all relatively close to the axis and far enough away 

from the noise source for the planar wave mode to 

have already developed, it is expected that the 

contributions from each of the noise sources should 

be in the same phase at the in plane microphone 

positions as at the source positions. If this hypothesis 

is true, and the noise sources have the same phase 

difference at the microphones as they do at their 

source locations, then an equation which is 

analogous to Eq. (2) will describe the increase of 

beamform peak level at the Mach radius as a function 

of number of coherent in phase noise sources. 

According to the hypothesis, in this test case cos(α) 

is equal to 1 since the phase of each noise source is 

the same, and Eq. (2) can be rewritten for the 

beamform peak level, LB, of x coherent in phase 

noise sources of equal strength, as seen in Eq. (4). 

Here pone refers to what would be the pressure 

amplitude of the beamform peak which could be 

calculated back from the beamforming results for 

one of the equal strength coherent in phase noise 

sources at the apparent source location. The equation 

can be rewritten for levels, as seen in Eq. (5). LB,one 

refers to the beamform peak level contribution from 

one of the equal strength coherent in phase noise 

sources at the apparent source location (Mach 

radius). Rearranging Eq. (5), one can solve for LB,one, 

which should be equal for each instance investigated 

here, if the hypothesis is correct.  

 

𝐿B = 10 log10 (
𝑝one

2

𝑝ref
2 ) + 10 log10 (

𝑥2

𝑝ref
2) (4) 

 

𝐿B = 𝐿B,one + 20 log10(𝑥) 
(5) 

 

The values for LB,one are also plotted in Fig. 6 as 

a function of number of sources, where it can be seen 

that they are equal. It can therefore be concluded that 

though the noise sources are not physically located at 

the Mach radius position, the levels can be added 

using equations which are customarily used for the 

addition of coherent sound pressure levels. Taking 

advantage of this, one can determine the beamform 

peak amplitude contribution of one of the equal 

strength coherent in phase noise sources to the 

apparent noise source located at the Mach radius 

position.  

The investigation is conducted in both the 

absolute as well as rotating reference frame with the 

help of the DS and ROSI methods, as can be seen in 

Fig. 6. Similar to the results for the noise source 

which is physically located on the axis, the difference 
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between LB,one for DS and ROSI is approximately 0.1 

dB. This shows that the results are independent of 

reference frame in which they are investigated, as 

was also the case for the noise source physically 

located on the axis. 

Since the amplitudes of the noise sources used in 

the second test are defined as having a sound 

pressure level of 60 dB at the source position, they 

can be compared to the one case in the first test which 

also has a magnitude of 60 dB. The values of the 

beamform map peaks do not agree as can be seen in 

comparing Figs 3 and 6. Though beyond the scope of 

this investigation, further tests will investigate the 

relationship between the beamform peak level of one 

noise source which is physically located on the axis 

to the contribution from one of the noise sources 

which contributes to the apparent noise source which 

is located at the Mach radius. 

6. CONCLUSIONS 

This investigation is one in a series which looks 

at the beamforming results of coherent rotating noise 

sources through a turbomachinery fan test case. The 

goal is to better understand the beamforming results 

of currently available beamforming methods and to 

provide preliminary information which is needed in 

the development of a new beamforming method 

designed specifically for rotating coherent noise 

sources.  

While earlier investigations provided 

information as to the localization of the rotating 

coherent noise sources to the Mach radius, which is 

the axis in this particular case, this investigation 

takes this a step further. The first test case 

investigates whether the level of a noise source 

which is physically located on the axis is affected by 

the choice of reference frame. The results show that 

the results are the same for the DS and ROSI 

investigations. The results also suggest that the 

results can be quantified by integrating the beamform 

maps, as is customary in beamforming 

investigations, though this is beyond the scope of the 

present investigation. 

A second test investigates the contribution from 

equal strength coherent in phase noise sources to the 

magnitude of the apparent noise source located at the 

Mach radius. The noise sources are investigated in a 

rotating as well as absolute reference frame. The 

results show that the equations used in acoustics for 

adding levels can be applied in determining the 

contributions from equal strength coherent in phase 

noise sources to the apparent noise source located at 

the Mach radius. The results show that the same 

levels can be calculated for one test case independent 

of reference frame in which it is investigated. On the 

other hand, the beamforming peak level is dependent 

on whether the noise source is physically located at 

the given position or just an apparent noise source.  

Though beyond the scope of this present report, 

further tests will investigate the relationship between 

the beamform peak level of one noise source which 

is physically located on the axis to that of the 

contribution from one of the noise sources which 

contributes to the apparent noise source which is 

located on the axis. 
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ABSTRACT 
The paper presents the semi-empirical 

investigation on the effect of the inlet axial velocity 
profile on the total efficiency and the upstream-
radiated noise of an industrial axial flow fan rotor, 
installed in a free-inlet, free-exhaust setup. As a 
preliminary empirical diagnostics step, the emitted 
noise of the fan was measured by means of a 
Phased Array Microphone system, and the inlet 
axial velocity profile was taken with use of a vane 
anemometer. Supported by the measurements, the 
spanwise distribution of the emitted noise was 
estimated on the basis of the momentum thickness 
of the blade suction side boundary layer, being 
considered also as a loss indicator of the fan 
blading. The spanwise distribution of the 
momentum thickness was calculated with use of 2D 
empirical cascade correlations. The appropriateness 
of the applied rotor through-flow model was 
assessed by means of CFD simulation. Based on the 
semi-empirical model, the paper presents the  
method for surveying the dependence of the total 
efficiency and average sound pressure level for 
various inlet axial velocity profiles. Such method 
forms a basis for simultaneously reducing the loss 
and the emitted noise, while retaining the global 
aerodynamic performance of the fan. 

Keywords: axial flow fan, efficiency, inlet 
velocity profile, noise, phased array microphone 

NOMENCLATURE 
A [dB] parameter in Eq. 4 
dt [mm] tip diameter 
k [-] exponent in Eq. 5 
LP [dB] area-averaged SPL 
LPΘ*  [dB] Θ* -based approximation of SPL  
LΘ*  [dB] momentum thickness level 

n [RPM] rotor speed 
P [Pa] sound pressure 
R [-] dimensionless radius 
α [°] flow angle (from axial direction) 
Φ [-] global flow coefficient 
φ [-] local axial flow coefficient 
ηt [-] total efficiency 
ν [-] hub to tip ratio 
ψis [-] local isentropic total pressure rise 
  coefficient 
ψ´sw [-] local swirl loss coefficient 
Θ* [-] momentum thickness parameter 
ω [-] local friction loss coefficient 
 
Subscripts 
1 rotor inlet 
2 rotor outlet 
 
Abbreviations 
CFD Computational Fluid Dynamics 
PAM Phased Array Microphone 
ROSI Rotating Source Identifier 
SPL sound pressure level 
SST Shear Stress Transport 
2D two-dimensional 

1. INTRODUCTION 
The inlet condition of an axial flow fan 

installed in an industrial environment often differs 
from the condition assumed in fan design or 
realized during the laboratory measurements 
forming the basis of fan catalogue data. The 
alteration in the inlet velocity profile influences the 
flow incidence to the blades, and has a major effect 
on the development of the boundary layer on the 
suction side of the fan blades. As noted in [1], the 
suction side boundary layer plays a key role in the 
generation of the aerodynamic loss over the blade 
surface. The boundary layer thickness can be used 
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as an indicator of total pressure loss [2]. The suction 
side boundary layer is also one of the major aero-
acoustic noise sources of the fan [3]. As reported in 
[4], the emitted noise relates to the boundary layer 
thickness. These findings can be summarized as 
follows. a) The inlet axial velocity profile 
substantially influences the condition of the blade 
boundary layer, via the angle of flow incidence to 
the blade sections. b) As such, it has a significant 
effect on the aerodynamic performance and noise of 
the fan. c) While retaining the global aerodynamic 
performance of the fan (flow rate, total pressure 
rise), the inlet axial velocity profile may be suitably 
tuned for simultaneously reducing the emitted noise 
and the total pressure loss (i.e. improving the total 
efficiency). Tuning the inlet axial velocity can be 
carried out by means of aerodynamically profiled 
rotor entry sections. For example, the ISO standard 
[5] prescribes the use of a bellmouth entry upstream 
of the fan in certain measurement installations –
regardless of what type of inlet condition was 
assumed in the design of the rotor under 
consideration. The bellmouth entry aims at ensuring 
that the flow is uniform over the entire rotor intake 
section. Therefore, it is a means for realizing the 
“uniform axial inlet condition”, often used in axial 
fan design as an idealized condition.       

In the papers [6-8], Benedek and Vad presented 
a diagnostics method for discovering case-specific 
semi-empirical correlations between the spatial 
distribution of the aerodynamic properties and the 
noise sources of the fan blading. The diagnostic 
method, adaptable to on-site studies of industrial 
fans, is based on the following experimentation: a) 
measurement of the rotor inlet axial velocity profile, 
b) Phased Array Microphone (PAM) experiments. 
For the case study in [7-8], it was reported that the 
emitted sound pressure is proportional to the 
momentum thickness of the blade wake in the third-
octave frequency bands that are the most important 
from the viewpoint of human audition. 

In the present paper, the evaluation method 
related to the case study detailed in [7-8] is further 
developed, enabling the case-specific semi-
empirical investigation on the effect of the inlet 
axial velocity profile on the aerodynamic loss and 
the emitted noise. 

This paper is considered as a Technical note for 
the Workshop “Beamforming for Turbomachinery 
Applications” organized at CMFF’15. The paper 
aims at provoking a discussion on the topics 
outlined in the Summary. 

2. THE FAN OF CASE STUDY, 
MEASUREMENT SETUP 

The fan of case study is a ventilating fan with 
tip diameter dt = 300 mm, hub-to-tip ratio ν = 0.3, 
tip clearance 6.6% relative to the span, and n = 
1430 RPM rotor speed. The fan has 5 forward 
skewed blades and has no guide vanes. The fan was 

built in a short duct, in a free-inlet, free-exhaust 
setup (zero static pressure rise). The fan is equipped 
with a short, rounded inlet rim (photograph in [6]). 

The inlet axial velocity profile was measured 
with use of a vane anemometer along two diameters 
being perpendicular to each other. The PAM 
measurement was performed from the upstream 
direction with use of an OptiNav Inc. Array24 
microphone array. The distance between the PAM 
and the fan was 1.83 dt, the PAM plate was set 
perpendicular to the axis of rotation, and the centre 
of the array coincided with the rotor axis. A more 
detailed description of the fan, the measurements 
and their evaluation can be found in [7-8]. 

3. SEMI-EMPIRICAL CALCULATION OF 
THE RADIAL DISTRIBUTION OF THE 
AERODYNAMIC PROPERTIES 

3.1 The “simplified” through-flow model 
In the papers [6-8], the aerodynamic properties 

were calculated along the span from the measured 
inlet axial velocity profile and from the geometrical 
data of the blading, using a two-dimensional (2D) 
cascade approach. In the aforementioned papers, the 
authors used the straightforward through-flow 
model inspired by reference [3] that the radial 
velocity component is fully neglected inside the 
rotor, i.e. the circumferentially averaged inlet and 
outlet axial velocity profiles are identical. This 
through-flow model is labelled herein as 
“simplified” model. 

The “simplified” model enables the easiest 
treatment of through-flow in rotor analysis, and is 
directly consistent with the 2D cascade approach. 
Furthermore, it enables that the realistic angles of 
flow incidence to the blade sections are considered 
in the rotor analysis, determined directly from the 
measurement of the inlet axial velocity profile. Its 
obvious limitation is the inability to represent any 
rearrangement of the axial velocity profile through 
the rotor. 

In the present paper, the “simplified” model is 
competed with a more sophisticated through-flow 
model, labelled herein as “radial equilibrium” 
model, and outlined in what follows.  

3.2 The “radial equilibrium” model 
In the case of axial flow rotors, the well-known 

radial equilibrium equation makes a connection 
between the outlet axial velocity profile and the 
radial distribution of total pressure rise of the 
blading. For further details, e.g. [3] is referred to.  
The dimensionless form of the radial equilibrium 
equation is the following: 

 
( ) ( ) ( )R

dR

d
R

dR

d

R

R
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t

2
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⋅
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The equation was implemented in the former 
calculation method [6] via an iteration algorithm. In 
the first step, the radial distributions of the 
aerodynamic properties were computed with use of 
the inlet axial velocity profile. Then, the outlet axial 
velocity profile was recalculated from the resulting 
isentropic pressure rise distribution using the 
continuity equation, and the radial equilibrium 
equation (1). In the following steps, the 
aerodynamic properties were calculated with the 
average of the inlet and the new outlet axial 
velocity profiles, to be consistent with the 2D 
cascade approach. The computation was continued 
until the relative difference between the outlet axial 
velocities  derived from the last two iteration steps 
stayed below 1%. 

The benefit of the “radial equilibrium” model is 
some (restricted) capability to represent the 
rearrangement of the axial velocity profile through 
the rotor, being of significance in certain axial fans. 
Its main limitations are as follows. a) By principle, 
the radial equilibrium equation is strictly valid only 
farther away from the blade row. Therefore, its 
applicability is theoretically doubtful for a short-
ducted fan, such as the one in the present case 
study. b) The model allows for the presence of 
minor radial flow velocities, associated with the 
rearrangement of the axial velocity profile through 
the rotor. However, the radial velocity is neglected 
in Eq. (1). c) The annulus wall boundary layers are 
neglected further on, such as in the “Simplified” 
model. d) To be consistent with the 2D cascade 
analysis, an obligate modelling step is the averaging 
of the inlet and outlet axial velocity profiles. This 
tends to introduce unrealistic angles of flow 
incidence to the blade sections, being unfavourable 
in predicting the aerodynamic as well as acoustic 
behaviour of the rotor, especially near the leading 
edge. For example, flow separation may be 
presumed near the leading-edge – due to an 
erroneously predicted, extreme incidence angle –, 
that does not occur in reality. 

A judgement is to be made whether the 
“simplified” or the “radial equilibrium” through-
flow model is more realistic in the case study under 
discussion. As a reference case, approximating the 
realistic aerodynamic behaviour of the rotor, a 
Computational Fluid Dynamics (CFD) simulation 
was carried out. 

3.3 CFD technique 
A steady state CFD simulation was carried out 

for the fan with use of the Ansys FLUENT 15 
software. In the model, the supporting struts were 
neglected, as a reasonable modelling simplification 
(in preliminary studies, the aerodynamic effect of 
the narrow downstream struts was found 
negligible). With this simplification, the geometry 
became rotationally periodic. Therefore, only one 
blade passage was modelled. The computational 

domain was distributed to three parts: the inlet and 
the outlet zones were steady, and the middle zone 
(the short duct including the rotor) was considered 
as a rotating zone. During the calculations, the 
frozen rotor method was used. The size of the inlet 
and the outlet zones was 5 times the rotor radius 
both in the axial and radial direction. On the inlet 
and outlet boundaries, identical and constant 
pressure was prescribed, according to the 
measurement setup. The turbulent phenomena were 
modelled with use of Menter’s Shear Stress 
Transport (SST) model [9], which is widely used in 
the CFD simulations of turbomachinery [10-13]. 
The numerical mesh was a fully structured 
hexamesh, containing ~2.5 million elements in such 
a way that two-thirds of the cells were in the 
rotating zone. The appropriateness of the spatial 
resolution of the numerical mesh was checked with 
a grid sensitivity study. 

Corresponding to the limitations in the 
aerodynamic measurement data available for the 
industrial fan setup, the validation of the CFD 
technique was confined to comparing the 
computational results with the following 
measurement-based data. a) The flow coefficient, 
Φ, representing globally the aerodynamic operation 
of the elemental rotor blade cascades. b) The inlet 
axial velocity profile, playing a key role in tailoring 
the aerodynamic as well as acoustic behaviour of 
the individual blade cascades along the radius 
[8][14-15].  

The Φ data derived a) from preliminary fan 
performance curve measurements, b) from the vane 
anemometer measurements on the inlet axial 
velocity profile, and c) from CFD modelling as an 
output, are presented in Table 1. The CFD-based 
global flow coefficient is in good agreement with 
the experimental data. The discrepancy between the 
CFD- and measurement-based data is within the 
estimated range of experimental uncertainty of ± 4 
% [6]. Therefore, it is concluded that the simulation 
accurately represents the aerodynamic co-operation 
of the individual rotor blade sections. 

Table 1. The global flow coefficient for 0 Pa 
static pressure rise 

 Φ 
Performance curve meas. 0.313 
Inlet axial velocity profile meas. 0.316 
CFD 0.307 

 
The inlet axial velocity profiles, measured by 

means of the vane anemometer, as well as those 
derived from the CFD computation, are presented in 
Figure 1. The measurement uncertainty is indicated 
using error bars. As demonstrated in the figure, the 
computation fairly well resolves the spanwise 
gradient of the inlet axial velocity (inlet axial 
velocity increasing along the radius), being of 
significance in developing the non-free vortex 
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behaviour of the rotor [6]. The agreement between 
the computed and measured inlet axial velocity data 
is fair farther away from the annulus walls, i.e. in 
the spanwise region of R = 0.45÷0.85. Therefore, it 
is concluded that the simulation represents well the 
inlet condition of the individual blade sections in 
this region. 

Based on the above, the CFD technique 
outlined herein is considered as a validated tool for 
representing the realistic behaviour of the rotor 
blade sections, with special regard to the spanwise 
region of R = 0.45÷0.85. 

As Fig. 1 shows at R > 0.85, the simulation 
overpredicts the velocity deficit dedicated to flow 
separation anticipated at the periphery of the fan 
inlet section. As qualitative (wool tuft) experiments 
confirmed, the separation zone is considerably 
smaller than that predicted by the simulation. 

 

 

Figure 1. Inlet axial velocity profiles 

3.4 Comparison between the through-
flow models  

In the classical 2D cascade analysis 
incorporated in the diagnostics method in [6-8], the 
inlet and outlet flow angles play a key role. In [7-8], 
the authors presented the correlation between the 
momentum thickness and the circumferentially 
averaged sound pressure. The wake momentum 
thickness is calculated in a 2D cascade approach, 
with use of the Lieblein diffusion factor [1], being 
the function of the inlet and outlet flow angles. 

Therefore, the inlet and outlet flow angles are 
considered herein as the key indicators in 
investigating the appropriateness of the “simplified” 
and the “radial equilibrium” through-flow models. 

Figures 2 to 3 present the spanwise distribution 
of the inlet and outlet flow angles, respectively, 
obtained with use of the “simplified” as well as the 
“radial equilibirum” model, in comparison with the 
CFD-based data. The semi-empirically modelled 
distributions obtained with use of the various 
through-flow models are equipped with error bars. 
These error bars represent the propagation of the 
measurement error of the axial inlet velocity – 
indicated in Fig. 1 –, as well as propagation of the 
measurement error of data on the blade geometry, in 
the semi-empirically modelled results. 

Fig. 2 demonstrates that the “simplified” model 
better approximates the CFD-based inlet flow angle 
distribution. Taking the error bars into account, the 
quantitative agreement is fair in the region of R = 
0.45÷0.85. The “radial equilibrium” model does not 
provide such a quantitative agreement over the 
entire region R = 0.45÷0.85. 

As suggested by Fig. 3, the “radial equilibrium” 
model provides a better agreement with the CFD-
based outlet flow angles away from the endwalls. 
However, investigating the region R = 0.45÷0.85, 
and considering the error bars as well, it is stated 
that the quantitative agreement between the 
“simplified” model and the CFD results is still 
satisfactory. 

Based on the above observations, the following 
conclusion is made. Since a single throughflow-
model is to be chosen that fairly well represents 
both the inlet and the outlet flow angle distributions, 
the “simplified” model is better for the present case 
study. Therefore, the “simplified” model, already 
applied in references [6-8], is utilised further on. 
 

 

Figure 2. Inlet flow angle distributions 

 

Figure 3. Outlet flow angle distributions 

It is noted that a) none of the through-flow 
models are capable for treating the near-endwall 
phenomena, such as near-endwall blockage, b) the 
validity of the CFD tool is limited in the near-
endwall region. Therefore, according to the 
expectations, the discrepancy between the CFD-
based and semi-empirical data is increased near the 
annulus walls, for both the inlet (Fig. 2) and outlet 
(Fig. 3) flow angles. 
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4. CORRELATION BETWEEN THE 
NOISE AND THE AERODYNAMIC LOSS 

The levels on a beamforming map represent the 
sound pressure level distribution in the investigation 
plane. [16] Based on that in the papers [6-8], the 
circumferentially averaged sound pressure level was 
calculated from the beamforming maps, with a 
third-octave band frequency resolution. At first, the 
noise source maps were calculated for each 
investigated frequency band using the Rotating 
Source Identifier (ROSI) [17] algorithm. Then the 
sound pressure values of the noise source maps in 
the rotor area were interpolated to an equidistant 
mesh. The mesh size was 100 cells both in radial 
and in circumferential direction. The sound pressure 
values were area-averaged along the circumference 
on this mesh, and the sound pressure level (SPL) at 
each radial location was calculated from the 
averaged sound pressure values. An example of the 
noise source map and the resultant SPL distribution 
is shown in Figure 4. The dashed-dotted line 
represents the hub radius. The circle in the upper-
left corner of the map represents the estimated 
spatial resolution. 

 

 

Figure 4. The noise source map, and the related 
averaged spanwise SPL distribution, for the 
frequency band of mid-frequency of 3150 Hz 

 
In the papers [7] and [8], the following 

correlation was presented between the emitted noise 
and the momentum thickness of the blade wake: 

 
*θ∝P  (2) 

 
By introducing the momentum thickness level 
 

( )*
10log* θθ =L  (3) 

 
, the sound pressure level can be calculated using 
the following formula: 

 

** 20 θθ LAL
P

⋅+=  (4) 

 
The spanwise distribution of the momentum 

thickness level is calculated. Afterwards, by best-
fitting the trend functions of Eq. (4) to the PAM-
based spanwise SPL distributions, the A values can 
be estimated for every third-octave bands for which 
the suction side boundary layer is the dominant 
noise source. In the present case, the third-octave 
bands of middle frequencies of 2000, 2500 and 

3150 [Hz] were found as such frequency intervals. 
The A values for these frequency bands are 
presented in Table 2. 

Table 2. The estimated A parameters 

fmid [Hz]  A [dB] 
2000 106.3 
2500 105 
3150 98.2 

5. EFFECT OF THE INLET VELOCITY 
PROFILE ON THE LOSS AND THE 
NOISE 

The alteration of the inlet axial velocity profile 
modifies the aerodynamic behaviour of the 
individual blade sections. This is manifested in the 
alteration of the spanwise distribution of the 
momentum thickness. This represents the alteration 
of the global total pressure loss, and, via the trend in 
relationship (2), the alteration of the emitted noise 
as well. 

In the following investigation, the global 
operational point of the fan is kept constant. This 
operating point, valid for the previous studies [6-8] 
as well, is characterised as follows. a) The flow 
rate, representing the user demand, is prescribed at 
Φ = 0.316. b) The static pressure rise is zero (free-
inlet, free-exhaust). c) The useful total pressure rise 
is the dynamic pressure calculated with the mean 
axial velocity corresponding to the constant Φ. 

It is investigated herein how the modification of 
the inlet axial velocity profile influences the global 
loss and noise of the fan. Since the operational point 
is prescribed, only moderate changes are assumed 
in the aerodynamic as well as acoustic behaviour of 
the individual blade sections. In mathematical 
sense, such moderate changes allow for the 
following assumptions. a) For each frequency band, 
the proportionality represented by the relationship 
(2) is valid further on, with unchanged factors of 
proportionality (linearization for moderate 
changes). b) This means that the A values presented 
in Table 2 are to be used further on in predicting the 
sound pressure level for the various bands Via Eq. 
(4), for altered momentum thickness values. 

The inlet axial velocity profile is prescribed 
approximately as a power function of the radius: 

 

( ) ( )
k

R
R 







=
ν

νϕϕ 11
 (5) 

 
The shape of the velocity profile is tuned by 

modifying the value of the k exponent. The axial 
velocity at the hub, represented by φ1(ν) in Eq. (5), 
is set in accordance with the integral condition of 
the prescribed Φ value. 

As already noted, the “simplified” through-flow 
model was applied in the study reported below. The 
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global total efficiency and the average sound 
pressure level were investigated as functions of k 
for the interval k = 0 ÷ 1, as demonstrated in 
Figures 5 to 6. k = 0 and k = 1 represent a uniform 
axial inlet condition, and a spanwise linearly 
increasing inlet axial velocity, respectively. 

The global total efficiency (Fig. 5) is the mass-
average of the local total efficiency over the span. 
The local total efficiency was calculated as 
presented in Eq. (6). It considers the blade friction 
loss (ω), calculated from the momentum thickness 
[1]; and the swirl loss (ψ´sw), being equal to the 
mass-averaged dynamic pressure corresponding to 
the outlet swirl velocity. 

 

is

swis
t ψ

ψωψη
′−−

=  (6) 

 
The average sound pressure level (Fig. 6) was 

calculated as follows. The spanwise-resolved sound 
pressure distributions were estimated using the Eq. 
(4). Then the sound pressure values were area-
averaged over the annulus area for the individual 
frequency bands. The resultant average sound 
pressure has been presented in a logarithmic level 
form in Fig. 6. 

 The measured inlet velocity profile, presented 
in Fig. 1, and corresponding to the studies carried 
out so far [6-8], can be approximated using Eq. (5) 
with a substitution of k = 0.45. The results 
corresponding to this exponent – in what follows, 
referred to as “measured case” – are indicated in 
Figs 5 to 6 using dashed lines. 

As Fig. 5 shows, the total efficiency increases 
with k. The main reason is the moderation of the 
swirl loss, being the dominant loss in Eq. (6), with 
increasing k values. With reference to the measured 
case, an efficiency deterioration of 1 % and an 
efficiency gain of 0.7% are predicted at k = 0 and k 
= 1, respectively. 

In the literature [18], the classic formula by 
Regenscheit is proposed for estimating the emitted 
noise of the fan from the global aerodynamic 
properties. Considering that the global operational 
point is fixed in the present case study, the 
alteration of global efficiency, according to Fig. 5, 
is the only factor that influences the noise emission 
via the formula in [18]. Considering the efficiency 
deterioration of 1 %, the formula in [18] predicts an 
increase of noise of only ≈ 0.4 dB for the k = 0 case, 
relative to the measured case. This prediction is 
optimistic, in comparison with the results in Fig. 6, 
as discussed below.  

The average SPL in Fig. 6 reaches its minimum 
at k = 0.6, being close to the measured case. The 
maximum SPL value can be found at k = 0, for 
which the increase of noise is ≈ 2 dB compared to 
the measured case – more than predicted on the 
basis of [18]. 

The above observations suggest that the fan in 
this case study exhibits favourable aerodynamic and 
acoustic features when the measured non-uniform 
axial inlet velocity profile (k = 0.45) is realized. The 
efficiency is at the middle of the investigated 
efficiency range of 81 ± 1 %, and the emitted noise 
is practically at the minimum. 

Equipping the fan with an aerodynamically 
designed bellmouth entry, as proposed in [5], would 
approximate the uniform axial inlet condition of k = 
0. Contrary to the expectations, the bellmouth entry 
is predicted herein to deteriorate the total efficiency 
by 1 %, and to increase the boundary layer related 
noise by 2 dB. These undesired changes are minor 
from a quantitative point of view, but draw the 
attention to the unwanted tendencies that may be 
more significant in other cases. The “myth” that the 
bellmouth entry contributes to the minimization of 
loss – and, as such, to the minimization of noise 
[18] – is to be replaced by a more systematic, tuned 
design of the rotor + its inlet section, for 
simultaneous reduction of loss and noise.  

 

 

Figure 5. The total efficiency as a function of k 

 

 

Figure 6. The average SPL as a function of k 

CONCLUSION AND FUTURE REMARKS 
In the paper, as continuation of research 

reported in [6-8], the effect of the inlet axial 
velocity profile on the total efficiency and on the 
upstream-radiated noise of an axial flow fan have 
been investigated, by means of a concerted 
aerodynamic-acoustic diagnostics method, 
incorporating PAM  measurements. The results are 
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summarized as follows, and some remarks are made 
for the continuation of the research programme. 

1) The appropriateness of the “simplified” 
and the “radial equilibrium” through-flow models 
was investigated by comparing the modelled inlet 
and outlet flow angle distributions to computational 
results obtained by means of an experimentally 
validated CFD tool. In the present study, the 
“simplified” model, prescribing identical rotor-inlet 
and -outlet axial velocity profiles, was judged as 
being more realistic than the “radial equilibrium” 
model. Therefore, the “simplified” model has been 
used in the present case study. One important, 
generally valid advantage of the “simplified” model 
is that the realistic angles of flow incidence to the 
blade sections are considered in the rotor analysis, 
determined directly from the measurement of the 
inlet axial velocity profile. The proper modelling of 
inlet flow angles is essential in the concerted 
aerodynamic-acoustic analysis. 

2) Based on semi-empirical correlations 
obtained in the previous research steps, a 
methodology was elaborated for a systematic 
investigation of the effect of the altered inlet 
velocity profile on the global total efficiency and 
the upstream-radiated average SPL. The inlet axial 
velocity profile was modelled by means of a power 
function, and the shape of the velocity profile was 
controlled by means of altering the power exponent 
k. Cases extending from the uniform axial inlet 
condition (k = 0) to spanwise linearly increasing 
axial inlet velocity (k = 1) were studied. 

3) It has been found that the measured non-
uniform inlet axial velocity profile provides a 
favourable aerodynamic and acoustic operation for 
the fan: the efficiency is at the middle of the 
investigated efficiency range of 81 ± 1 %, and the 
emitted noise is practically at the minimum. 

4) Equipping the fan with an aerodynamically 
designed bellmouth entry would approximate the 
uniform axial inlet condition of k = 0. The 
bellmouth entry was predicted to deteriorate the 
total efficiency by 1 %, and to increase the emitted 
noise by 2 dB. This underlines the importance of 
systematic, tuned design of the rotor + its inlet 
section, for simultaneous reduction of loss and 
noise. 

5) In the future, the predictions are to be 
confirmed by experiments. For this purpose, a 
bellmouth entry is to be designed and manufactured 
for realization of uniform axial velocity profile. The 
bellmouth entry is to be installed to the inlet of the 
case study fan, instead of the presently available 
short, rounded inlet rim. The aerodynamic and 
acoustic measurements are to be repeated for 
confirmation of the trends outlined in the previous 
point. 
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ABSTRACT 

The aim of this paper is to illustrate the 

difficulties that arise during the evaluation of phased 

array microphone measurements on ducted fans in an 

industrial environment, and draw attention to them. 

A case study was carried out, and the results were 

processed resulting in beamforming maps, but their 

interpretation is not straightforward. Firstly, some 

fine details are found that seem to correspond to true 

physical phenomena, but should not be dealt with as 

separate sources on the basis of the spatial resolution 

given by Rayleigh’s criterion. These results together 

with some theoretical objections raise concerns 

about the validity of Rayleigh’s criterion in case of 

beamforming. Secondly, in some frequency bins the 

noise peaks are found on the axis of revolution. 

Literature shows that this might truly be motor noise, 

but it might also be an artefact, that causes 

beamforming algorithms to falsely locate rotating 

noise sources onto the axis of revolution [1, 2]. 

Central noise source peaks might even result from 

the presence of axial duct modes [3]. These questions 

are to be answered before beamforming on industrial 

ducted fans may become a standard noise diagnostics 

tool. 

Keywords: beamforming, fan noise, phased array 

microphone, Rayleigh criterion, spatial resolution  

NOMENCLATURE 

a [m/s] speed of sound 

B [dB] beamform map value 

BPF [Hz] blade passing frequency 

D [m] diameter 

f [Hz] frequency 

L [m] minimum resolvable distance 

N [-] number of blades 

x [m] beamform map horizontal coordinate 

y [m] beamform map vertical coordinate 

z [m] rotor – microphone array distance 

λ [m] wavelength 

ν [-] hub-to-tip ratio 

Θ [rad] angle between two sources 

 

Subscripts and Superscripts 

g guide vane 

mid third-octave band mid-frequency 

OPT optical 

r rotor 

S Sparrow limit 

t rotor tip 

 

Abbreviations 

DS Delay-and-Sum method 

PAM Phased Array Microphone 

ROSI Rotating Source Identifier 

1. INTRODUCTION AND OBJECTIVES 

Noise reduction is an important task in the 21st 

century, and regulations are becoming more and 

more stringent in connection with axial fans, too. 

Beamforming using phased array microphone 

(PAM) measurements presents means to localize 

sound sources even in a rotating reference frame. 

These source maps give invaluable information 

about the distribution of noise that can be related to 

its generation mechanisms. 

Benedek and Vad [4-6] have investigated 

aerodynamic and acoustic properties of an unducted 

axial fan through a case study. Using on-site 

measurements and the PAM technique they have 

obtained spanwise distributions of boundary layer 

momentum thickness, and sound pressure level in 

third-octave bands. Analysis shows that these 

functions are in correlation for the dominating low 

frequency ranges. This suggests the possibility of 

reducing noise while improving efficiency in case of 

short ducted axial fans. 
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Similar tests on ducted fans are reported in [7, 

8]. In [7] a turbofan engine is investigated using two 

microphone arrays, one in the inlet, and one in the 

bypass section of the duct. The source maps clearly 

show the periodicity related to the fan blades, and the 

location of maximum noise sources is visible. This 

measurement was however carried out in a special 

test rig in an anechoic chamber using wall-mounted 

microphones, therefore it is not applicable for on-

the-field diagnostics. Such a measurement is 

described in [8] for a wind tunnel fan describing the 

difficulties of the experiments: reverberant space, 

high aerodynamic loading on the microphones, low 

spatial resolution, and the presence of other noise 

generating mechanisms. 

In the current study the authors have 

implemented the same diagnostic methodology as in 

[4-6] for the case of ducted fans. This scenario 

however differs from the original one in several 

points. The duct length limits accessibility, and 

spatial resolution of the microphone array. Duct 

modes are also expected to form, and affect the 

measurements in different ways depending on duct 

geometry. The presence of coherent sources in the 

rotating frame of reference might also cause 

unrealistic results, in the form of false noise sources 

appearing on the axis of the rotor [1, 2]. In the 

following, this will be referred to as the “Mach radius 

effect”. These phenomena are investigated below. 

The spatial resolution of beamforming appears 

to be a concern. It was tested in [9] for several 

algorithms, conventional and deconvolution-based, 

too. This investigation is different however, as our 

aim is to make practically relevant comments on the 

resolution when measuring turbomachinery 

acoustics instead of developing new beamforming 

methods. 

This paper is considered as a Technical Note for 

the Workshop “Beamforming for Turbomachinery 

Applications” organized at CMFF’15, aiming at 

provoking a discussion on the topics outlined herein. 

2. CASE STUDY 

A ducted fan was investigated having a rotor tip 

diameter Dt=0.355 m, hub-to-tip ratio ν=0.57, Nr=8 

rotor blades, and Ng=7 guide vanes. Rotor speed was 

2856±1 RPM measured using a handheld 

stroboscope, corresponding to a rotor blade passing 

frequency BPF=381 Hz. Noise was measured from a 

distance of 2 dt between the PAM and the fan inlet 

plane for 30 s with a sampling frequency of 44100 

Hz on 24 channels on the suction side of the fan. The 

equipment used was an OptiNav, Inc., Array 24 

multi-purpose portable array system. The PAM was 

placed perpendicular to the axis of rotation, with its 

centre coinciding with the rotor axis. Data was 

evaluated using an in-house beamforming software 

applying the “Rotating Source Identifier” (ROSI) 

[10] technique to localize rotating sources. Noise 

source maps of equal dynamic range were 

constructed showing the spatial distribution of 

beamform peak values in the fan inlet plane, together 

with the location of the hub and the annulus. Note 

that due to the lack of any rotor position transducer, 

the angular position of the rotor cannot be assigned 

to the noise source maps. However, with a 

knowledge of the accurate rotor speed, the ROSI 

processing algorithm principally enables the 

pitchwise resolution of the noise sources. 

The authors have attempted to determine the 

most important noise generation mechanisms based 

on the source maps. They have however faced the 

problem of Rayleigh’s criterion for resolving power 

and the problem of noise maxima appearing on the 

axis of revolution. These problems are detailed in the 

following. 

3. RESOLUTION 

3.1 Rayleigh’s criterion 

The applied ROSI method is basically an 

extension of the frequency-domain Delay-and-Sum 

(DS) beamforming technique with a special step 

called deDopplerization to place the rotating sources 

into a co-rotating reference frame, thus make them 

stationary. The step consists of adjusting the time 

delays and amplitudes in order to remove the effect 

of rotation from the measured noise signals. 

In case of beamforming measurements the 

spatial resolution is of importance because it 

determines the smallest distance between two 

sources that can be regarded as separate ones. This 

way it also shows the minimum size of structures can 

be positively identified, since regions smaller than 

the resolution might be the effect of neighbouring 

source regions. 

The spatial resolution is especially important in 

the case of rotor blades, for which an improper 

spatial resolution may lead to dissolving the 

contribution of the adjacent blades in the noise 

source maps.  

Because the spatial resolution of the microphone 

array and the beamforming method is a very complex 

phenomenon, the spatial resolution of DS 

beamforming is usually determined by applying a 

simplified optical analogy. 

The resolving power of an optical aperture is 

given using Rayleigh’s criterion [11]. Assume a 

point source radiating light of wavelength λ infinitely 

far from a perfect circular aperture, i.e. the wave 

fronts incident to the aperture are assumed to be 

planar waves. The diameter of the aperture is DOPT. 

The image created by the aperture is the so-called 

Airy disk, a circularly symmetric diffraction pattern. 

In case of two sources of identical strength the image 

is the superposition of the two identical Airy disks. 

Rayleigh has defined the limit case of resolving the 

image when the intensity peak of one source falls 

into the first intensity minimum of the other source. 
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In such case for the Θ angle between the two sources 

the following holds: 

 

OPTD


22.1sin   (1) 

 

In between the two intensity peaks, the intensity 

of the resultant pattern drops to 73.7 % of the 

maximum value. The 26.3 % dip relative to the 

maximum is presumed arbitrarily in Rayleigh’s 

criterion as being sufficient for the human eye in 

making a distinction between the two optical 

sources. 

The minimum distance between two resolvable 

sources is usually given based on Eq. (1) by 

assuming a small angle between the sources. The 

measurement plane is parallel to the plane of the 

microphones and offset by z. The minimum 

resolvable distance is L [11, 12] assuming plane 

wave propagation: 

 

PAMD

z
zL


22.1  (2) 

 

Table 1 shows the minimum resolvable 

distances calculated using Eq. (2) for some 

representative third-octave frequency bands, being 

significant from the viewpoint of human audition. 

The spatial resolution L at a third-octave frequency 

range is calculated by taking the wavelength 

corresponding to the mid-frequency fmid in the 

following way: midfa / , then substituting it into 

Eq. (2) above. In this expression a is the speed of 

sound. 

Table 1. Minimum resolutions in frequency 

bands, based on Rayleigh’s criterion 

fmid [Hz] L [m] L/Dt [-] 

2000 0.42 1.20 

2500 0.34 0.96 

3150 0.27 0.76 

4000 0.21 0.60 

5000 0.17 0.48 

6300 0.13 0.38 

 

The spatial resolution calculated using 

Rayleigh’s criterion is quite weak due to the fact that 

the distance is the same order of magnitude as the 

size of the PAM, DPAM=1 m. Each L/Dt value 

significantly exceeds 1) the rotor blade height of 0.22 

Dt, 2) the rotor blade pitch (spacing) of 0.31 Dt at 

misdspan. These facts anticipate the following 

limitations, if one would take Rayleigh’s criterion as 

a basis for the available spatial resolution: 1) Even 

the rotor annulus area, as a whole, could not be 

expected to be clearly distinguished from the rotor 

hub area as a noise source, if both sources are of 

equal magnitude, 2) No pitchwise resolution of noise 

sources related to the individual rotor blades would 

be expected at all. 

Dougherty et al. also consider the Sparrow limit 

shown in Eq. (3) for the quantification of resolution 

[9]. This corresponds to the distance between two 

sources, at which the dip between their Airy disk 

diffraction patterns first appears. 

 

PAM
S

D

z
zL


94.0  (3) 

 

The Sparrow limit is less conservative, than 

Rayleigh’s one, by taking values that are roughly 

80% of the latter. As customary in optics however, 

we focus our attention on Rayleigh’s criterion. 

3.2 Measurement results 

In Figure 1 a source map is shown with 6 dB 

dynamic range showing the rotor from the upstream 

side in a co-rotating frame. This figure is a 

representative narrowband result taken from the 

third-octave band centred on 5 kHz. The two 

concentric circles indicate the fan annulus area: the 

inner one shows the hub, while the outer one 

corresponds to the tip diameter. 

 

 

Figure 1. Rotor narrowband beamform map 

Despite the anticipated limitations in spatial 

resolution, originating from Rayleigh’s criterion, and 

formerly described in points 1) and 2), the following 

observations are made in Fig. 1, in contrast to those 

points. 

1) The rotor annulus area – characterized by the 

minimum length scale being equal to the blade height 

of 0.22 Dt – is clearly distinguished from the hub area 

in the source map. 

2) The periodicity in the source map 

corresponding to the rotor annulus, being in 

accordance with the eight rotor blades of midspan 

spacing of 0.31 Dt, is apparent in the upper half of 

the figure. Some small structures are detected in the 

B 
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vicinity of the blade tips, whose size is much less 

than the calculated resolution of 0.48 Dt. 

The above suggest that Rayleigh’s criterion is a 

pessimistic approach in the case study presented 

herein, and, as such, it is to be treated with criticism. 

3.3. Criticism of Rayleigh’s Criterion 

The above discussion suggests that Rayleigh’s 

criterion exhibits some limitations in estimating the 

spatial resolution of PAM-based fan rotor noise 

source maps. This experimental finding described 

above is further supported by the following 

differences between optical systems and a PAM: 

 In general, a microphone array does not 

necessarily represent a circular aperture. In 

references [1-3], the microphones of the array are 

arranged along a logarithmic spiral curve, where the 

shape of the aperture is not known. In case of a linear 

array however the aperture shape is certainly not 

circular. 

 In the investigated frequency range no cut-on 

plane modes waves exist in the duct. Due to the 

proximity of the PAM plane wave propagation out of 

the duct is a poor approximation. 

 The distance between the acoustic source and 

PAM is finite. It is often confined to the order of 

magnitude of some times the rotor tip diameter. 

Besides the current investigation, references [4-6] 

also report case studies in which the array was 

installed at a distance of ≈ 2 Dt from the fan inlet. 

 The rotor noise sources to be resolved are not 

necessarily of identical intensity. The studies 

documented in [1-3] especially aimed at discovering 

the spanwise non-uniform intensity distribution of 

rotor noise sources. 

 The criterion is based on the visibility of 

structure of optical diffraction patterns to the human 

eye, the applicability of which is doubtful from the 

viewpoint of human audition, and even more so in 

connection with microphones and digital signal 

processing. 

 The 26.3 % dip in intensity is presumed 

arbitrarily as a quantitative criterion for resolution. 

Note that besides these problems already the 

approximation sin means an error of about 15 

% in case of the large angles experienced in the 

current measurement. 

4. ON-AXIS NOISE SOURCES 

Besides the sources on the annulus regions 

several source maps show high peak levels on the 

axis of rotation. Such a source map is shown in 

Figure 2. It is a representative narrowband result 

taken from the third-octave band centred on 3000 Hz. 

This peak might be attributed to motor noise. 

However, it is known from literature [3] that axial 

plane wave modes will appear in the duct. The 

beamforming method will localize these to the centre 

of the beamforming map. 

Furthermore, Horváth et al. [1-2] have shown 

that beamforming measurements on a rotating object 

will falsely locate some coherent sound sources onto 

the axis of revolution when the PAM is 

perpendicular to the rotor axis. How to separate the 

contribution of real on-axis sources and the “Mach-

radius effect” in these specific cases is an open 

question requiring further investigations. 

 

 

Figure 2. Narrowband beamforming map 

showing maximum values in the hub region 

5. SUMMARY AND FUTURE REMARKS 

Beamforming and phased array microphones 

present effective means of noise source localization 

that is a major step towards understanding and 

reducing noise generation. Using the ROSI 

algorithm rotating sources can also be dealt with 

effectively. A powerful application of this method is 

the investigation of industrial axial fans. However, in 

this case some special concerns arise. 

The spatial resolution of beamforming maps 

obtained by PAM measurements is an important 

parameter, it is however quite difficult to obtain an 

expression describing this quantity. In several cases 

an analogy with wave optics is used, where the 

Rayleigh criterion is a classic result that presents a 

minimum distance between two sources if they are to 

be resolved separately. 

While the criterion is well-known and accepted 

in optics, in the framework of beamforming its 

assumptions are at least questionable. Based on these 

reasons the authors consider Rayleigh’s criterion in 

some cases ill-suited for the quantification of spatial 

resolution of beamforming measurements on 

rotating fans. The following question is arisen. What 

amount of dip between two peaks is to be considered 

as a practically relevant criterion for resolving two 

neighbouring sources in beamforming? 

Another question is the case of noise sources 

appearing on the axis of beamforming maps. These 

might indicate true noise source positions on the axis, 

e.g. motor noise, but might also results from the 

“Mach radius effect”. Possible causes of the 

phenomenon are the formation of axial duct modes 

B 
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and the interference of coherent sources in the 

rotating frame. 

On the basis of above, some future tasks of 

departmental research on beamforming applied to 

industrial fans are as follows. 

1) Elaboration of a widely applicable 

methodology for a realistic estimation of the spatial 

resolution of beamforming, with a special focus on 

rotating sources, as a critical revision of Rayleigh’s 

pessimistic criterion. Comparison of resolution in 

case of stationary and rotating sources, e.g. DS and 

ROSI methods. 

2)  Elaboration of a systematic evaluation 

method for a comprehensive judgment on the origin 

of a local noise maximum apparent on / near the rotor 

axis, whether a) it is a virtual (physically non-

existing) source, due to the Mach radius effect; or b) 

it is the representation of any duct modes; or c) it 

indicates indeed the local dominance of the hub as a 

noise source (e.g. due to the noise of the driving 

electric motor incorporated in the hub). 
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ABSTRACT
CFD based optimization (CFD-O) is a strongly

multidisciplinary field that significantly differs from
analytical optimizations due to the costly function
evaluations. CFD-O is especially difficult due to
the fact, that for an appropriate optimization process
every step of the objective function evaluation has
to be automated, including geometry creation, mesh
generation, CFD simulation and post-processing.
CFD can be very time consuming in itself, but in
an optimization the same computation has to be per-
formed 100-100 000 times. For this reason, it is very
important to (1) perform the CFD simulations with
high fidelity, (2) to analyze and apply very efficient
optimization algorithms.

Throughout the workshop, following an intro-
duction, the most important fields will be discussed
by the Invited Experts, including but not limited
to Uncertainty Quantification (UQ), Robust Op-
timization (RO), Evolutionary Algorithms (EA),
Multi-objective Optimization (MOO), gradient-
based methods, adjoint methods and Surrogate or
Meta-models. Several practical applications will
be shown for wind turbines, flow channels and
turbomachinery bladings.

Keywords: adjoint optimization, CFD-based op-
timization, metamodel, robust optimization

NOMENCLATURE
X [−] feasible domain
g, h [−] equality/inequality constraint
x [−] design variable
y [−] objective function

1. INTRODUCTION TO OPTIMIZATION
In the followings, without any claim to com-

pleteness, the most important aspects of optimization
will be addressed. Let us assume a problem with n

independent variables:

x = (x1, ..., xn)T, x ∈ X, (1)

where x is the design variable vector and X the feas-
ible domain:

x ∈ X ⇐⇒

gi(x) = 0 (i = 1...k)
h j(x) ≤ 0 ( j = 1...l)

. (2)

Besides the variables m functions are defined:

y(x) = ( f1(x), f2(x), ..., fm(x))T (3)

Without any loss of generality the optimization can
be defined as

O :

y(x) −→
x

min

so that x ∈ X
. (4)

2. CLASSIFICATION OF PROBLEMS
Table 1 summarizes the most important groups

of optimization problems.

Table 1. Most important types of optimization
problems

k = l = 0 unconstrained
k , 0 ∩ l , 0 constrained
m = 1 single-objective
m ≥ 2 multi-objective
y(X1) = y(X2) =⇒

X1 = X2.
uni-modal

y(X1) = y(X2) 6=⇒

X1 = X2.
multi-modal

An inherent difficulty of optimization is that one
has to choose for each problem the appropriate op-
timization method. An algorithm, which is effi-
cient for an unimodal problem with a single optimum
might fail for noisy or multimodal problems. There
is no algorithm that is efficient for all problems ("no
free lunch” [1]). Additionally, it is usually very diffi-
cult to make a decision a priori, for which reason op-
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timization software still heavily rely on expert know-
ledge.

3. DIFFICULTIES WITH CFD-O
In CFD-O [2], the objective function(s) are usu-

ally not known explicitly, but have to be computed
using numerical simulations. This results in further
complications:

• The evaluation of the objective function is very
costly, one computation can require from sev-
eral seconds up to several days.

• Due to numerical noise and model uncertainties,
the objective functions are usually noisy.

• The geometry and mesh has to be cre-
ated/morphed for each configuration in an auto-
mated and robust way.

• Different software (including proprietary com-
mercial software) have to be coupled to cooper-
ate for the optimization.

As a result, speed and efficiency is of key importance
in CFD-O.

4. SPECIAL FIELDS OF CFD-O
4.1. Gradient-based and gradient-free

methods
Optimization algorithms can be further clas-

sified as gradient-free or gradient-based methods.
Gradient-based methods are usually local search
methods (although gradient assisted global methods
exist as well) and require the derivatives ( ∂yi

∂x j
). These

can be computed by n additional CFD computations
for n variables (in a non-intrusive way), or by adjoint
method [3]. The first method becomes unaffordable
very fast due the "curse of dimensionality”. With ad-
joint methods the flow solver has to be modified (in-
creasing the implementation time), but the evaluation
time remains quasi unchanged. This method is usu-
ally very fast, but can get trapped in a local minimum.

Gradient-free methods handle the CFD simula-
tion as a black-box. The most popular methods
are the different Evolutionary Algorithms, which are
global search methods. These methods are able to
find global optima, but require large number of CFD
computations.

4.2. Robust and reliability based optimiza-
tion

In the reality most values are not exact, but de-
pend on some, usually unknown, uncertainty. E.g.,
the operating temperature variates slightly in a heat
exchanger, the inflow wind speed varies around a
wind turbine due to the wind gusts or the diameter
of a pipe varies due to manufacturing imprecisions.
This complicates the optimization, as some config-
urations might be optimal, but not robust. E.g, one
turbine might be very efficient under low turbulence,
but might fail for large intensities.

In robust design optimization (RDO) besides the
objective function the variance of the objective func-
tion is minimized as well, while in reliability based
design optimization (RBDO) a target reliability is
defined which has to be satisfied in the optimization
process. In RDO even more CFD simulations have
to performed compared to normal optimization, as
some kind of Uncertainty Quantification (UQ) meth-
ods have to be applied to quantify the risks (e.g.,
Monte Carlo, univariate reduced quadrature, Polyno-
mial Chaos Expansion, etc.). The robust optimiza-
tion of wind turbines is discussed e.g., in the work of
Campobasso et al. [4].

4.3. Metamodel assisted optimization
Besides parallelization of the CFD evaluations,

another possibility for speeding up the optimization
process is to train metamodels [5]. In this case,
an approximation of the objective functions is cre-
ated (y(x) ≈ ymeta(x)), which can be updated in an
on-line or off-line manner. Afterwards, the optim-
ization can be executed on this reduced and usually
very fast model (Ometa : ymeta(x) −→

x
min). However,

for very complicated objective functions large num-
ber of training points might be needed to train the
model. If the optimum of the reduced model does
not correspond to an optimum of CFD simulations,
new training points have to be added. The most pop-
ular surrogate models include Radial Basis Functions
(RBF), Kriging, Artificial Neural Networks (ANN)
or different Response Surface Models (RSM).
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ABSTRACT
U-bends are found in various ducted applications

in which the flow direction needs to be turned 180
degrees. The present work looks into the applica-
tion of these U-bends for internal cooling channels
inside turbine blades, where two major aspects need
to be carefully addressed: pressure loss needs to be
reduced while heat transfer needs to be enhanced.

An overview of different shape optimization
studies is given with the aim to improve the per-
formance of the standard U-bend consisting of two
circular arcs. Different optimization methodologies
were used in this study ranging from single-objective
Evolutionary Algorithms (EA), with or without ac-
celeration by surrogate model, to multi-objective
EAs, to finally gradient based adjoint optimization.
The difference in computational cost is compared
for the different applications combined with their ad-
vantages and disadvantages, and finally one optimal
configuration is experimentally verified and com-
pared to the numerical predicted improvement.

Keywords: internal cooling channels, shape op-
timization, u-bend

NOMENCLATURE
ρ [kg/m3] density
Ob j [−] objective
Q [Watt] heat
Dh [m] hydraulic diameter
k [m2/s2] turbulence kinetic energy
p [N/m2] pressure
Ptotal [Pa] total pressure
v [m/s] velocity
ε [m2/s3] turbulence dissipation rate

Subscripts and Superscripts
inlet at the inlet of the domain
outlet at the outlet of the domain
ref reference value

1. INTRODUCTION
Turbine blades are since long equipped with in-

ternal cooling channels as an effective way to in-
crease cycle efficiency of gas turbines by augment-
ing the firing temperature. These cooling channels
are in a vast majority of cases implemented through
a serpentine scheme, in which one single ducted flow
passes multiple times the blade span. Near the ex-
tremities of the blade span the flow inside the duct
is turned 180 degrees through U-bends. The coolant
air is bled from the high pressure compressor which
bypasses the combustor and enters the turbine blade
through its root.

Since the coolant air needs to be pressurized
while it does not participate in the work extraction
in the turbine, it represents a loss in global cycle ef-
ficiency. As a result, the internal cooling channels
need to simultaneously allow for a high heat trans-
fer at the lowest possible pressure loss. The U-bends
present in the serpentine cooling channels are re-
sponsible for up to 25% of the total pressure loss in
the channel and merit a profound attention, as wit-
nessed by numerous experimental studies [1, 2, 3, 4].

This paper presents an overview of several nu-
merical optimization studies performed, including:

• Single-objective optimization with EA (2D)

• Single-objective optimization with EA acceler-
ated by a surrogate model (3D)

• Multi-objective optimization by EA accelerated
by a surrogate model (3D)
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• adjoint based optimization (2D)

2. U-BEND TEST CASE
2.1. Geometry

The U-bend under investigation is typical of in-
ternal cooling channels. The baseline geometry is
shown in Fig. 1. It consists of a circular U-bend with
radius ratio of 0.76, a hydraulic diameter of 0.075
meter and an aspect ratio of 1. The Reynolds num-
ber is 40,000 and the Mach number of 0.05 allows
using an incompressible assumption. The shape of
the inner and outer curve is allowed to be changed
but needs to remain inside the bounding box shown
in the figure, which restricts the height and width of
possible changes to account for structural limits. The
distance between both cooling channels is not subject
to optimization, as well as the hydraulic diameter.

Figure 1. Baseline geometry, definition of the area
in which the shape is allowed to change.

2.2. Parameterisation
The U-bend has been parameterised by Bézier

curves for which the movements of the control points
are the design variables. For the adjoint based op-
timization, both the inner and outer curve of the U-
bend have been represented by two separate continu-
ous curves containing 20 control points. This results
in a total of 80 design variables (x and y coordinate
of each of the 2 curves), which is unfeasible for the
EA based optimization. Therefore, the EA based op-
timization uses a segmented approach, for which a
total of 4 Bézier curves represent the inner or outer
curve. Each Bézier curve only comprises of 4 con-
trol points, while relations between the control points
are imposed to assure a sufficient degree of continu-
ity between the curves. Figure 2 shows the paramet-
erisation of the outer curve.

2.3. Performance evaluation
The simpleFoam solver from OpenFoam [5] is

used to evaluate the incompressible Navier-Stokes
equations. The mesh resolution has been adapted
such that the maximum y+ value does not exceed

Figure 2. Parameterization of the outer curve.

2.2. The Launder-Sharma low-Reynolds k-ε turbu-
lence model is used. The k-ε model “is arguably the
simplest complete turbulence model” (Pope [6]), is
implemented in most commercial software and is one
of the most broadly employed at industrial level. Its
performance is reasonably satisfactory in shear flows
with small effects of streamwise pressure gradients
and streamline curvatures, but far from these assump-
tions, it can fail badly. However it has been selected
for the present application due to its large diffusion:
given that the proposed methodology is apt for indus-
trial problems, it was the intention to demonstrate its
potential in conditions that are representative of real-
life design practice.

At the inlet a fully developed velocity profile is
imposed, together with values of k and ε for the tur-
bulence model. Both are computed based on a tur-
bulence intensity of 5% measured in the lab. At the
outlet the static pressure is imposed.

The U-bend optimization is driven by the min-
imization of the pressure drop introduced by the U-
bend and in case of the multi-objective optimization
the maximization of the heat transfer is additionally
considered. Both objective functions are defined as:

Min Ob j1 =
Pinlet

total − Poutlet
total

1
2ρ · v

2
re f

(1)

Max Ob j2 =
Q

Qre f
(2)

where Q is the total heat transferred to the fluid and
Ptotal is the total pressure which is computed as the
mass flow averaged quantity at the inlet respectively
outlet of the domain, positioned 8 hydraulic diamet-
ers away from the U-bend. One single 3D evaluation
is run in parallel on 5 cores which takes in average 2
hours.

3. OPTIMIZATION STRATEGIES
Two distinct optimization strategies have been

used to the applied test case and allow comparison
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between the different techniques. On the one hand,
Evolutionary Algorithms (EA’s) are used as a non-
deterministic optimization method. These methods
benefit a wide community of users and are relatively
easy to understand and implement, factors which
have contributed to the large diffusion of the method.
On the other hand, a deterministic gradient based op-
timization has been used, in which the gradient is
computed efficiently through the adjoint method.

3.1. Evolutionary Algorithms

Evolutionary Algorithms (EA) have been de-
veloped in the late sixties by J. Holland [7] and I.
Rechenberg [8]. They are inspired from Darwinian
evolution, whereby populations of individuals evolve
over a search space and adapt to the environment by
the use of different mechanisms such as mutation,
crossover and selection. Individuals with a higher
fitness have more chance to survive and/or get repro-
duced.

This natural process is translated to engineering
problems in several steps. First, the shape is para-
meterised (as discussed in section 2.2) which defines
an analogy to the DNA of an individual. This en-
sures that a unique combination of design paramet-
ers will represent a unique shape. Next, the opera-
tions that enable EA’s to generate offspring such as
mutation and crossover need to be translated. There
exists a wide variety of techniques for this, which
give rise to various classes of EA methods. Genetic
Algorithms (GAs) for instance usually allow two in-
dividuals from a parent generation to reproduce two
children through a crossover process on the design
variables with analogy from nature. In Differential
Evolution (DE) on the contrary, as many as four indi-
viduals are required to produce one child per parent,
here analogy with nature is lost. In a final step, a se-
lection procedure needs to be introduced, imposing
a pressure on the population in which fitter designs
have more chance to be selected for reproduction,
while non-fit designs have larger probability to be-
come extinct and disappear in the next generation.
Potentially, additional mechanisms can be introduced
to increase convergence through keeping a healthy
diversity among the individuals of the population and
by making sure that good individuals do not get lost
accidentally. Eventually, these algorithms can be eas-
ily modified to deal with multi-objective optimiza-
tion problems, which identify the Pareto front.

EA methods are capable to work with noisy ob-
jective functions and can find global optima of mul-
timodal problems. They however require a large
number of function evaluations, which leads to un-
acceptable large computational costs in case the ob-
jective function depends on CFD evaluations. Espe-
cially for large design spaces the computational cost
can be prohibitive, restricting the use of these meth-
ods to only a small design space. Typically, up to 20
or slightly more design variables can be considered,
depending on the level of interaction between the dif-

ferent parameters.
To reduce the computational cost, very often a

surrogate model is introduced, which is a sort of in-
terpolation tool using the already analyzed individu-
als by CFD. The surrogate model performs the same
task as the high fidelity CFD analysis, but at a very
low computational cost. However, it is less accurate,
especially for an evaluation far away from the already
analyzed points in the design space.

The implementation of the surrogate into the op-
timization system depends on how the system deals
with the inaccuracy of the model. The technique
used in the present work uses the surrogate model
as an evaluation tool during the entire evolutionary
process. After several generations the evolution is
stopped and the best individual is analyzed by the ex-
pensive analysis tool. This technique is referred to as
the “offline trained surrogate model”. The difference
between the predicted value of the surrogate model
and the high fidelity tool is a direct measure for the
accuracy of the surrogate model. Usually at the start
this difference is rather large. The newly evaluated
individual is added to the database used for the inter-
polation and the surrogate model will be more accur-
ate in the region where previously the EA was pre-
dicting a minimum. This feedback is the most es-
sential part of the algorithm as it makes the system
self-learning. It mimics the human designer which
learns from his mistakes on previous designs.

3.2. Gradient based optimization

Optimization methods that use gradient inform-
ation are iterative methods that continuously alter the
shape with small perturbations. The basic idea be-
hind these methods is that through the knowledge
of the gradient the direction can be found in which
the design variables need to be changed in order to
obtain an improved design. Small modifications to
the design variables are required, as the gradient will
only provide a linear approximation to the real ob-
jective function and remains only valid in the neigh-
borhood of the current design. The simplest gradi-
ent based optimization method is the steepest des-
cent, which modifies the design variables in the dir-
ection of the steepest descent, given by the opposite
direction of the gradient. Although it has the lowest
convergence rate of all gradient based methods, it is
still an attractive method and will also be used in this
work

The most complex part of this type of method
is however to compute the gradient information, es-
pecially for problems which require the solution of
partial differential equations to compute the object-
ive. This can be achieved through a forward method,
such as for instance finite differences, complex vari-
able perturbation or algorithmic differentiation. In
brief, these methods perturb one by one each design
variable and compute the difference with the unper-
turbed design. The main drawback is that the compu-
tational cost is proportional to the number of design
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variables, requiring n additional CFD computations
for n design variables.

The computational cost can however be dramat-
ically reduced by reverse or adjoint methods, which
require a cost proportional to only one CFD compu-
tation to obtain the gradient information, irrespective
the number of design variables. In the case of con-
tinuous adjoint methods, a new set of linear partial
differential equations needs to be solved after con-
vergence of the CFD analysis, as for instance de-
rived in [9]. Then the gradient can be computed
with small effort. It is evident that such methods
are preferred, as they allow for an efficient compu-
tation of the gradient even for extremely large design
spaces (literally every grid point on the boundary of
the shape can become a design variable). They how-
ever require a large development and implementation
cost, which has been one of the major reasons for
their reduced usage compared to EA or other gradi-
ent free methods. Additional disadvantages of gradi-
ent based methods is the local search, which allows
only to find the nearby local optimum in case of mul-
timodal problems.

4. RESULTS

4.1. Single-objective EA

A single objective Differential Evolution
DE/rand/1/bin algorithm is applied to the U-Bend
optimization. Since DE requires a large number
of evaluations when not supported by a surrogate
model, the problem is viewed in 2D to reduce the
cost per CFD computation. In Fig. 3 the convergence
history of the optimization can be seen. A total
of 100 populations of 40 individuals each need
to be performed in order to obtain convergence.
This means a total of 4000 CFD computations.
A reduction 35% in total pressure loss could be
achieved.

Population

O
b
j 1
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0.56

0.565
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0.585
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0.595

0.6

Figure 3. Convergence of the EA without surrog-
ate model.

4.2. Single-objective EA assisted by sur-
rogate model

A reduction in the computational cost can be ob-
tained by using a surrogate model. In Fig. 4 the con-
vergence history of a surrogate model assisted DE
optimization is shown. It compares the surrogate
model prediction (here a Kriging surrogate model
was used) with the CFD evaluation for each itera-
tion. An iteration within this method consists first of
a training the surrogate model on the existing data,
followed by a DE optimization using the surrogate
model instead of the CFD evaluation, and a valid-
ation of the obtained best design by CFD. As can
be seen, during the first iteration the surrogate model
does not represent reality well, such that the DE op-
timization results in a design for which the surrog-
ate model predicts a very large reduction in pressure
drop. This is however not confirmed by the CFD
validation, which shows that in fact a much larger
pressure drop is obtained. This failure is added to
the database after which a new iteration starts, con-
sisting of retraining the surrogate model, optimizing
the shape using the updated model and again verify-
ing the result by CFD. As can be clearly seen, the
surrogate model still overpredicts the reduction in
pressure loss, but this time the prediction is already
much closer to reality. Through adding the previ-
ous design to the database, the system has learned
valuable information preventing the optimization al-
gorithm to search further in this wrong direction. The
newly found design is added again to the database
after which a new iteration starts. Gradually the dif-
ference between the surrogate model and CFD pre-
diction is reduced until the accuracy of the surrogate
predictions are confirmed by CFD. Similar to the pre-
vious study a 36% reduction in pressure drop could
be achieved, although in the present case a 3D CFD
computation was used.

Iteration

O
b
j 1

10 20 30 40
0.8

0.9

1

1.1

Open Foam

Surrogate model

Figure 4. Convergence history of surrogate model
assisted EA.

Prior to the optimization a total of 65 designs
were analyzed by CFD to have an initial training set
for the surrogate model. With an additional 40 cal-
culations needed to find the optimum, only about 100
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CFD computations are needed, which is an order less
than for the DE without surrogate model assistance.

In Fig. 5 the optimal shape is shown. Careful
analysis demonstrated that the reduction in pressure
drop was achieved through a suppression of the sep-
aration on the inward surface of the bend. This was
achieved by reducing the curvature near the wall,
hence decreasing the velocity gradient normal to the
wall and reducing the adverse pressure gradient in
the second half of the inward surface.

Figure 5. Optimal shape of the U-bend for min-
imal pressure loss.

4.3. Multi-objective EA assisted by surrog-
ate model

So far only the pressure objective (Eq. 1) has
been minimized. The U-bend in the present work
however serves to cool down a turbine blade, and
as explained in the introduction an increased heat
transfer is an additional aim. Especially the tip of
the blade is a critical area which may benefit from a
better cooling. Therefore the objective expressed by
Eq. 2 is introduced. Both objectives are conflicting
and need a multi-objective optimization to obtain the
optimal solution. The DE algorithm has been exten-
ded to this end to cope with multiple objectives based
on the NSGA-II algorithm [10, 11].

In Fig. 6 the result of the optimization is sum-
marized. It shows the total pressure drop versus the
heat extracted for all 220 analyzed geometries. The
baseline geometry consisting of the circular U-bend
is indicated by a square, while the 65 samples gener-
ated for the initial database are represented by black
dots. It is already apparent that these initial geomet-
ries perform better with respect to the total pressure
drop objective, and most samples also perform better
in the heat objective compared to the baseline.

The samples generated during a total of 32 iter-
ations of the optimization phase are represented by
diamonds. All of them are generated in the region
of interest, i.e. with high heat transfer and low pres-
sure drop. A clear Pareto front is formed, for which
one cannot improve one objective without worsening
the other. This clearly indicates that pressure loss and
heat transfer are conflicting requirements, i.e. a phys-

Figure 6. Results of the optimization plotted in
the objective space.

ical mechanism is responsible to increase one and at
the same time decrease the other.

Three candidate solutions are identified as “Min”
which has the lowest total pressure drop, “MaxQ”
which has the highest heat transfer, and “Intermedi-
ate”, which is in between both extremes. The per-
formance of all three Pareto optimal geometries is
summarized in Table 1. Finally, the optimal solu-
tion found during the single objective optimization,
as presented in the previous section, is plotted as a
gradient symbol. Although this optimization was not
targeting any heat transfer objective, it improved the
heat transfer compared to the baseline, as was also
found during experimental validation.

Table 1. Objectives of the trade-off configura-
tions.

Ob j1 Ob j2
Baseline 1.22 1.00

MinP 0.84 1.08
Intermediate 0.93 1.13

MaxQ 1.07 1.17

In Fig. 7 the shapes corresponding to the three
identified candidates are shown. The geometry
with lowest pressure drop (“MinP”) resembles very
closely the shape of the single-objective optimum
(see Fig. 5). The increase in heat transfer by going
to “MaxQ” is obtained by increasing the curvature
of the external wall in the first 90 degrees and by
increasing the internal wall width. Both actions in-
crease the pressure loss and transform the smooth
configuration into one that resembles a sharp u-bend
configuration. Similar to what was found by Liou
and Chen [12], a thicker divider wall is beneficial for
the losses. Geometries with low pressure loss tend
to have a smooth curvature change, and successfully
suppress separation by increasing the radius of the
turn and by carefully decelerating first and then ac-
celerating the mean flow. As a consequence, less sec-
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ondary flow motion is present and reduces the heat
transfer potential. Geometries with high heat transfer
on the other hand contain rapid changes of curvature
and resemble close to sharp U-bends. Heat transfer
is enhanced due to the impingement of the flow near
the external wall, however increasing the losses.

The computational cost of the multi-objective
optimization is with its 220 CFD evaluations slightly
larger than the single-objective optimization of sec-
tion 4.2. It however needs to be noted that for each
of the 32 iterations 5 individuals need to be analyzed
which is performed in parallel. This allows for a
faster completion than the single-objective optimiz-
ation, for which only 1 design is evaluated per itera-
tion.

X

Y

-0.1 0 0.1

0.7
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Figure 7. Comparison of the trade-off shapes.

4.4. Gradient based optimization
The same 2D single-objective optimization as

performed in section 4.1 has been repeated with a
gradient based optimization method, although with
a different parameterisation as explained in section
2.2. The gradient has been computed using the con-
tinuous adjoint approach implemented in OpenFoam.
In Fig. 8 the optimal shape is shown compared to the
initial shape.
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Figure 8. Comparison of baseline and adjoint op-
timization shape.

A comparison of the optimal shape from EA
based optimization algorithms to the best performing
design obtained by the steepest-descent method re-
veals that both U-bends exhibit similar geometrical
features leading to a strong reduction of the total
pressure drop. A direct comparison shows a slight
advantage for the EA based optimization (Ob j1 =

27Pa opposed to Ob j1 = 35Pa), however a different
paramterisation has been used and a different starting
point has been considered.

Both configurations feature an increased duct
section in the first part of the bend resulting in a lim-
ited acceleration of the flow around the bend tip. In
combination with increased radii of curvature along
the internal and external walls, the reduced flow velo-
city leads to reduced centrifugal forces reducing the
tendency of the flow to separate. In addition, the con-
vex inner wall along the second leg of the bend is de-
formed such that it fills the space which is occupied
by the separated flow in the original geometry. While
present in the gradient-free optimized shape, this fea-
ture is even more pronounced by the gradient-based
method. Considering the different geometry para-
meterisation resulting from the necessity to limit the
number of design parameters for gradient-free optim-
ization, the similarity of the optimal U-bend shapes
obtained by differential evolution and steepest des-
cent represents an unprecedented finding. This re-
markable result demonstrates that the underlying ob-
jective function in the present case does not pose
a multimodal problem as often assumed for engin-
eering optimization problems. Consequently, both
gradient-free and gradient-based optimization meth-
ods detect the global optimum demonstrating that the
concern of getting trapped in a local minimum is of
no relevance for the application of the latter. There-
fore, by using a computationally efficient gradient-
based optimization procedure a globally optimal U-
bend shape is provided after only 30 design itera-
tions where succeeding flow field computations be-
nefit from previously converged solutions. The com-
putational cost is thus almost an order of magnitude
less than the EA, and this for a 4 times larger design
space.

4.5. Experimental validation

An experimental investigation has been conduc-
ted for the baseline geometry consisting of 2 circular
arcs and the shape shown in Fig. 5, which was ob-
tained by a metamodel assisted EA optimization us-
ing 3D CFD. In terms of global performance, Table 2
summarizes the experimental obtained improvement
and compares them to the numerical predictions. The
agreement between experiments and calculations is
good, and the improvement in aerodynamic perform-
ance (both measured as well as predicted) is very sig-
nificant.

Detailed PIV measurements have however also
been performed and reveal a small recirculation
bubble, not present in the numerical result. Fig. 9
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Table 2. Aerodynamic performance of the invest-
igated U-bend configurations.

∆P baseline [−] ∆P optimized [−] gain [%]
Exp. 1.03 ± 0.03 0.65 ± 0.02 36.2 ± 3
CFD 1.01 0.63 37.6

shows the obtained velocity field, which can be com-
pared to Fig. 5. It clearly demonstrates the lim-
itations of the k-ε turbulence model in predicting
flow separation in regions of adverse pressure gradi-
ents. Despite the differences in the flow details, how-
ever, the model allowed to predict well the global
trends and combined with an optimization algorithm
provides an extremely efficient methodology to im-
prove the shape of the U-bend.

Figure 9. Mean velocity from PIV in the optim-
ized geometry at mid height.

5. CONCLUSIONS
An overview was given of different studies at-

tempting to improve the performance of a U-bend for
internal cooling channels. It was shown that all meth-
ods lead to shapes with similar features, in which
the curvature of the inner wall has been reduced to
limit the velocity gradient across the passage. When
heat transfer is introduced next to the pressure losses
as a second objective, several trade-off solutions can
be found. The physical process behind the conflict
between both objectives is due to the secondary flow
motion. To increase heat transfer, a stronger second-
ary flow motion is desired, which can be introduced
by a smaller curvature, however increasing the mix-
ing losses and hence increasing the pressure losses.

Comparison between the different optimization
methods demonstrates that the use of surrogate mod-
els can drastically reduce the required number of
CFD evaluations from 4000 to 100 only. Compar-
ing further the surrogate model assisted EA with the
gradient based optimization, it was found that similar
shapes were obtained despite the fact that the gradi-
ent based method departed from a separated initial

design. It is often believed that engineering problems
facing separation represent a multimodal character,
for which gradient based optimization algorithms can
get trapped in local optima. In the present study
however, results indicate that no such problems were
present and seem to further feed the discussion as to
which many engineering problems are unimodal of
nature although easily thought multimodal

Finally, an experimental validation has proven
the effectiveness of the optimization approach. In
terms of global performance, the numerical predicted
reduction in pressure losses was confirmed within
measurement accuracy. Detailed PIV measurements
however reveal a small separation which was not cap-
tured by CFD. It demonstrates that still further im-
provement should be possible, however beyond the
capability of RANS approaches with their restriction
on turbulence modeling.
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ABSTRACT
This paper deals with Computational Fluid Dy-

namics (CFD)-based shape optimization methods ap-
plied to gas and hydraulic turbomachines. In spe-
cific, two major optimization strategies, developed
by the same group, are discussed: gradient–based
methods (GBMs) supported by the continuous ad-
joint approach and metamodel–assisted evolutionary
algorithms (MAEAs).

Regarding GBMs, the continuous adjoint
method for the aero/hydrodynamic design of
turbomachinery bladings is discussed. Full dif-
ferentiation of turbulence models is considered.
Recent developments allowing the computation
of accurate sensitivity derivatives are presented in
brief. Then, the continuous adjoint method is used
for the shape optimization of two Francis turbine
blades. The adjoint method for the optimization
of thermal turbomachinery bladings, by taking into
account conjugate heat transfer (CHT) effects, is
also discussed.

Regarding MAEAs, emphasis is laid on the ways
used to reduce the overall CPU cost of a CFD-
based optimization. In particular, the efficient use
of on–line trained surrogate evaluation models (or
metamodels), the use of asynchronous search on
multiprocessor platforms and the use of Principal
Component Analysis (PCA) as remedies to the curse
of dimensionality problem are discussed. MAEAs
are demonstrated in the aero/hydrodynamic shape
optimization of turbomachinery bladings.

Keywords: Computational Fluid Dynamics,
Continuous Adjoint Method, Gradient–based
methods, Metamodel Assisted Evolutionary Al-
gorithms, Thermal and Hydraulic Turboma-
chines

NOMENCLATURE
F [varies] objective function

T [K] temperature
Ta [F-related] adjoint temperature
b [varies] design variables
u [F-related] adjoint velocity
v [m/s] absolute velocity
w [m/s] relative velocity
p [m2/s2] static pressure divided by

density
q [F-related] adjoint pressure
λ [-] offsprings
µ [-] parents
ν [m2/s] bulk viscosity
νt [m2/s] turbulent viscosity
ν̃a [F-related] adjoint turbulence model vari-

able
ν̃ [m2/s] Spalart–Allmaras model vari-

able

1. INTRODUCTION
During the last years, the cost benefits resulting

from using CFD has given rise to an intense aca-
demic and industrial interest in the use of computa-
tional methods for the design/optimization of thermal
and hydraulic turbomachines.

CFD–based optimization methods can be classi-
fied into deterministic and stochastic ones, accord-
ing to the strategy used to compute the optimal set of
design variables. Deterministic algorithms start with
a given geometry and improve it iteratively based on
the computed or approximated gradient of the ob-
jective function with respect to (w.r.t.) the design
variables. Depending on the initialization, it is not
unlikely for a GBM to be trapped into a local op-
timum. In such a case, the designer will get an optim-
ized rather than an optimal solution. Though global
optimal solutions are always the target, in practice
local optima are highly welcome. The efficiency of
GBMs greatly depends on the method used to com-
pute the necessary gradient. In this respect, the ad-
joint method [1] has been receiving a lot of attention,
since the cost of computing the gradient is, practic-
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ally, independent from the number of the design vari-
ables. This makes the method an excellent choice for
large scale industrial optimization problems. In this
paper, recent advances in computing accurate sens-
itivity derivatives for turbulent flows using the con-
tinuous adjoint variant are discussed, [2]. In addition,
a short discussion about adjoint methods for CHT ap-
plications is presented followed by industrial applic-
ations.

Evolutionary algorithms (EAs) are the most pop-
ular representative of stochastic population–based
search methods. In EAs, entrapment to local minima
is highly unlikely, unless the search is stopped early
enough, since almost the entire design space can be
explored. EAs are extremely flexible since the evolu-
tion operators do not interfere with the flow solver;
so, in CFD–based optimization, no access to the
source CFD code is required (black–box evaluation
software). Furthermore, EAs can compute Pareto
fronts of non-dominated solutions in multi–objective
optimization (MOO) problems, with a single run. On
the other hand, a great number of candidate solutions
must be evaluated before reaching the optimal one(s),
leading to a high optimization turnaround time, es-
pecially when the evaluation software is costly (such
as in CFD applications). In addition, the number of
evaluations required increases with the number of the
design variables (curse of dimensionality). A num-
ber of remedies have been proposed in the literat-
ure to tackle the aforementioned two weaknesses of
EAs. Among them is the use Metamodel–Assisted
EAs (MAEAs), asynchronous search, performed on
a cluster of many processors, and the use Principal
Component Analysis (PCA) to identify correlations
between the design variables, [3, 4, 5]. Industrial ap-
plications using the above techniques are presented.

2. ADJOINT METHODS
In this section, the formulation of the continu-

ous adjoint PDEs, their boundary conditions and
the sensitivity derivatives (gradient) expression are
presented in brief. The development is based on the
incompressible Navier-Stokes equations for a non-
inertial Single Rotating Frame (SRF), though their
extension to inertial reference systems, [2], exists
too. The development for incompressible flows is
based on OpenFOAM c©. However, the same tools
have been programmed also for compressible flows,
[6], on an in–house CDF code, running on GPUs, [7].

2.1. Flow Equations
The mean flow equations together with the

Spalart–Allmaras turbulence model PDE, [8], com-
prise the flow or primal system of equations that
reads

Rp =−
∂wi

∂xi
=0 (1a)

Rw
i =w j

∂wi

∂x j
+
∂p
∂xi
−
∂τi j

∂x j
+2ei jkΩ jwk︸     ︷︷     ︸

CR

+ei jkΩ jeklmΩlxm =0 (1b)

Rν̃=
∂(w j̃ν)
∂x j

−
∂

∂x j

[(
ν+

ν̃

σ

)
∂̃ν

∂x j

]
−

cb2

σ

(
∂̃ν

∂x j

)2

−ν̃P (̃ν,∆)+ν̃D (̃ν,∆)=0 (1c)

where wi,Ω j, xm are the components of the relative
velocity vector, rotational speed vector and position
vector, respectively. The absolute (vi) and relative
(wi) velocities are related through vi = wi +ei jkΩ jxk.
Also, p is the static pressure divided by the constant

density, τi j = (ν + νt)
(
∂wi
∂x j

+
∂w j

∂xi

)
are the components

of the stress tensor, ν and νt the bulk and turbulent
viscosity, respectively, ν̃ the Spalart–Allmaras model
variable and ∆ the distance from the wall boundar-
ies. Details about the turbulence model constants and
source terms can be found in [8].

2.2. General Objective Function
Let F be the objective function to be minimized

by computing the optimal values of the design vari-
ables bn, n ∈ [1,N]. A general expression for an ob-
jective function defined on (parts of) the boundary S
of the computational domain Ω is given by

F =

∫
S

FS i nidS (2)

where n is the outward normal unit vector.
Differentiating Eq. 2 w.r.t. to bn and applying the

chain rule yields

δF
δbn

=

∫
S

∂FS i

∂wk
ni
∂wk

∂bn
dS +

∫
S

∂FS i

∂p
ni
∂p
∂bn

dS

+

∫
S

∂FS i

∂τk j
ni
∂τk j

∂bn
dS +

∫
S

∂FS i

∂̃ν
ni
∂̃ν

∂bn
dS

+

∫
S

ni
∂FS i

∂xk

δxk

δbn
nkdS +

∫
S

FS i

δ(nidS )
δbn

(3)

where δΦ/δbn is the total (or material) derivative of
any quantity Φ while ∂Φ/∂bn is its partial derivative.
Operators δ()/δbn and ∂()/∂bn are related by

δΦ

δbn
=
∂Φ

∂bn
+
∂Φ

∂xk

δxk

δbn
(4)

Computing the variation of the flow variables on the
r.h.s. of Eq. 3, either through Direct Differentiation
(DD) or Finite Differences (FD) would require at
least N Equivalent Flow Solutions (EFS, i.e. as if
the flow equations were solved instead). To avoid
this computational cost that scales with N, the adjoint
method is used, as presented in the next subsection.

2.3. Continuous Adjoint Formulation
Starting point of the continuous adjoint formula-

tion is the introduction of the augmented function

Faug = F+

∫
Ω

uiRw
i dΩ+

∫
Ω

qRpdΩ+

∫
Ω

ν̃aRν̃dΩ

(5)

where ui are the components of the adjoint to the re-
lative velocity vector, q is the adjoint pressure and
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ν̃a is the adjoint turbulence model variable, respect-
ively. Dropping the last integral on the r.h.s. of
Eq. 5 would result to the so-called “frozen turbu-
lence” assumption which neglects the differentiation
of the turbulence model PDE(s). This assumption
leads to reduced gradient accuracy, possibly even to
wrong sensitivity signs, [9]. To avoid the “frozen
turbulence” assumption implications, the Spalart–
Allmaras model PDE has been differentiated, see [9].
A review on continuous adjoint methods for turbulent
flows can be found in [2].

The differentiation of Eq. 5, based on the Leibniz
theorem, yields

δFaug

δbn
=
δF
δbn

+

∫
Ω

ui
∂Rw

i

∂bn
dΩ+

∫
Ω

q
∂Rp

∂bn
dΩ

+

∫
Ω

Rν̃ ∂Rν̃a

∂bn
dΩ+

∫
S W

(uiRw
i +qRp+ν̃aRν̃)nk

δxk

δbn
dS

(6)

Then, the derivatives of the flow residuals in the
volume integrals on the r.h.s. of Eq. 6 are developed
by differentiating Eqs. 1 and applying the Green-
Gauss theorem, where necessary. Indicatively, the
development of the CR (Coriolis) term variation
yields∫

Ω

ui
∂CR,i

∂bn
dΩ=−

∫
Ω

2ei jkΩ juk
∂wi

∂bn
dΩ (7)

contributing an extra term to the adjoint momentum
equations. The development of the remaining terms
can be found in [9], [10] and [2].

In order to obtain a gradient expression which
does not depend on the partial derivatives of the flow
variables w.r.t. bn, their multipliers in (the developed
form of) Eq. 6 are set to zero, giving rise to the field
adjoint equations

Rq =−
∂u j

∂x j
=0 (8a)

Rw
i =u j

∂w j

∂xi
−
∂(w jui)
∂x j

−
∂τa

i j

∂x j
+
∂q
∂xi

−2ei jkΩ juk︸     ︷︷     ︸
CRa

+ν̃a
∂̃ν

∂xi
−
∂

∂xl

(
ν̃aν̃
CY

Y
em jk

∂wk

∂x j
emli

)
=0

(8b)

Rν̃a =−
∂(w jν̃a)
∂x j

−
∂

∂x j

[(
ν+

ν̃

σ

)
∂ν̃a

∂x j

]
+

1
σ

∂ν̃a

∂x j

∂̃ν

∂x j

+2
cb2

σ

∂

∂x j

(̃
νa
∂̃ν

∂x j

)
+ν̃aν̃Cν̃+

∂νt

∂̃ν

∂ui

∂x j

(
∂wi

∂x j
+
∂w j

∂xi

)
+(−P+D) ν̃a =0 (8c)

where τa
i j = (ν + νt)

(
∂ui
∂x j

+
∂u j

∂xi

)
are the components of

adjoint stress tensor. The term marked as CRa results
from the differentiation of CR and can be seen as the
adjoint Coriolis acceleration. Eq. 8c is the adjoint
turbulence model equation, from which the adjoint
turbulence model variable ν̃a is computed.

The adjoint boundary conditions are derived by

treating the flow variations in the boundary integrals
(of the developed form of) Eq. 6, [9, 2]. Indicatively,
at the inlet (S I) and wall (S W ) boundaries, the fol-
lowing conditions are imposed

u jn j =u〈n〉=−
∂FS I−W,i

∂p
ni (9a)

u jtI
j =uI

〈t〉=
∂FS I−W,k

∂τi j
nktI

i n j+
∂FS I−W,k

∂τi j
nktI

jni (9b)

u jtII
j =uII

〈t〉=
∂FS I−W,k

∂τi j
nktII

i n j+
∂FS I−W,k

∂τi j
nktII

j ni (9c)

where S I−W stands for either S I or S W , depending on
the boundary under consideration. In what follows,
tI is the unit tangent vector parallel to the velocity
at the first cell centre off the boundary and the com-
ponents of the second target vector tII are given by
tII
i = ei jkn jtI

k, where ei jk is the Levi-Civita symbol.
The outlet (S O) conditions for the adjoint problem
and boundary conditions for the ν̃a field can be found
in [9, 2].

In industrial applications, the wall function tech-
nique is used routinely in analysis and design. When
the design is based on the adjoint method, consider-
ing the adjoint to the wall function model becomes
necessary. The continuous adjoint method in optim-
ization problems, governed by the RANS turbulence
models with wall functions, was initially presented
in [11], where the adjoint wall function technique
was introduced for the k − ε model and a vertex–
centered finite volume method. The proposed formu-
lation led to a new concept: the “adjoint law of the
wall”. This bridges the gap between the solid wall
and the first node off the wall during the solution of
the adjoint equations. The adjoint wall function tech-
nique has been extended to flow solvers based on
cell-centered finite-volume schemes, for the k − ω,
[12], and Spalart–Allmaras , [2], models.

After satisfying the adjoint PDEs and their
boundary conditions, the remaining terms in Eq. 6
yield the sensitivity derivatives

δF
δbn

=−

∫
S W

[
τa

i jn j−qni+
∂FS W,k

∂wi
nk

]
∂wi

∂xk

δxk

δbn
dS

+

∫
S W

ni
∂FS W,i

∂xk

δxk

δbn
dS +

∫
S W

FS W,i

δ(nidS )
δbn

−

∫
S W

[(
ν+

ν̃

σ

)
∂ν̃a

∂x j
n j+

∂FS k

∂̃ν
nk

]
∂̃ν

∂xk

δxk

δbn
dS

+

∫
S W

(uiRw
i + qRp + ν̃aRν̃)

δxk

δbn
nkdS

−

∫
S W

(
−u〈n〉+

∂FS Wp ,k

∂τlm
nknlnm

)
TS1dS

−

∫
S W

∂FS Wp ,k

∂τlm
nktI

l t
I
mTS2dS

−

∫
S W

(
∂FS Wp ,k

∂τlm
nk(tII

l tI
m + tI

l t
II
m)

)
TS3dS
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−

∫
S W

∂FS Wp ,k

∂τlm
nktII

l tII
mTS4dS (10)

where TS1 to TS4 can be found in [2].

2.4. Differentiation of Turbulence Models:
A Convincing Example

In the application of this section, the gain from
overcoming the “frozen turbulence” assumption is
discussed. In Figure 1, the sensitivity derivatives of
the total pressure losses objective function,

Fpt =−

∫
S I,O

(
p +

1
2

v2
k

)
vinidS

w.r.t. the coordinates of Bézier–Bernstein control
points parameterizing a compressor cascade airfoil
are illustrated. Here, the low-Re variant of the
Spalart–Allmaras model is used. It can be seen that
the “frozen turbulence” assumption leads to quite
wrong sensitivities while the adjoint approach that
takes into consideration the differentiation of the tur-
bulence model reproduces the outcome of the ref-
erence method (FD). More on the gain in accuracy
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Figure 1. Shape optimization of a compressor cas-
cade with Re = 3.3× 105. Sensitivity derivatives of
the total pressure losses function F w.r.t. the co-
ordinates of the Bézier–Bernstein control points
parameterizing the suction (first half) and pres-
sure (last half of the horizontal axis) airfoil sides.

from using the adjoint law of the wall when the flow
simulation employs wall functions can be found in
[2].

2.5. Continuous Adjoint for Conjugate
Heat Transfer Analysis

This section discusses some points of the math-
ematical development and implementation of the
continuous adjoint method to CHT applications.
CHT comprises the concurrent solution of the mean
flow and energy equations over the fluid domain and
the energy equation over an adjacent solid domain.
The fluid and solid domains communicate through
the Fluid/Solid Interface (FSI). The conditions im-
posed along the FSI boundary, Figure 2, are (index
F stands for fluid-related quantities and S for solid-

related ones)

QS =−QF ⇒ kS ∂T S

∂n

∣∣∣∣∣∣
FS IS

= −kF ∂T F

∂n

∣∣∣∣∣∣
FS IF

(11a)

T S =T F =T FS I (11b)

where Q is the heat-flux and kF=ae f f cp is the thermal
conductivity. Eq. 11a expresses the equality of heat
fluxes along the FSI while Eq. 11b states that the tem-
perature at the coinciding nodes of the solid and fluid
meshes is the same.

FSIF

FSIS

F

S

FI

SI

FLUI
D

SOLI
D

Figure 2. The fluid(F)/solid(S ) interface. Faces
F and S coincide. FI and S I are the centres of
the first cells off the fluid and solid boundaries,
respectively.

In the application examined, the optimization
aims at minimizing the maximum temperature inside
an internally cooled turbine cascade, Figure 3. Since
such a min./max. objective can not be differentiated,
a differentiable surrogate should be used. It is pro-
posed to use a sigmoid function

FT =

∫
ΩS

fsigdΩ∫
ΩS

dΩ
, fsig =1 −

1
1 + ek2(T−Tc)+k1 (12)

where ΩS is the volume of the solid domain, Tc is a
critical (high) temperature threshold and Ts <Tc is a
safety threshold to be defined by the designer. Con-
stants k1 and k2 take on values that lead to fsig(Ts)=ε
and fsig(Tc) = 1 − ε, where ε is a user–defined infin-
itesimal positive number.

Figure 3. Temperature distribution inside an
internally cooled turbine blade. The fluid (not
shown in the figure) and solid domains are
coupled based on the boundary conditions presen-
ted in Eqs. 11, while heat exchange between the
solid domain and the cooling passages is simu-
lated using a 1D heat exchange equation.
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The augmented objective function for CHT op-
timization problems is written as

Faug = F+

∫
ΩF

uiRw
i dΩ+

∫
ΩF

qRpdΩ+

∫
ΩF

ν̃aRν̃dΩ

+

∫
ΩF

T F
a RT F

dΩ+

∫
ΩS

T S
a RT S

dΩ (13)

where RT F
,RT S

are the energy equation PDEs over
the fluid and solid domains, respectively, and T F

a ,T
S
a

are the corresponding adjoint temperatures. Follow-
ing a process similar to that described in sections 2.2
to 2.4, the field adjoint equations, adjoint boundary
conditions and sensitivity derivatives expression can
be derived. In the interest of space, these are omit-
ted herein. However, it is interesting to note that
the adjoint boundary conditions at the FSI are of the
same type as the primal conditions. Eq. 11. They in-
clude the conservation of the adjoint heat flux at the
FSI and the same adjoint temperature values for both
sides of the FSI. This remark holds only for object-
ive functions which do not include the temperature
values along the FSI.

The continuous adjoint approach to CHT prob-
lems was utilized to support a gradient-based al-
gorithm to minimize FT with Ts = 515 K and Tc =

525 K for the geometry presented in Figure 3; the
turbine blade airfoil is parameterized using NURBS
control points and the cooling holes are at fixed po-
sitions. The highest deformation is located close to
the trailing edge, Figure 4, decreasing the maximum
blade temperature by more than 2 K.

Figure 4. Shape optimization of an internally
cooled turbine blade, targeting the minimization
of the maximum temperature over the solid. Tem-
perature distributions in a blow-up view close to
the trailing edge of the initial (left) and optimized
(right) geometries.

2.6. Turbomachinery Applications of
Adjoint-based Optimization

Two industrial applications are presented in this
section. The first one is concerned with the shape
optimization of a Francis turbine runner in order to
suppress cavitation, i.e. maximizing the minimum
pressure on the blade surface. Following the same
line of reasoning for differentiating a max./min prob-
lem as the one presented in section 2.5, a sigmoid
function similar to Eq. 12 is used, by defining a cavit-
ation threshold pc and a safety threshold ps. No

shape parameterization was used. Instead, the nor-
mal displacements of the blade wall nodes acted as
the design variables, after appropriately smoothing
the computed sensitivity derivatives. The pressure
distributions over the initial and optimized bladings
are presented in Figure 5.

The second application deals with the multi-
point design of a different Francis runner targeting
the maximization of the weighted sum of the efficien-
cies at three operating points, ranging from 40% to
100% of the nominal mass flow rate Qnom

F = 0.6FQ100 + 0.25FQ71.5 + 0.15FQ40 (14)

Blade shapes resulting after 8 optimization cycles of
the multi-point as well as the three (separate) single-
point optimizations (for the three mass flow rates) are
depicted in Figure 6. The multi-point optimization
deforms the blade in the same direction as the single-
point optimization for the nominal flow rate, since
this point has the highest weight in Eq. 14. The other
two single-point optimizations for Q = 0.715Qnom
and Q = 0.40Qnom deform the blade in the opposite
direction. This clearly reveals the contradictory tar-
gets in multi-point optimization.

Figure 5. Optimization of a Francis runner blade
targeting cavitation suppression. Top: pressure
distribution over the initial blading; white isolines
encircle the cavitated areas. Bottom: pressure dis-
tribution over the optimized blading.

3. OPTIMIZATION METHODS BASED
ON EAS

Regarding EAs, emphasis is laid on ways to re-
duce the optimization turnaround time in large–scale
applications. The most frequently used technique is
the use of surrogate evaluation models (metamod-
els) giving rise to MAEAs. Either EAs or MAEAS
can further be enhanced by the Principal Component
Analysis (PCA) technique aiming at efficiently hand-
ling problems involving a great number of design
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Figure 6. Multi-point optimization of a Francis
runner Blades as seen from the trailing edge (left)
and a blow–up view close to the shroud (right).
The initial blade is depicted in grey, the result of
the multi-point optimization in red, while the res-
ults of single-point optimizations at the three op-
erating points are shown in green (Q = Qnom), yel-
low (Q=0.715Qnom) and magenta (Q=0.4Qnom).

variables. Over and above to MAEAs (with or
without PCA), the concurrent evaluation of the off-
spring of each generation on the available processors
of a multi-processor system may further reduce the
optimization turnaround time. Asynchronous EAs
(AEAs), remove the synchronization barrier at the
end of each generation, and fully exploit all the avail-
able computational resources. All these techniques
are incorporated in the general purpose optimiza-
tion platform EASY (Evolutionary Algorithm SYs-
tem, http://velos0.ltt.mech.ntua.gr/EASY) developed
by the authors’ group.

On–line trained metamodels (radial basis func-
tion/RBF networks) for each candidate solution are
used according to the Inexact Pre-Evaluation (IPE)
technique, [3]. The first few generations are car-
ried out as a conventional EA (with µ parents and λ
offspring) and the MAEA starts once a user–defined
number of entries have been stored in the database
(DB) of already evaluated individuals. During the
IPE phase all population members are pre–evaluated
on the surrogate models trained on–the–fly. This
training is carried out on the neighboring (in the
design space) individuals in the DB. Then, based on
the outcome of the pre–evaluations on the metamod-
els, a small number of the most promising members
(λIPE <<λ) are re–evaluated on the CFD model.

Metamodels can be also employed in AEAs
(AMAEAs), after appropriately adapting the IPE
scheme, [4], since the notion of generation does not
exist anymore. Once an evaluation is completed and
the corresponding processor is idle, a new individual
is generated (using the evolution operators) and as-
signed to this processor. When the IPE is activated
on an instantaneously idle processor, instead of gen-
erating a single individual, a small number (NIPE)
trial ones are generated. For each one of them, a
local metamodel is trained and its objective function

value is approximated. The best (according to the
metamodel) among the NIPE individuals is, then, re–
evaluated on the exact model. An example of the
gain in the optimization turnaround time by using
AMAEA instead of MAEA, is shown in 7. This
is concerned with the design of a peripheral com-
pressor cascade for minimum viscous losses, where
AMAEA and MAEA were allowed to perform up
to 12 concurrent evaluations on a many–GPUs plat-
form. The IPE was activated after 80 entries were
gathered in the DB and λIPE = 8 members were re–
evaluated on the exact tool for the MAEA. For the
AMAEA, NIPE =8 trial members were generated be-
fore selecting the one to be re–evaluated on the idle
processor.
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tR
Computational cost units
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Figure 7. Optimization of a peripheral com-
pressor cascade for minimum viscous losses.
Top: Comparison of the convergence histories
of MAEA and AMAEA. AMAEA outperforms
MAEA which is known to perform much better
than a conventional EA. Bottom: Pressure distri-
bution on the optimal geometry.

EAs or MAEAs (along with their asynchron-
ous variants), when applied to engineering optimiz-
ation problems with a great number of design vari-
ables, suffer from the co–called “curse of dimen-
sionality”. A remedy to this problem is to pro-
cess the elite set in each generation, using PCA and,
based on the so acquired information to: (a) better
guide the application of the evolution operators (to
be referred as EA(PCA)) and (b) reduce the num-
ber of sensory units during the metamodels training
(M(PCA)AEA), [5]. In (a), the design space is tem-
porarily aligned with the principal component direc-
tions and the crossover and mutation operators are
applied on the rotated individuals. This rotation ac-
cording to the principal directions leads to a problem
with as much as possible separable objective func-
tion, which is highly beneficial. In MAEAs, dur-
ing the metamodel (RBF network) training, PCA can
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be used to reduce the dimension of the metamod-
els built. The variances of the design variables are
used to identify the directions along which the elite
members are less or more scattered. In the developed
method, the RBF network sensory units correspond-
ing to the directions of the design space with high
variances are filtered out. Reducing the number of
input parameters in the metamodel increases the pre-
diction accuracy and accelerates the training process.
The simultaneous use of PCA for both purposes is
the so–called M(PCA)AEA(PCA).

An example of the use of PCA in both the
metamodels and the evolution operators is shown in
figure 8. This is concerned with the two–objective
constrained design of a Francis runner parameterized
using 372 design variables. The first objective ( f1)
is related to the “quality” of the velocity profile at
the runner outlet while the second one ( f2) to the
blade loading. This case is studied with both MAEA
and M(PCA)AEA(PCA) using a (µ, λ)=(20, 90) EA.
During the IPE phase, λIPE = 8 members of each
generation were re–evaluated on the CFD model.
For the MAEA, the IPE phase was activated after
600 entries were stored in the DB, while for the
M(PCA)AEA(PCA) only after 300 DB entries.
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Figure 8. Two–objective design of a Francis
runner at three operating points for optimiz-
ing the outlet velocity profile (min f1) and the
blade loading (min f2). Top: Comparison of the
fronts of non–dominated solutions computed by
the MAEA and the M(PCA)AEA(PCA), at the
same CPU cost. Bottom: 3D view and pressure
field over the Francis runner, at the best efficiency
operating point corresponding to non–dominated
solution A.

4. USE OF EAS AND ADJOINT WITHIN
THE RBF4AERO PROJECT

The aforementioned optimization methods,
either stochastic (EAs) or gradient–based (adjoint)
ones, are used for external aerodynamic optimization

problems too. Some of these methods were appro-
priately adapted to fit the needs of the RBF4AERO,
EU funded, project http://www.rbf4aero.eu/. The
aim of the project is to develop the so–called
RBF4AERO Benchmark Technology, an assembly
of numerical (CFD, CSD solvers etc), morphing and
optimization tools, capable of handling aerodynamic
design/optimization problems. The morphing tool
used is based on RBF networks and allows for fast
morphing of the shapes to be optimized and the
surrounding computational mesh, [13]. The optim-
ization tool comprises both EAs and gradient–based
methods assisted by the continuous adjoint method.

One of the cases to be studied within
RBF4AERO is concerned with the minimization of
the drag coefficient of a small aircraft underwing
nacelle at two angles of attack, namely 0o and 8o.
The nacelle is designed for the altitude of 2000m,
with M∞ = 0.08 and Rec = 3×106 based on the wing
chord. The nacelle rotations around the y and z axes
and the nacelle nose scaling were the three design
variables used. Starting from a baseline geometry
(figure 9 top), for each candidate solution the nacelle
shape and the computational mesh was morphed
using the customized RBF–based morphing tool of
the RBF4AERO platform. The basic incompressible
flow solver of OpenFOAM c© (simpleFoam) was used
as the evaluation tool, using the Spalart–Allmaras
turbulence model.

In this paper, a (µ, λ)=(10, 30) MAEA was used
for the optimization. The MAEA is capable of locat-
ing the Pareto front of non–dominated solutions after
100 evaluations on the CFD tool (Figure 9 bottom).

The limited range of the CD values in the non–
dominated front is due to the fact that, in all elite
members, the two first design variables do not vary
significantly and only the third design variable (i.e.
the one related to the nose scaling) varies. This ob-
servation can be also backed-up by the magnitude of
the drag force sensitivities w.r.t. the three design vari-
ables, presented in table 1 and computed using the
continuous adjoint method.

b y rot. z rot. scaling
dF/db −1.9 × 10−4 −4.4 × 10−7 5.9 × 10−4

Table 1. Sensitivity derivatives w.r.t. the
three design variables parameterizing the nacelle
shape, at 8o farfield flow angle. It can be observed
that the nose scaling has the greatest impact on
the drag force value.

5. SUMMARY
This paper presented the use of either stochastic

or gradient–based optimization methods in shape op-
timization of thermal and hydraulic turbomachines.
Regarding continuous adjoint methods, some recent
advances in the computation of accurate sensitivities
were discussed and applied to industrial cases, lead-
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Figure 9. Two–objective optimization of an un-
derwing nacelle (an RBF4AERO test case). Top:
Baseline geometry. Bottom: Front of non–
dominated solutions resulted after 100 evalu-
ations on the exact/CFD model.

ing to the optimization of two Francis runners at a
very small CPU cost (20 and 8 optimization cycles
for each of the two cases). Regarding evolution-
ary algorithms, techniques involving surrogate evalu-
ation models, asychronous search on multi-processor
platforms and PCA have made the optimization of in-
dustrial cases with a great number of design variables
and objectives possible.
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ABSTRACT
Wind turbine design is an inherently multidiscip-

linary task typically aiming at reducing wind cost of
energy. In many cases the fulfillment of all design
specifications and constraints is still accomplished
using an iterative trial and error-based strategy. This
may hinder the exploration of the feasible design
space, lead to suboptimal solutions, and prevent the
assessment of new and promising configurations.
These shortfalls can be removed by using numer-
ical optimization to optimize in an automated fash-
ion wind turbine design. An additional challenge
to turbine design arises from sources of uncertainty
affecting wind turbine operation (e.g. wind variabil-
ity), manufacturing, assembly and control (e.g. finite
manufacturing tolerances and control system per-
turbations and faults), and the design process itself
(e.g. uncertain accuracy of design tools). By adopt-
ing uncertainty quantification and propagation meth-
ods in the automated design process, the determin-
istic optimization becomes a probabilistic or robust
design optimization process. This yields machines
whose performance has reduced sensitivity to the
abovesaid stochastic factors. The paper summarizes
recent research work by the author and his group
in the robust design optimization of horizontal axis
wind turbine rotors, and it highlights some crucial
areas of future research.

Keywords: wind turbine multidisciplinary
design, computational aerodynamics, robust op-
timization

NOMENCLATURE
CL [−] lift coefficient
N [rpm] rotational speed
Pe [kW] electrical power
U [m/s] wind speed
AEP [kWh] annual energy production
BM [kNm] bending moment
LCOE [$/kWh] levelized cost of energy
PDF [−] probability distribution func-

tion
r [m] radial position

x/c, y/c [−] airfoil coordinates nondimen-
sionalized by chord c

α [deg] angle of attack

1. INTRODUCTION
In recent years the exploitation of wind energy

for producing electricity has been rapidly growing
worldwide. This has been partly enabled by re-
cent design technology advances, which have made
possible substantial reductions of wind cost of en-
ergy (COE), one of the main metrics used to as-
sess the viability of energy sources. The most wide-
spread turbine type for heavy-duty on-shore and off-
shore installations is the horizontal axis wind tur-
bine (HAWT). HAWT design, which typically aims
at minimizing COE, is an inherently multidisciplin-
ary task requiring the achievement of design spe-
cifications and the fulfillment of conflicting con-
straints dictated by aerodynamics, material engineer-
ing, structure mechanics and aeroelasticity, control,
electrical and power engineering, and economic re-
quirements. The characteristics of HAWT rotors,
here intended as the set of turbine blades and the
conversion control system from wind to mechanical
power entering the drivetrain, play a major role in
the design of the entire turbine, as they determine
the steady and time-dependent structural loads on
drivetrain, tower and foundations, and also the elec-
trical power characteristics required for designing the
power electronics subsystems. The main blade char-
acteristics are their number, size, outer shape, in-
ternal geometry and material, while options available
for power control include a) passive stall regulation
for smaller HAWTs, and b) variable speed pitch-to-
feather control for multimegawatt turbines.

The design of the rotor [1] as well as that of the
entire turbine [2] is usually carried out using an iter-
ative trial and error-based strategy. In rotor design,
one starts by defining the outer blade shape, and this
is followed by the definition of the internal structure
which is modified in subsequent structural and aer-
oelastic analysis if found inadequate to withstand the
aerodynamic loads. The iterative process may also
yield the redefinition of the outer blade shape. One of
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the drawbacks of the manual iterative approach is the
likelihood of incomplete exploration of the feasible
design space, which may result in suboptimal solu-
tions and prevent the scrutiny of radically new, poten-
tially better configurations. A fully automated mul-
tidisciplinary design optimization (MDO) approach
based on numerical optimization can avoid these pit-
falls and yield substantial improvements of HAWT
configurations.

In the area of turbine design Fuglsang et al. [3]
developed a gradient-based HAWT MDO system to
minimize COE, and used it to optimize the turbine
design for site-dependent wind conditions. They
showed that optimized site-specific designs achieved
COE reductions of up to 15 % through annual en-
ergy production (AEP) increments and manufactur-
ing cost reductions. Maki et al. [4] optimized the
design of a 3-blade 1 MW HAWT using a multi-
level system design to minimize COE. Their optim-
ized configuration featured a reduction of about 29
% of COE, had higher rated rotational speed, lar-
ger diameter and lower rated power than the refer-
ence HAWT configuration. Their results also high-
lighted that COE had a minimum with respect to the
rotor diameter and the rated rotational speed, and in-
creased monotonically with the rated power. Ashuri
et al. [5] used a gradient based optimizer to optim-
ize the design of the National Renewable Energy
(NREL) 5 MW virtual HAWT [6], reporting a 2.3
% COE reduction.

HAWT design and operation are affected by sig-
nificant uncertainty caused by environmental, aero-
dynamic and engineering factors. Accounting for
stochastic factors in the design optimization pro-
cess yields a robust MDO (RMDO) process [7],
whereby the deterministic estimates of objective
functions and constraints are replaced by probabil-
istic estimates. Unlike deterministic designs, robust
designs feature reduced performance sensitivity to
stochastic variations of operation, control and en-
gineering factors. RMDO is computationally more
expensive than MDO because at each RMDO step
multiple analyses of the same nominal design are re-
quired for propagating uncertainty [8] in the mul-
tidisciplinary analysis system. The recent develop-
ment of numerically efficient uncertainty propaga-
tion methods [9] and the high performance of mod-
ern computers are making the computational burden
of RMDO affordable.

HAWT RMDO is a very recent but extremely
promising technology that can subsantially improve
HAWT design and on which only a few advanced
studies are available [10, 11, 12, 13] to date. This
paper presents the research work carried out in this
area by the author and his group. The options avail-
able for the modules of the multidisciplinary HAWT
rotor analysis system are discussed in Section 2. Sec-
tion 3 discusses the choice of methods for propagat-
ing uncertainty in the multidisciplinary analysis sys-
tem, defines the objectives and constraints of HAWT

rotor RMDO problem, and available approaches to
its solution. Two sample applications of HAWT
RMDO are presented in Section 4, while a summary
with ongoing and future research trends is provided
in Section 5.

2. MULTIDISCIPLINARY ANALYSIS
HAWT rotor MDO and RMDO rely on in-

tegrated multidisciplinary analysis (MDA) systems,
made up of interlinked modules. For given rotor
diameter and hub height, parameters defining the
outer shape of the blades and their internal struc-
ture, power regulation, and wind parameters from
cut-in to cut-out speeds, the MDA system returns
the output required for the design optimization, such
as AEP, COE, structural stresses and fatigue dam-
age. MDA systems typically include: a) paramet-
rized models of the blade outer and inner shapes, b)
an aerodynamic module to determine the rotor power
and the aerodynamic loads acting on the blades,
c) an aero-servo-elastic subsystem for determining
the aeroelastic characteristics of the rotor, and, in
some cases, also the effects of blade deformations on
power generation, d) a stress analysis module to de-
termine the design-driving stresses of the blades sub-
ject to aerodynamic, weight and centrifugal loads.

2.1. Geometry parametrization
Both the outer shape of the blades and their in-

ternal structure need to be defined by suitable para-
metric representations. The input variables on which
such parametrizations depend are the design vari-
ables.

As for the outer blade shape, most studies pub-
lished in the last two decades parametrize and vary
only the radial profiles of blade twist and airfoil
chords during the optimization (a few design vari-
ables are associated to chord and twist at some ra-
dial positions, and cubic splines are used to define
the complete radial profile of these two variables),
while the blade airfoils are left unaltered [14, 15].
The adopted airfoils are chosen from among custom
tailored HAWT or aircraft wing airfoil families for
which reasonably reliable (usually experimentally
measured) aerodynamic force data are available. As
highlighted by Fuglsang et al. [16] and further dis-
cussed below, the reason for not parametrizing (and
thus not designing) the blade airfoils within HAWT
rotor design optimization is the difficulty in com-
puting reliable estimates of abovesaid aerodynamic
forces for the feasible arbitrary airfoil shapes gener-
ated when enabling airfoil geometry variations dur-
ing the optimization. The same authors also recog-
nized that significant improvements in HAWT design
optimization can be achieved by enabling airfoil geo-
metry variations in the optimization. In the light of
the potential of new Computational Fluid Dynamics
(CFD) to accurately predict transitional and stalled
airfoil aerodynamics, new optimization studies start
incorporating airfoil design in the 3D rotor design
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optimization [17, 12, 18, 19].
The airfoil geometry parametrization is often

based on composite Bezier curves [12, 19], or even
PARSEC parametrizations [17]. The author’s group
have used a composite 4-Bezier curve parametriza-
tion [13], sketched in Fig. 1. The composite para-
metrization features 14 control points, but the design
variables are only 12 abscissas and ordinates of the
14 base points, since the remaining 16 abscissas are
determined by fixing the position of the leading and
trailing edges, and imposing suitable continuity con-
ditions at the junctions between the 4 component
curves.

Figure 1. HAWT rotor airfoil parametrization
based on composite Bezier curve.

The internal structure of HAWT blades typic-
ally consists of spar caps, spar webs and skin ele-
ments. Different levels of detail and approximation
have been used in HAWT design optimization. Some
studies model only the spar caps as they base the
structural design on the bending load withstood by
such components [14], whereas other studies model
the complete internal structure, and use a shell ele-
ment approach for calculating the stress field [20].
An important feature in HAWT rotor MDO is that
the structural model used for the stress and the aer-
oelastic analyses (the aim of the latter is to determine
deformations rather than stresses) are often different.
More specifically, the structural model of the stress
analysis often includes the 2D geometry of the blade
sections, whereas the model of the aeroelastic ana-
lysis usually consists only of the radial distribution
of section-averaged blade structural properties.

2.2. Aerodynamics
To compute the power generated by the rotor and

the aerodynamic loads acting on its blades, a compu-
tational aerodynamics module is required. In HAWT
rotor MDO and, even more, RMDO, computational
speed is a crucial requirement. The blade-element
momentum (BEM) theory [21] fulfills this require-
ment and is therefore widely used in wind turbine
design. The BEM model combines the conserva-
tion of linear and angular momentum and classical

lift and drag theory. Its main limitation is that the
reliability of its assumptions and engineering mod-
els are questionable in many realistic HAWT rotor
flows. Moreover BEM codes require knowledge of
the lift and drag coefficients of the blade airfoils.
Thus the accuracy of BEM analyses also depends on
the source type of airfoil force coefficients.

In the automated RMDO environment, many air-
foil geometries are scrutinized and their polars need
to be determined very rapidly. In most cases, the
viscous-inviscid panel code XFOIL [22] is used. In
this code, laminar-to-turbulent transition, an import-
ant feature in HAWT rotor aerodynamics, is modeled
with the eN method. XFOIL enables the rapid cal-
culation of the airfoil performance; the code, how-
ever, is known to usually overestimate the maximum
lift coefficient [23], and is not meant to be used for
reliable predictions of the force coefficients beyond
the stall inception point. The near stall predictions
of XFOIL appear to be particularly inaccurate for
thicker airfoils [24]. Improved near-stall force pre-
dictions could be obtained with the proprietary code
RFOIL, the variant of XFOIL developed at Delft
University [23], or even using transitional Navier-
Stokes (NS) CFD, which is reaching a level of ma-
turity enabling it to accurately predict airfoil aero-
dynamics well beyond the angle of attack (AoA) of
maximum lift [25]. At present, run-times of NS CFD,
even in 2D simulations, are still excessive for their
use in HAWT RMDO requiring hundreds or thou-
sands of rotor analyses, but new highly-efficient com-
puter processor architectures are enabling substantial
run-time reductions of NS CFD for wind turbine ana-
lysis and design [26]. This is expected to accelerate
the use of these technologies for wind turbine design.

In BEM models, the input 2D aerodynamic data
are also corrected to account for the complex 3D
flow physics of rotating blades, such as the Him-
melskampf effect or centrifugal pumping effect [27].
Based on empirically derived equations, models like
AERODAS [28] provide a method for calculating
stall and post-stall lift and drag characteristics of ro-
tating airfoils, using as input a limited amount of pre-
stall 2D aerodynamic data (e.g. zero-lift AoA, AoA
at maximum lift and drag, values of maximum lift
and drag coefficients, slope of the linear part of the
lift curve, and minimum drag coefficient). Other
emprical corrections used in BEM codes include:
a) Prandtl’s tip and hub loss corrections [21], b)
Glauert-type correction of the curve induction coef-
ficient/thrust coefficient to account for the turbulent
windmill state [29].

2.3. Aero-servo-elasticity and structural
mechanics

Another functionality set of HAWT rotor MDA
systems includes the determination of a) blade pitch
angle and rotor angular speed (for pitch- and speed-
regulated turbines), b) all time-dependent blade loads
and deflections, c) generated power, and d) structural
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stress for each wind regime. The module or col-
lection of interlinked modules implementing the first
three functionalities forms the aero-servo-elastic ana-
lysis subsystem. Several choices are possible for this
subsystem and the stress analysis module, depending
primarily on the level of detail of the adopted model.
The aero-servo-elastic subsystem used by the au-
thor’s group is based on the NREL code FAST [30].
For given steady or time-dependent wind conditions,
FAST models the aeroelastic behavior of the rotor
using a modal representation of the blade displace-
ments and velocities (the code can even model the
entire turbine, including drivetrain and tower). In
FAST, rotor aerodynamics is analyzed with AERO-
DYN [30], a library implementing the BEM theory.
For rotor analyses, the input of the code includes the
aerodynamic force coefficients required by AERO-
DYN to determine the aerodynamic loads, the mode-
shapes and the radial distribution of the structural
properties of the blades. The blade mode-shapes
are determined with BMODES [30], a finite element
code for calculating the mode-shapes of beams. For
HAWT blades, the input of BMODES includes the
radial profiles of the distributed structural and geo-
metric properties of the blades and the rotor speed.
The radial profile of blade structural properties used
by FAST is determined with CO-BLADE [31], a
structural analysis code custom-tailored for wind tur-
bine blades. The input of CO-BLADE includes the
detailed definition of the blade outer shape and in-
ternal structure. The latter includes the number and
the orientation of the plies making up the laminates
of spar caps, spar webs and skin. CO-BLADE also
determines the 3D stress field in the blades using
the aerodynamic loads of FAST/AERODYN, and the
loads associated with the weight and the centrifugal
forces of the blades. These stresses are required for
sizing all structural components of the blades. The
aero-servo-elastic and stress analysis framework de-
scribed herein is that used for the RMDO of the 5
MW HAWT discussed in section 4.

3. UNCERTAINTY PROPAGATION AND
HAWT RMDO

In HAWT RMDO, part of the design variables
(e.g. rotor geometry characteristics) and/or design
parameters (e.g. site- and time-dependent wind char-
acteristics) are stochastic. Thus the turbine per-
formance is no longer defined by deterministic but
rather by probabilistic metric estimates. A numer-
ical method for propagating the uncertainty affect-
ing the input data is thus required. The two essen-
tial prerequisites of uncertainty propagation methods
for RMDO are high execution speed and accuracy.
These two requirements are conflicting, and case-
dependent choices have to be made. When the un-
derlying MDA systems feature low-levels of nonlin-
earity, first or second order moment methods based
on truncated Taylor series [9] yield sufficiently ac-
curate estimates of the statistical moments of the out-

put of interest at low computational costs. For MDA
systems featuring strong nonlinearities, conversely,
computationally expensive Monte Carlo methods are
often the only route to accurate estimates of the out-
put functionals. The univariate reduced quadrature
(URQ) method [9] yields an acceptable compromise
between cost and accuracy.

The level and type of nonlinearity of the MDA
system may be such that mean and standard devi-
ation of the probability distribution function (PDF)
of the output are insufficient to characterize the out-
put PDF. This is illustrated in Fig. 2, taken from [11].
The two AEP PDFs of a small HAWT rotor refer to
feasible turbines. However, one rotor has a nearly
normal AEP PDF (left), whereas the other has a
strongly skewed AEP PDF (right). In this circum-
stance, knowledge of the mean and standard devi-
ation alone may lead to incorrect design choices, and
more complex representations of the output PDF in
the RMDO context should be used.

Figure 2. Encountered AEP [kWh] PDFs. Left:
quasi-normal output. Right: non-normal output.

The most widely used objective function in
HAWT and HAWT rotor MDO is the levelized cost
of energy (LCOE) [16, 5, 13]. This variable is the
ratio of the sum of all fixed (e.g. turbine and install-
ation) and variable (e.g. operation and maintenance
and land lease) costs, and the amount of energy gen-
erated over the turbine lifetime. All costs appearing
in the definition are net present values. An interest-
ing alternative to optimizing only LCOE is to optim-
ize concurrently both the cost of energy and the an-
nual energy production per unit area [14]. This for-
mulation is particularly interesting when performing
HAWT design optimization in the context of wind
farm planning.

Structural, aeroelastic and aeroacoustic con-
straints are used in HAWT rotor design. Wind tur-
bines must meet a large number of requirements for
certification, which are coded by the International
Electrotechnical Commission (IEC). Many recent
HAWT rotor MDO studies derive their constraints
from the IEC standards. Examples of structural and
aeroelastic contraints include: a) maximum stress
should not exceed material-dependent limits when
the rotor is exposed to strongest foreseen wind in 20
or 50 years (depending on turbine specifications), b)
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maximum blade tip deflection should result in reduc-
tion of the blade tip/tower clearance not larger than
specified values to avoid tower/blade interference,
c) all components should achieve the target life of
about 20 years despite all fatigue-inducing loads such
as wind turbulence and blade weight. Aeroacoustic
constraints often result in an upper limit for the ro-
tor speed and some geometry constraints on the outer
blade geometry.

Both gradient-based [16, 5, 19] and evolution-
based [14, 18] optimizers are used for HAWT MDO.
Gradient-based methods are faster but they have
more limited capabilities of exploring the feasible
design space. Evolution-based algorithms, con-
versely, require many more evaluations of the object-
ive functions, but they can determine global optima.
Moreover, they can also handle discontinuos func-
tions.

Moving from MDO to RMDO, each objective
function is estimated probabilistically. One simple
approach is to replace the deterministic value of the
output with its mean and standard deviation. Then
one has to optimize the mean (minimize LCOE,
maximize AEP), and minimize the standard devi-
ation. Possible approaches to solving the probab-
ilistic problem include a) solving a two-objective
optimization, b) solving a one-objective optimiz-
ation where a weighted sum of mean and stand-
ard deviation is optimized and c) solving a one-
objective optimization where the mean is optimized
and the standard deviation is a minimum inequal-
ity constraint. Using evolution-based optimizers in
HAWT RMDO can yield a large computational bur-
den because each probabilistic evaluation of a nom-
inal design can require several deterministic evalu-
ations and a very large number of nominal designs is
scrutinized. Making use of sufficient computational
resources and using uncertainty propagation meth-
ods requiring a small number of deterministic ana-
lyses for each probabilistic estimate, however, make
the use of evolution-based optimizers viable also for
HAWT rotor RMDO [11].

4. SAMPLE APPLICATIONS
4.1. AEP optimization of small HAWT rotor

The objective of this prototype HAWT rotor ro-
bust design optimization was to optimize the AEP
of a 3-blade 12.6 meter-diameter speed-regulated ro-
tor from cut-in to rated wind speed. The yearly
frequency distribution of the freestream wind velo-
city U is taken to be a Weibull PDF with scale para-
meter of 7 m/s and shape parameter of 2, resulting
in an average speed of 6.2 m/s. The blades feature
the NACA4413 airfoil along their entire length. The
effects of manufacturing and assembly errors are in-
cluded in the analysis by assuming normally distrib-
uted geometric uncertainty affecting the radial pro-
files of chord and twist. The objectives of the ro-
tor RMDO are to maximize the mean of AEP and
minimize its standard deviation. The blades’ nom-

inal geometry is defined by 13 geometric design vari-
ables, and 7 control variables correspond to the ro-
tor speeds for the considered wind speeds Ui = (5 +

i) m/s, i = 1, 7. A structural constraint on the max-
imum bending moment (BM) and an aeroacoustic
constraint limiting the maximum rotor speed are en-
forced, and XFOIL is used to determine required air-
foil data for WINSTRIP, an in-house BEM code. The
single-objective RMDO problem is formulated as a
2-objective deterministic problem requiring maxim-
ization of mean AEP and minimization of its stand-
ard deviation. URQ is used to propagate uncertainty,
and the 2-objective optimization is solved with a
2-stage multi-objective evolution-based optimization
strategy: a multi-objective Parzen-based estimation
of distribution (MOPED) algorithm yields an initial
estimate of the optimum solution, or the Pareto front
if multiple optima exist, and an inflationary differen-
tial evolution algorithm refines the MOPED estim-
ate [11].

To highlight the improvements achievable by us-
ing RMDO, the robust design is compared to the
solution of the corresponding deterministic design
optimization, which ignores uncertainty. The de-
terministically optimum rotor has nominal AEP of
96, 20 kWh, AEP expectation µAEP = 89, 97 kWh.
and AEP standard deviation σAEP = 4, 99 kWh. The
probabilistically optimum rotor has nominal AEP
of 95, 00 kWh, µAEP = 91, 62 kWh and σAEP =

2, 78 kWh. Thus, σAEP of the robust design is more
than 44 % lower than that of the deterministic design.
For both rotors, the left subplot of Fig. 3 compares
the nominal and mean estimates of the amount of
AEP accounted for by each wind speed U. Both
mean curves also report error bars of size ±σAEP.
The deterministic optimum has better nominal AEP
curve, but worse mean AEP curve than the robust op-
timum. More importantly, the σAEP values of the de-
terministically optimal rotor are significantly higher
than those of the probabilistically optimal rotor. The
right subplot of Fig. 3 refers to the root bending mo-
ment of the two rotors, and highlights that the root
BM standard deviation of the probabilistic optimum
is lower than that of the deterministic optimum for
all considered speeds.

As reported in [11], the power curves of the two
optima do not differ significantly. This is because
the robust optimum has lower rotational speeds but
higher loading at nearly all radii and wind speeds,
due to its lower blade twist and its lower rotational
speed. The power loss due to lower rotational speeds
compensates the power enhancement due to higher
loading. Thus, the AoA α over most of the blade
is higher for the probabilistic than for the determin-
itic design. More specifically, for the probabilistic
design, AoA is in a region where the slope of the
lift-AoA curve is shallower than for the deterministic
design. Consequently, variations of AoA due to pitch
errors results in smaller variations of the lift coeffi-
cient, the power and the generated energy of the ro-
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Figure 3. Performance of deterministic and ro-
bust small rotor designs. Left: proportion of AEP
at each wind speed U [m/s]. Right: blade root
bending moment [kNm] against U.

bust design. This mechanism is highlighted by the
mean and standard deviation of AoA and lift coeffi-
cient CL of the two rotors reported in Fig. 4.

Figure 4. Performance of deterministic and ro-
bust small rotor designs at U = 12 m/s. Left: AoA
α [deg] against radius r [m]. Right: CL against r.

4.2. COE optimization of 5 MW HAWT rotor
This study aimed at probabilistically minimizing

the LCOE of the NREL 3-blade 5 MW 126 meter-
diameter speed- and pitch-controlled turbine [6]. The
uncertainty is due to the variability of the mean wind
speed, arising either because the turbine is installed
at sites with wind characteristics different from the
design specification, or because of the long-term
wind variability at a given site due to environmental
factors such as climate change. The yearly frequency
distribution of the wind velocity U at the hub height
is taken to be a Weibull PDF with shape parameter
of 2 and average speed varying between 7 and 13
m/s according to the uniform distribution. Com-
posite Bezier curves are used to parametrize the air-
foil geometry, and cubic splines are used to paramet-
rize the radial distributions of blade pitch and chord.
The considered 48 design variables are: 46 geomet-
ric parameters defining the blade outer shape, the tip
speed ratio in the region between cut-in and rated
wind speeds, and one scaling factor defining the rel-
ative thickness of all parts of the blade internal struc-
ture with respect to a reference structural design.

Structural constraints on ultimate loads, fatigue
damage, buckling and maximum tip deflections are
enforced. The aero-servo-elastic and stress ana-
lyses are performed using FAST, BMODES, and
CO-BLADE, and the aerodynamic loads are determ-
ined with AERODYN using the force coefficients
of XFOIL and AERODAS. The RMDO problem is
solved by minimizing a weighted sum of mean and
standard deviation of LCOE using the pattern search
optimizer of MATLAB [13], a non-evolutionary
deritative-free global search method. For each nom-
inal design, mean and standard deviation of LCOE
are computed using the analytical definitions of these
two variables, and calculating the required integrals
of LCOE over the given mean wind speed range.

The mean LCOE of the robust optimum is found
to be about 6 % lower than that of the baseline tur-
bine, and the LCOE standard deviation of the robust
optimum is about 15 % lower than of the baseline.
These improvements are achieved mostly through
mass reduction and power curve enhancements of the
robust optimum. The outer blade shape of the robust
and baseline turbines differs significantly, as partly
highlighted by the three subplots of Fig. 5, which
compare the root, midspan and tip airfoils of the two
turbines.

The left and right subplots of Fig. 6 report re-
spectively the rotor speed and the electric power of
the two turbines against the wind speed. One notes
that the power extracted by the robust HAWT is
higher than that of the reference turbine from cut-in
to rated wind speed. It is also observed that the rota-
tional speed of the robust turbine in this wind speed
range is higher than for the reference turbine.

5. CONCLUSIONS
Numerous and significant sources of uncertainty

in wind energy engineering demand the use of prob-
abilistic design approaches, since a probabilistic
definition of the producible wind energy is likely to
better inform decision-making at scientific and gov-
ernmental levels. This paper presented a brief de-
scription of the technologies used in HAWT rotor
RMDO and the work performed by the author and
his group in this area.

Important environmental uncertainty sources in-
clude the time- and space-variability of wind char-
acteristics due to the vertical shear and the ther-
modynamic state of the atmospheric boundary layer
(ABL) [32]. As an example, it was recently shown
that omitting the effects of humidity fluxes in mar-
ine ABL thermodynamic state analyses can result in
overpredicting by up to 4 % the mean wind speed
at 150 meters, the hub height of several new large
off-shore HAWTs [33]. The extent of these phenom-
ena is expected to be strongly site-dependent, and
such uncertainty ought to be accounted for in HAWT
design.

Uncertain aerodynamic factors include the pre-
diction of laminar-to-turbulent transition, near and
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Figure 5. Comparison of airfoils of robust and
conventional designs of 5 MW HAWT rotor.

Figure 6. Regulation and power curve of robust
and conventional designs of 5 MW HAWT rotor.
Left: rotor speed N [rpm] against U. Right: elec-
trical power Pe [kW] against U.

post-stall characteristics. Contributing factors to this
uncertainty include the blade roughness levels vary-
ing during operation due to contamination, accre-
tions and wear, and the turbulence intensity, but also
the use of rapid but insufficiently accurate compu-
tational aerodynamics tools in HAWT design. Ad-
vances in this area, aimed at a) improving the predic-
tion of the impact of transition and 3D flow effects
on blade loads, and b) massively reducing the cost

of the computational technologies needed to accom-
plish this are required.

Additional uncertainty to be considered in
HAWT RMDO is that caused by input perturbations
of the control system, such as inaccurate wind speed
measurements, as well as insufficient accuracy of the
HAWT models used to design the controller.
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