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Development of a New Hang-Glider Wing Concept Using CFD
P. Pandazis, T. Gausz, A. Kiss, Gy. Paál . . . . . . . . . . . . . . . . . . . . . . . . 256

Near-Wall, Reynolds-Stress Model Calculations of Transonic Flow
Configurations Relevant to Aircraft Aerodynamics
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J. Vad, A. R. A. Kwedikha, Cs. Horváth . . . . . . . . . . . . . . . . . . . . . . . . . 1139

Stall Inception in Axial-Flow Compressors with and Without an Inlet
Guide Vane
B. Dobrzynski, H. Saathoff, G. Kosyna . . . . . . . . . . . . . . . . . . . . . . . . . . 1147

Numerical Investigation of Rotor-Stator Interactions in a 1.5-Stage
Low-Speed Axial Compressor
H. Jia, K. Vogeler, L. Müller, R. Mailach . . . . . . . . . . . . . . . . . . . . . . . . 1155

Viscous Solver Developments and Case Study on the Root of
Separation Excited Vibration in Reverse Mode Installed Compressor
Stator Segment
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Preface

The present conference is the next event in a successful series of conferences establishing and
maintaining relationships among experts all over the world working in research and development related
to fluid machinery for decades. The host institution for this conference is the Budapest University of
Technology and Economics (BUTE), its organiser is the Department of Fluid Mechanics at BUTE, sup-
ported by the Department of Hydrodynamic Systems at the same University, and by the Department
of Heat and Fluid Engineering at the University of Miskolc. Co-operating organisations are: the Sci-
entific Society of Mechanical Engineers (Flow Technology Section), Committee of Fluid Mechanics and
Thermodynamics of the Hungarian Academy of Sciences, The Japan Society of Mechanical Engineers,
the Visualisation Society of Japan, and FLUENT Europe.

When organising the last Conference CMFF’03 in 2003, the main topic of the conference was shifted
from fluid machinery towards the most dynamically developing areas of computational fluid dynamics
and advanced flow measurements. The integration of these two areas into one international conference
was very successful: the presentations delivered by experts from more than 30 countries gave a plentiful
overview of research and application related to flow simulation and measurements. In the past decades,
the events of the Conference series were held in every fourth year. Because of the success of the Con-
ference, the International Scientific and Programme Committee decided to hold the next Conference in
three years, in 2006. The expectations were justified: authors from more than 40 countries submitted
more than 150 papers. After careful reviewing, 139 session papers have been published in the Proceed-
ings. The review of the papers has been carried out by the members of the International Scientific and
Programme Committee as well as by invited experts, thus guaranteeing the high level of publications
in the Proceedings. The Proceedings contains the Invited Lectures and the Workshop papers as well.

A considerable portion of the publications reports the concerted application of CFD and mod-
ern experimental techniques. It is our pleasure that despite the extension of conference profile, the
traditional topic appears again as a focal point: a large portion of the sessions deal with fluid machinery.

The editors thank the authors for their valuable contribution.

Budapest, on 7 September 2006

Prof. Tamás Lajos
Dr. János Vad
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Figure 1.  Ludwig Prandtl 1943 
  

    The 100. birthday of Boundary Layer Theory 
(1904/2004) of Ludwig Prandtl (1875 – 1953) 
was a good occasion to remember this famous 
Fluiddynamic Scientist of the 20. century. The 
IUTAM ( International Union of Theoretical and 
Applied Mechanics) took this opportunity to 
organize a meeting in Göttingen, where Prandtl 
lived about 50 years and built up a famous centre 
for fluid dynamic research [1,2].  
    There exists an extensive literature concerning 
his scientific work and his live. His collected 
scientific – technical papers, published 1961, fill 
three volumes of 1620 pages [3]. All of his 
publications and important remarks are recorded 
there in detail. Now as before we have here a 
real mine for the expert. Anything is of historical 
interest, because we understand by reading the 
fast development of modern fluid mechanics in 

all disciplines written by first hand. Two 
fundamental discoveries, given in publications 
of completely different size: the one “On Fluid 
motion with very small friction” (Über 
Flüssigkeitsbewegung bei sehr kleiner Reibung) 
[4], the other one “Wing theory I, II” 
(Tragflügeltheorie) [5] can be named with full 
right as fateful hours of modern new fluid 
mechanics. Both investigations opened a closed 
door. The first is concerned with the friction 
drag of a body in a fluid flow. Prandtl showed 
that the important process can be understood and 
calculated in a “Boundary Layer” in the 
immediate neighbourhood of the wall. In the 
second case he studied the fluid flow around 
“Wings”. The different vortex systems lead 
quantitatively to an integral equation for the 
circulation, that means for the lift and for the 
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induced drag. Both investigations lead to 
developments that remain to be actual till today 
and are strongly connected with Prandtl´s name 
for all time. But not to forget, the idea of 
boundary layer was not an initial ignition 
accepted everywhere. We know that boundary 
layer theory was studied in the first twenty years 
(1904 – 1924) nearly only in Göttingen, 
connected with the names: Blasius [6], Boltze 
[7], Hiemenz [8] and Pohlhausen [9]. After that 
the boundary layer-virus spread world wide – 
and no end is to be seen [10,11]. In the following 
we give a short vita of Ludwig Prandtl. After 
that we discuss some fundamental discoveries 
that are connected with his name. This is only a 
short survey of the work of Ludwig Prandtl. But 
we will see, that there is no representative of 
fluid mechanics whose name is so often 
connected with fundamental discoveries. 
    Ludwig Prandtl was born 1875 in Freising, 
Bavaria. He studied mechanical engineering 
1894 – 1898 at the Technical University in 
Munich. The great expert in mechanics, August 
Föppl (1854 – 1924), was his scientific and 
personal admired teacher, later on he became his 
father in law. 1900 Ludwig Prandtl promoted to 
Ph. D. at the University of Munich with a 
remarkable dissertation. After that he was one 
year engineer in the well known factory MAN at 
Nürnberg. There he was confronted with viscous 
fluid flow in diffusors with separation. This 
leads him to the idea of boundary layer flow. He 
presented his theoretical and experimental 
results in a lecture at the III. Int. Math. Congr. in 
Heidelberg at the 12. August 1904. This was the 
birthday of boundary layer theory. The famous 
mathematician from Göttingen, Felix Klein 
(1849 – 1925), judged this lecture to the best of 
this international congress. Ludwig Prandtl was 
Professor at the Technical University of 
Hannover 1901 – 1904. Due to the activity of 
Felix Klein, Ludwig Prandtl became Professor in 
Göttingen 1904. He remained thereuntil he 
retired 1947. In that long time he built up in 
Göttingen a centre for fluid dynamic research 
and development. 1907 – 1937 he was Director 
of the Aerodyn. Versuchsanstalt, Göttingen, 
(AVA) [12], 1925 – 1946 he was besides this 
Director of the Kaiser – Wilhelm – Institut für 
Strömungsforschung, Göttingen [13]. 1912 he 
was one of the founder of DGLR (Deutsche 
Gesellschaft für Luft- und Raumfahrt) and 1922 
of the GAMM (Gesellschaft für Angewandte 
Mathematik und Mechanik). 

    Ludwig Prandtl received many high awards, 
for instance 7 Drs h. c.: TH Danzig (1920), ETH 
Zürich (1930), TH Prag (1932), TH Trondheim 
(1935), University of Cambridge (1936), Univ. 
Bukarest (1942), Univ. Istanbul (1952). 
    He was member or honorary member of about 
20 Academies or scientific Societies. 1951 he 
received a high award of the Federal Republic of 
Germany (Großes Bundesverdienstkreuz). He 
had 83 PhD – students, the name of these and 
other scientific coworkers of Germany and 
foreign countries read like a “who is who” in 
Fluidmechanics of the first half of the 20. 
century. 
    We discuss now some discoveries that are 
strongly connected with Prandtl´s name with 
corresponding dates and citations. 
 
1.   Prandtl-boundary layer theory (1904) [4], 
2.   Prandtl-wing theory I (1918), II (1919) [5], 
3.   Prandtl-mixing length concept (1925) [14], 
4.   Prandtl-rule (1930) [15], Prandtl-Glauert 
      analogy (1928) [16], 
5 .  Prandtl-Meyer expansion (1907) [17], (1908) 
      [18], 
6.  Prandtl-Busemann characteristics method 
      (1929) [19], 
7.   Prandtl-relation for normal shock (1905)  

[21], 
8.   Prandtl-number (1910) [22], 
9.   Prandtl- pressure tube (1913) [23], 
10. Prandtl-transition wire (1914) [24], 
11. Prandtl-wind tunnel (Göttingen type) (1908) 
      [25], 
12. Prandtl-formula in rheology (1950) [26,27]. 
  
All these discoveries, conceptions and technical 
mechanisms connected with Prandtl´s name 
belong today to the classical substance of fluid 
mechanics or even to routine. They show the 
wide spectrum of Prandtl´s contributions. We 
will explain in a few sentences the very new idea 
of everything especially for those readers who 
had not the opportunity to meet Prandtl personal 
in Göttingen. 
    Concerning the idea of boundary layer- [4] 
and wing theory [5] we gave already some 
sentences in the introduction. On eight pages [4] 
we find the conception, the differential eqs and 
suggestions for future developments including 
separation. Sketches and photographs illustrate 
the fundamental concept. The study of this 
concentrated paper can even after 100 years 
recommended to everybody (Fig. 2, 3, 4). 
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Figure 2.  Boundary layer for flat plate,  

=∞u  Velocity at infinity, =Rδ  boundary layer 
thickness  

 
Figure 3.  Prandtls water tunnel for investigation of 
boundary layers 1903 [4]. 
 
    The small water tunnel is a very simple one. 
Jakob Ackeret (1898 – 1981) (Fig. 17), one of 
Prandtls scholars, coming from Swiss, told us 
that this small hand driven water tunnel had only 
a value of about 40 SF. 

 
Figure 4.  Boundary layer with separation [4]. 
 
    The wing theory based upon different types of 
vortices. We have the bound vortex fixed at the 
airfoil and the free vortices coming from the 
airfoil tips. They build together the horseshoe 
vortex (Fig. 5, 6). The starting vortex rounds up 
the vortex system. The flow around a 3 D airfoil 
is described primarily by a suitable distribution 
of the circulation in spanwise direction. Vortex 
systems around an airfoil had been already 
qualitatively considered by Lanchester (1878 – 
1946) [28]. It was Prandtls merit however to 
transform this model in mathematical form of 
the airfoil theory. By  this  lift  and induced  drag 

 
 
Figure 5.  Vortex system of airfoil theory [5, 31, 42]. 
 

 
 
Figure 6.  Free vortices from airfoil tips [29]. 
 
are finally given in integral form or respectively 
by an integral eq.. Von Kármán (1881 – 1963) 
(Fig. 7), a famous scholar of Prandtl, described 
in impressive form [29] two limits, the airfoil 
 

 
 

Figure 7.  Theodore von Kármán (1881 – 1963) 
with large and small stretching in spanwise 
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direction (Fig. 8). In the first case  we use the 
lifting line theory [5], but in the second case [30] 
we need the complete airfoil theory [31,32]. The 
two limits lead respectively to a two dimensional 
consideration. In the first case (large aspect 
ratio) in a plane normal to the spanwise 
direction, in the second case (small aspect ratio) 
normal to the fluid flow [33], in the so called 
Trefftz-plane. 
  

 
Figure 8.  Flow around airfoil of small aspect ratio 
[29,33]. 
 
    The mixing length concept [14] leads for the 
first time to a description of the turbulent 
velocity fluctuations in the Reynolds model. The 
fundamental idea  is the analogy to the mean free 
path in gaskinetics (Fig. 9). The Reynolds 
apparent shear stress comes out to be 
proportional to the square of the gradient of the 
mean velocity. A consequence of this is the 
logarithmic velocity profile near the wall. This 
concept has been widely used and was starting 
point for many investigations. 
 

 
 
Figure 9.  Prandtls mixing length concept,  
=u  mean velocity, =′′ )v,u(  velocity fluctuations,  

=1l  mixing length 
   
The Prandtl rule [15] or the Prandtl-Glauer-
analogy [16] are the starting points for all 
similarity laws of the gasdynamics (Fig. 10). 
The compressibility leads to the influence of 
Mach-number on lift and drag of slender affine   

 
Figure 10.  Prandtl rule. Pressure coefficient cp as 
function of Mach number 
 
profiles. These investigations start from linear 
differential eqs of 2nd order for the disturbances 
in sub- and supersonic flow. They were 
important for aerodynamics of airplanes. Later 
on similar considerations were successfully used 
for transonic and hypersonic flow. Nevertheless 
here we have nonlinear differential eqs. The 
solutions are now as before of great interest 
either for commercial  flight (transonic) or for 
space aircraft (hypersonic).  
    The Prandtl-Meyer expansion [17,18] 
describes for sonic- or supersonic flow the turn 
around a corner (Fig. 11, 12). 
 

 
 
Figure 11.  Prandtl-Meyer Expansion of sonic 
parallel flow (w = a) to maximum speed 
 

 
 
Figure 12.  Interferogram of Prandtl-Meyer 
Expansion. Fluid flow counterclockwise [43].  
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It is an exact solution of the nonlinear eqs of 
motion. Pressure, density, velocity,… are 
constant along straight radial lines from the 
edge. This solution shows typical behaviour of 
supersonic flow in contrast to subsonic flow.  
     The Prandtl-Busemann characteristics 
method [19] is a mixed numerical-graphic 
differences method to calculate supersonic flow 
around airfoils and in Laval-nozzles. In addition 
to the fluid-flow-plane we need the hodograph-
plane, with the velocity components as axes. In 
the hodograph steady expansion and 
compression are given in form of an epicycloide 
(Fig. 13). This describes the Prandtl-Meyer 
expansion again. If there exists a shock wave,  
we have to use additionally the Busemann shock 
polar (Cartesian leaf) [20]. 
 

 
 
Figure 13.  Epicycloid-diagram for Prandtl-
Busemann characteristics method 
 
 

    The Prandtl-relation for normal shock [21] 
means that the product of the velocity in front of 
and behind the shock is the square of the critical 
sonic velocity. Because we have supersonic flow 
ahead of the shock, we get subsonic flow behind. 
That is a fundamental statement in gasdynamics.  
    The Prandtl-number [22] is the ratio of the 
molecular quantities for transport of momentum 
and heat (cinematic viscosity/temperature 
conductivity). This quantity is important for heat 
transport and fixes for instance the ratio of 
boundary layer thickness for friction and 
temperature.  
    The Prandtl-pressure-tube [23] is a very 
usefully combination of pitot-tube and static 
pressure probe (Fig. 14). We measure the 
dynamic pressure and by this the flow velocity. 
An indispensable measuring device! 
    

 
 
Figure 14.  Prandtl-pressure tube 
 
The Prandtl transition wire (stumbling wire) 
[24] plays an important role as experimentum 
crucis to understand the strong drag reduction 
for a sphere due to transition from laminar to 
turbulent boundary layer flow (Fig. 15a,b)

a     b  

 
    Figure 15. a, b  Prandtl transition wire for flow around a sphere.  a) laminar flow, b) turbulent flow   
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If the Reynolds-number 5105Re ⋅≈  we have 
for laminar flow a strong separation in front of 
maximum thickness with high pressure drag 
(Fig. 15a). Prandtl fixed a wire ahead of that 
maximum which makes the flow turbulent (Fig. 
15b). The separation was shifted to the backside 
with a considerable reduction of the total drag. 
The reason for that is, that the strong decrease of 
pressure drag overcompensates the increase of 
friction drag. That leads to a strong reduction of 

total drag, an effect often used in aerodynamics 
and fluid flow machines. 
    The Prandtl wind tunnel (Göttingen type) 
[25]. This is a widely used construction, a 
channel with closed circulation. The air is driven 
by an axial fan. The test section may be closed 
or be an open free jet (Fig. 16). Besides this 
there are wind tunnels without circulation (Eiffel 
type) with suction from and blowing to the 
atmosphere. 

 
 

 
 
Figure 16.  Firsthand sketch by Prandtl for a building with wind tunnel 1915 [12]. 
 
    For higher velocities there is a great number 
of different conceptions. Of special interest is 
the pioneer development of Jakob Ackeret (Fig. 
17). He built the first continuous running 
supersonic tunnel at ETH in Zürich [34] (Fig. 
18). 
    The Prandt formulas in rheology [26]. Prandtl 
studied over a long time the microstructure of 
solid bodies [27] and that of general viscous 
fluids. The results are known as Prandtl- or 
Prandtl-Vandrey-rules [26]. 

    Besides these directly with Prandtl´s name 
connected discoveries, there are many 
suggestions due to him, important for the 
development of the modern-so called-new 
fluiddynamics. 
    We mention in this connection only the 
famous Volta-congress in Rome 1935 [34]. The 
most important aerodynamicists of that time 
discussed theory, experiment and future 
developments in high speed flow (Fig. 19).  
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Figure 17.  Jakob Ackeret (1898–1981)      
 
 

           
 
Figure 19.  Auditorium of Volta-congress in Rome. We see among others: Prandtl, Bénard, Crocco,        

Wieselsberger, Busemann, Carlo Ferrari, Maurice Roy,… [34].  
 
The Proceedings of that congress are now as 
before of great interest. Among others the 
congress was the birthday of the study of 
condensation phenomena of humid air in 
gasdynamics. Prandtl showed a schlieren-picture 
of a condensation shock – a so called ghost 
shock – in a Laval nozzle (Fig. 20). By this he 

started an intense investigation in that field 
actual till to day. A pioneer contribution was 
given by Klaus Oswatitsch (1910 – 1993) (Fig. 
21) [35] – another international well known 
scholar of Ludwig Prandtl -. The further 
development of these fluid flows with energy 
addition reads like a crime novel [36, 37]. 

Figure 18.  Ackerets supersonic tunnel in Zürich 
                   x:  Testsection,  V:  Compressor, 
                   K:  Cooler,  A:  Nozzle,  F:  Diffusor 
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Figure 20.  Schlieren picture of condensation shock 
[34]. 
    These are some fundamental contributions 
connected with Prandtls name. It is surprising 
that he made his most important discoveries with 
simple experiments and by physical 
considerations. He described this in one of his 
last papers: “ My way to hydrodynamic theories” 
[38]. His famous collegue, Werner Heisenberg, 
told: “ Prandtl solves the fundamental 
differential- or integral eqs more or less by 
physical consideration and not alone by 
mathematics”. We all admire this,  but we know 
how difficult it is. 
    Ludwig Prandtl was active in science and 
technology for a very long time. He discussed 
applications in rheology and meteorology and 
last not least again for turbulent flows. He 
proposed a new system of formulas for this 
complex phenomenon. 
 
 

 
 
Figure 21.  Klaus Oswatitsch (1910 – 1993) 
 
But besides this he enjoys classical problems 
like fluid flow by shaking of vessels [39] or he 
discusses the nature of surface tension [40]. The 
result corrects many statements in textbooks of 
physics. 
   Ludwig Prandtl has founded in Göttingen a 
famous school whose scholars carried his way of 
thinking around the world in second and even 
now in the third generation. His daughter, Mrs 
Johanna Vogel-Prandtl [41] has given a live 
picture of her father with many remembrances 
and documents that show us this unforgettable 
personality of Ludwig Prandtl (Fig. 22). 

 
    

Figure 22.  Ludwig Prandtl. 
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ABSTRACT 
Internal reacting flows are essential for a wealth 

of practical applications (car engines, domestic 
boilers, nano-particle production, electricity 
generation by a power plant…). Most applications 
involving such flows take place in the turbulent 
regime, but new developments like for example 
micro-reactors are based on laminar flows. In both 
cases the non-linear coupling between the flow and 
the reaction phenomena completely determines the 
behaviour of the full system. Due to this complex 
coupling truly predictive numerical models are not 
really available at present time, but they are of 
course deeply needed to improve existing devices 
and develop new configurations. In order to 
increase the understanding of the phenomena 
controlling chemical reactions in a complex flow, 
numerical simulations of simple, model 
configurations are essential. These simulations can 
be used to compute fundamental quantities, for 
example space- and time-correlations between 
different physical parameters, in order to test 
existing physical models or to develop new 
modelling approaches. In what follows, different 
issues related to the numerical simulation of internal 
reacting flows are considered in more details: Direct 
Numerical Simulations (DNS) and the post-
processing of DNS results, acoustic emissions, 
process engineering applications and finally the 
numerical optimization of combustion installations. 

Keywords: reacting flows, CFD, combustion. 

1. INTRODUCTION 
Internal reacting flows are used in many 

practical systems and in several areas of 
technological importance, in particular for energy 
generation (about 80% of the needed energy 
worldwide is still produced through combustion), 
transportation (internal combustion engines, 
aeronautical gas turbines), process engineering 
(precipitation, micro-reactors…). It is also of 
central concern in many security issues (fires, 
explosions) and has a considerable indirect impact 

on air quality. Since these systems are so 
widespread it is important to improve their 
performance and reliability and diminish resulting 
pollutant emissions. Stability augmentation and 
more generally safety of operation of combustors 
and processes is of fundamental importance in 
many applications. Solution of these questions 
requires a deep understanding of the basic 
phenomena and mechanisms and may be greatly 
helped by numerical simulation. 

Recent developments in Computational Fluid 
Dynamics for Reactive Systems (CFD-RS) have 
had a great impact on the present understanding of 
such flows by allowing studies of many problems 
that could not be tackled by more classical 
analytical or experimental methods. It has for 
example been possible to consider the full 
complexity of combustion phenomena and to 
calculate the detailed structure of flames including 
complex kinetics, multi-species thermodynamics 
and molecular transport. Such calculations first 
became possible in the 80’s with the development 
of computational science and computer technology. 
Numerical combustion thus constitutes a relatively 
new field, the domain explored by scientists and 
engineers is still limited but its boundaries are 
rapidly expanding. For combustion applications [1] 
as well as for general internal reacting flows, results 
obtained through CFD-RS have had a considerable 
impact on general scientific understanding and 
technological design methods. 

The broad range of problems underlying 
internal reacting flows cannot be solved with a 
unique method. It is therefore useful to identify 
different levels of modelling, describe their domain 
of application and some characteristic features. One 
may conveniently distinguish four modelling 
classes: 
• Detailed Numerical Modelling (DNM): in that 

case the objective is to take into account 
complex reaction models as well as multi-
species transport and to describe 
thermodynamic properties with a high 
accuracy, in order to study the structure of 
reaction zones, pollutant formation, catalysis, 
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ignition and extinction conditions, or flame 
response to external perturbations. In general 
the flow configuration is relatively simple, the 
complexity arising from the physical 
mechanisms. Detailed numerical modelling is 
essentially limited to laminar and low-
Reynolds number reactive flows, and will be 
mostly considered in what follows, since it is 
essential to increase the basic understanding of 
the underlying coupling processes. It has been 
initially carried out in one-dimensional 
situations (plane, cylindrical or spherical 
symmetry) but has been later on extended to 
multidimensional situations [2]. Section 6 
considers specifically a corresponding 
application for the optimization of a laminar 
burner. 

• Direct Numerical Simulations (DNS) constitute 
a very important component of Detailed 
Numerical Modelling. DNS are specifically 
used to compute reacting flows at low 
Reynolds numbers by solving directly and as 
exactly as possible the corresponding 
conservation equations, without relying on any 
approximate model to describe turbulence 
properties. One essential objective is to obtain 
information on processes which govern 
turbulent reacting flows. Models devised by 
analyzing direct simulation results may then be 
used to improve physical modelling methods 
[3]. Due to the complexity of turbulent flows, 
DNS generally rely on slightly simplified 
physical models compared to generic DNM [4]. 
At the beginning many DNS even used to rely 
on simple chemistry and elementary models for 
diffusive transport and thermodynamics. Direct 
simulations now use more detailed models but 
the requirements for computational resources 
increase of course rapidly with model 
complexity. Sections 2 and 4 consider 
specifically DNS applications in more details. 
In Section 3 an essential side issue of DNS is 
considered: how is it possible to extract the 
information needed for model improvement 
from the wealth of data delivered by DNS, 
considered as a “numerical experiment”?  

• Physical modelling methods (PMM). Physical 
modelling is required if one wishes to simulate 
internal reacting flows with complex three-
dimensional geometries, as found in practical 
devices. The balance equations are averaged in 
time with respect to the turbulent fluctuations 
of the flow variables. This averaging introduces 
higher-order moments and mean reaction rate 
terms which cannot be computed without 
closure schemes. Basic work in this area 
focuses on the development and validation of 
improved closure models while calculations are 
being made in a variety of applications [1]. 
These methods are often referred to as 

Reynolds-Averaged Navier-Stokes (RANS) 
modelling. Section 5 will consider one typical 
application for process engineering. The 
interested reader is referred for example to [3] 
for a recent, excellent review concerning 
combustion flows. 

• Large-Eddy Simulations lie between DNS and 
PMM. The large structures of the flow are 
calculated exactly while the fine-grain 
turbulent motion is modelled. While LES 
methods are now fairly well established for 
non-reacting flows, there are many specific 
difficulties when applying LES for reactive 
situations [1]. As a consequence LES are not 
yet fully established for internal reacting flows 
and will not be considered in detail in what 
follows. For a recent review, the interested 
reader can refer to [5]. 

 
After this brief classification of the four description 
levels which are presently being used for CFD-RS a 
few illustrative examples and computational 
implications will now be considered: 

• Section 2 describes DNS of turbulent 
flames; 

• Section 3 deals with the post-processing 
issue, in order to extract useful information 
from the resulting DNS data; 

• Section 4 presents a numerical study to 
investigate the acoustic emission of 
reacting flows; 

• Section 5 deals specifically with internal 
reacting flows found in process 
engineering applications; 

• Finally, section 6 considers a DNM 
application for the optimization of a 
laminar burner. 

This work is certainly not intended to be exhaustive. 
It complements previous articles of the author on 
related topics and a wealth of further publications 
can be found on these different subjects. 

2. DIRECT NUMERICAL SIMULATIONS 
OF TURBULENT FLAMES 

Direct numerical simulation methods, originally 
developed to investigate turbulent non reactive 
flows, have found important applications in 
combustion. In DNS all scales are calculated 
without resorting to a closure model. Direct 
simulations may thus be used to analyze problems 
which are otherwise intractable and should be 
considered as a “numerical experiment” [6]. 

Among other applications DNS have allowed 
detailed studies of regimes of combustion, 
structures of flames wrinkled or corrugated by 
turbulence and vortical structures, local extinctions 
and pocket generation, ignition in turbulent flows 
and flame/wall interactions [7, 8], just to mention a 
few. Fundamental problems treated with DNS yield 
results which may be used to improve physical 
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submodels [3]. This method has been used e.g. in 
several occasions to analyze the different terms of a 
model, e.g. the transport equation for flame surface 
density, and suggest modifications, improvements 
or even new modelling approaches [1]. 

Direct simulations of the compressible Navier-
Stokes equations are carried out by solving five 
conservation equations. Reacting flows require Ns 
supplementary equations, where Ns stands for the 
number of reacting species considered. For realistic 
reaction schemes, the value of Ns varies typically 
between 9 for hydrogen-oxygen flames, around 35 
for methane-air flames and at least 100 for higher 
hydrocarbons. This leads of course to huge 
computing time requirements, but is in principle the 
only possibility to investigate for example pollutant 
formation in an exact, quantitative manner [4]. 

The tremendous computational costs of such 
three-dimensional simulations with realistic 
chemistry explain why almost no really detailed 3D 
simulation has been carried out up to present time. 
It is necessary to reduce the complexity in some 
way in order to come back to an acceptable 
computational cost. This can be done by following 
different routes, depending on the most important 
physical phenomena in the configuration of interest. 
Classical methods consist in [4]: (a) reducing the 
physical complexity, for example by considering 
only incompressible flows, or chemical reactions 
without heat release; (b) reducing the spatial 
dimensions by working only in two dimensions; (c) 
diminishing the cost of the chemistry by using 
simplified reaction schemes. Several methods are 
frequently combined to further reduce the cost. It is 
also important to maximize the available computing 
power, which means working with the most 
powerful available computer architectures (at 
present time parallel computers, possibly with 
vector processors). 

First, some results obtained with full chemistry 
and transport, but limited to 2D, are presented. 
Although turbulence is known to be a 
fundamentally three-dimensional phenomenon, 
direct simulations have been frequently carried out 
in two dimensions to reduce the computational cost. 
Physically, it is known that the influence of heat 
release can tend to reduce the growth of three-
dimensional instabilities in some configurations. 
Turbulence with more or less organized 2D 
structures is also observed in some important cases 
(mixing layers, wakes, jets), which partly justifies 
this choice from a physical point of view. Results 
obtained through two-dimensional DNS have 
greatly helped in understanding basic features of 
turbulent combustion [7, 8]. Nevertheless, it is clear 
that the main reason for limiting computations to 
2D is of course the induced tremendous reduction in 
computing times and memory. 

In Figure 1 a non-premixed, initially planar 
hydrogen-air flame is placed in a field of two-

dimensional isotropic homogeneous turbulence. The 
chemical scheme used to describe hydrogen 
combustion consists of 9 species and 37 reactions. 
Such complete chemistry computations are used to 
study the interaction between turbulence and 
chemical species and identify the differences 
between the chemical radicals. These simulations 
may be particularly useful for the investigation of 
pollutant formation in turbulent flames. Full 
chemistry computations are also required in order to 
compare numerical results with experimental 
measurement of important intermediate species, like 
for example CH or OH. As usual for DNS, the 
simulations must be repeated several times in order 
to get rid of the influence of initial conditions and to 
calculate meaningful statistical results and moments 
[9]. The case shown in Fig.1 has been for example 
computed five other times in order to realize a later 
ensemble averaging. The corresponding Reynolds 
number associated with the integral scale of 
turbulence is 210. 

 

Figure 1. Instantaneous OH mass fractions for a 
non-premixed hydrogen-air flame evolving in 2D 
homogeneous isotropic turbulence. 

When using detailed chemistry models to 
represent the chemical reaction, as in this example, 
the supplementary cost incurred represents over 
70% of the total computational cost. This includes 
the time spent to determine complex multispecies 
transport properties, thermodynamic coefficients 
and reaction rates. In other words, the cost of 
solving the fluid dynamics balance equations is 
almost negligible when compared with the cost of 
treating the chemistry. Even if corresponding three-
dimensional simulations are now possible on very 
high-end supercomputers, systematic studies are 
still impossible in 3D. In Figure 2 a corresponding 
three-dimensional flame structure is shown, 
illustrating the complexity of the problem. Such 
three-dimensional computations have become 
recently possible in our group through a 
collaboration with Dr. Alain Laverdant (ONERA, 
France), who computed this case on a NEC SX6. 
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Figure 2. Instantaneous water mass fraction in a 
turbulent, non-premixed, three-dimensional 
hydrogen/air flame, plotted on top of isosurfaces 
of flame index, used to describe the combustion 
regime. These three-dimensional results have 
been obtained through a collaboration with Dr. 
Alain Laverdant (ONERA, France). 

In spite of the great interest of these three-
dimensional results, it is still almost impossible 
today to incorporate directly such full chemistry 
models in three-dimensional solvers running on 
broadly available computing systems. Thus, 
alternative solutions must be found. 

A new-generation three-dimensional DNS 
code, called π3 and written in Fortran 95 has been 
developed for this purpose. A considerable 
reduction of the needed computing times is obtained 
by combining a low-Mach number approach, well 
suited for most configurations involving 
combustion, with an accurate and efficient 
reduction technique for the chemistry, called FPI. 
Thanks to these two methods it is possible to obtain 
acceptable computing times for three-dimensional 
direct simulations of turbulent flames using an 
accurate description of reaction processes. 

For most applications of interest, like for 
example furnaces and boilers, but also inside the 
combustion chambers for automotive or 
aeronautical and aerospace applications, the 
maximum Mach number is generally quite small, at 
least in the region where combustion takes place. It 
is then unnecessary and inefficient to employ a fully 
compressible formulation to investigate numerically 
such configurations. The low-Mach number 
approximation allows an important speed-up, since 
the stability restrictions associated in particular with 
the Courant-Friedrichs-Lewy (CFL) condition are 
practically released. Moreover, the equations are 
considerably simplified since several viscous terms 
become negligible, in particular in the energy 
equation [10]. 

A pressure-projection method is used to 
implement the low-Mach number formulation in 
our DNS code. The pressure is thus splitted into a 
mean thermodynamic pressure, depending only on 
time and in practice constant and equal to the 
atmospheric pressure for the applications 
considered here, and a fluctuating part, varying in 
space and time. Through a prediction/correction  
procedure, it is in this case easy to describe the 
pressure/velocity coupling, as demonstrated in [11]. 
Using this low-Mach number approximation, a 
possible coupling with acoustics cannot be taken 
into account. This approximation had therefore to 
be checked for direct simulations of turbulent 
flames, and a detailed validation procedure has been 
carried out using full reaction schemes. Simulations 
of decaying turbulence without chemical reactions, 
of turbulent ozone decomposition flames and of 
turbulent premixed hydrogen/air flames have been 
carried out. In all cases, local as well as global 
properties of the flow and of the reaction zone are 
reproduced with less than 5% difference using the 
low-Mach number approximation compared to the 
fully compressible formulation, all other models 
being identical [11, 12]. These slight differences 
appear first near the boundaries of the numerical 
domain. The boundary conditions are necessarily 
different for the low-Mach number approximation 
and for the fully compressible formulation, since 
acoustic waves are suppressed in the low-Mach 
number limit, while they play a major role in the 
Navier-Stokes Characteristic Boundary Conditions 
[13] used for the compressible formulation. Inside 
the numerical domain the agreement is excellent. A 
low-Mach number approximation can therefore be 
used to perform direct simulations of turbulent 
flame structures when the coupling with acoustic 
waves is not of central interest. Computing times 
are typically reduced by an order of magnitude, 
showing that the low-Mach number formulation 
leads to a considerable speed-up. Readers interested 
by acoustic/flame interactions should be satisfied 
later on in Section 4. 

In order to further reduce the computing times, 
it is now necessary to develop an alternative to 
complete reaction schemes. Specifically for this 
purpose a tabulated-chemistry approach, called FPI, 
has been developed within the last 8 years. The 
theory underlying the FPI method and the practical 
computation of corresponding look-up tables would 
lead us too far. Many articles are available on this 
subject and the interested reader is referred in 
particular to [14-16]. For the original birth of FPI 
and its relation with the older, mathematically exact 
ILDM method [17], see [18, 19]. In order just to 
understand slightly how FPI works, let us say that, 
after identifying a few (typically one to four) 
appropriate coordinates (usually mass fraction(s), 
enthalpy, possibly pressure), many computations of 
(for example) laminar premixed flames relying on a 
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complete reaction scheme are combined together in 
a look-up table. Afterwards, only transport 
equations for the table coordinates are implemented 
in the DNS computation. Knowing these 
coordinates, the values of all other variables of 
interest are directly retrieved from the pre-
computed look-up table. 

At the difference of the ILDM method, there is 
no rigorous mathematical explanation to justify the 
accuracy of the FPI approximation. On the other 
hand, this procedure takes into account exactly the 
correct boundary conditions both on the high- and 
low-temperature boundaries, and of course relies on 
a physically-exact flame structure to relate the 
species. Many tests have been carried out to check 
the accuracy of the FPI method within the last 
years, demonstrating an impressive agreement with 
complete chemistry models. Flame speed, 
extinction limits and radical profiles are predicted 
almost exactly when compared to the full reaction 
scheme [14-16, 18, 19]. Furthermore, the FPI 
method leads to a reduction in computing times up 
to a factor 30. Combining the low-Mach number 
approach and the chemistry reduction using FPI 
leads to a typical speed-up of two orders of 
magnitude compared to a fully compressible DNS 
formulation employing complete reaction schemes. 
Thanks to this tremendous acceleration, three-
dimensional DNS of turbulent reacting flows 
become feasible, even on a standard PC. As an 
example, a turbulent premixed flame computed with 
π3 is now considered. 

For this, time integration is performed using a 
fourth-order Runge-Kutta procedure. Spatial 
derivatives are computed using a sixth-order 
centered approximation. The pressure perturbation 
is determined by solving a Poisson equation using a 
spectral method in the associated Fourier space. The 
time-derivative of density needed in this equation is 
approximated by a third-order backward derivative. 
The grid spacing is constant and uniform, equal to 
55 μm. This relatively coarse grid-step (for DNS of 
flames) is possible thanks to the FPI approximation, 
since only the two non-stiff FPI-coordinates must 
be solved to determine all the chemical species. 
Minor, stiff radicals like HCO or CH2O are not 
directly solved, but deduced from the FPI look-up 
table. It is therefore possible to use coarser grids 
compared to simulations relying on complete 
reaction schemes. 

Since the DNS code π3 relies simultaneously on 
the low-Mach number approximation of the reactive 
Navier-Stokes equations and on the FPI technique 
to describe chemical reactions, 3D DNS 
computations are carried out on a small Linux-PC-
cluster or even on a single, standard PC, as here. 
Typical computation time for a three-dimensional 
case at low Reynolds number is about one week on 
a single PC. In Fig. 3 an example is shown for the 
instantaneous turbulent velocity field (showing 3 

different isosurfaces) and the corresponding flame 
position, represented by a selected isosurface of the 
reaction product CO2.  

Figure 3. Instantaneous turbulent velocity field 
(left), represented by three isosurfaces, and 
corresponding position of the turbulent flame, 
represented by an isosurface of the reaction 
product CO2. 

Thanks to such efficient computations, it 
becomes possible to investigate in great detail the 
structure of the turbulent flames, for example here a 
rich premixed methane/air flame, by repeating 
systematically such computations and carrying out a 
statistical averaging procedure. But understanding 
such complex coupled processes requires also a 
very detailed post-processing. 

3. POST-PROCESSING DNS RESULTS 
As illustrated on a DNS example in the 

previous section, both numerical and experimental 
investigations of internal reacting flows lead in 
general to a tremendous amount of raw data (time- 
and space-dependent results for many variables, see 
for example Figures 2 and 3), which have to be 
post-processed carefully in order to get useful 
information for the physical understanding of such 
flows. This post-processing is essential to test and 
improve simplified models and to validate 
numerical methods based on RANS or LES 
approaches, for example to develop appropriate 
subgrid-scale models. 

For this purpose a specific toolbox has been 
developed in our group based on the broadly 
available commercial program MatLab. This add-on 
toolbox consists of three different kinds of routines: 
tools for geometrical treatments, tools for statistical 
investigations and tools to investigate in detail the 
flame structure. The corresponding routines have 
been first developed for two-dimensional results but 
have been in the meantime extended to deal with 
three-dimensional geometries as well. 

In many cases the first suitable way to analyze 
results (for example DNS data) is through graphic 
visualization by appropriate plots. MatLab already 
provides many basic graphical functions to create 
such plots (contour plots to visualize scalars, vector 
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graphs for example to investigate gradients or to 
display velocity fields, plots for data statistics like 
for example histograms or scatter-plots). 

As an example, the most important steps for 
post-processing DNS results for a non-premixed 
hydrogen/air flame are illustrated in what follows. 
The computation relies on 9 chemical species and 
37 individual chemical reactions, is only two-
dimensional to simplify visualization, with 401 grid 
points in each direction (similar to Fig. 1). 

Using the first group of tools it is possible to 
analyze the raw data geometrically. First, the flame 
front is extracted, using a definition freely given by 
the user. In the present case a mixture fraction is 
first computed, as usually done for non-premixed 
flames [3, 20], and the isolevel associated to 
stoichiometric conditions is retained as the location 
of the flame front (Figure 4). 

 

Figure 4. Extracted instantaneous flame front 
together with turbulent velocity field. 

 
After this step it is easily possible through 

direct calls to the corresponding functions of the 
developed toolbox to obtain for example the flame 
length, the distribution of flame thickness, of strain-
rate (Figure 5) and of curvature along this flame 
front. Vector variables like velocities or gradients 
can be computed and displayed as well.  

For modelling purposes the distribution of all 
variables along the flame front is essential, together 
with correlations between these quantities. As an 
example Figure 6 shows the temperature variation 
along the flame front, demonstrating that the 
developed routines also deliver automatically 
minimum, maximum and mean values as well as 
r.m.s. variations. 

 

 

Figure 5. Strain-rate variation (1/s) along the 
flame front (in m) shown in Fig.4. 

 

 

Figure 6. Temperature variation (in K) along the 
flame front shown in Fig.4. 

 
Figure 7 illustrates a tentative correlation 

between the local temperature (Fig.6) and the local 
strain-rate (Fig.5) along the flame front, in the form 
of a scatter-plot. A non-negligible positive 
correlation is found for this case. Should this be 
confirmed by a more systematic investigation, this 
information should for example be used to 
validate/invalidate or improve existing turbulent 
combustion models for non-premixed flames. 
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Figure 7. Tentative correlation between local 
temperature and local strain-rate along the 
flame front shown in Fig.4. 

Presently, the available toolbox is being 
extended to compute automatically all source terms 
associated with the acoustic properties of reacting 
flows, since DNS is now being used extensively to 
investigate combustion noise, as shown in the next 
section. 

4. ACOUSTIC EMISSIONS OF 
REACTING FLOWS 

The results presented in this section have been 
obtained with the DNS code parcomb [9, 21, 22]. It 
is a finite-difference DNS code solving the 
compressible Navier-Stokes equations for multi-
component reacting flows. Derivatives are 
computed using centered explicit schemes of order 
six except at boundaries where the order is four. 
Temporal integration is realized with a Runge-Kutta 
algorithm of order four. Boundary conditions are 
treated with the help of the Navier-Stokes 
Characteristic Boundary Condition (NSCBC) 
technique, extended to take into account multi-
component thermodynamic properties [13]. 
Transport coefficients and chemical kinetics are 
treated following methods similar to those used in 
CHEMKIN II and TRANSPORT [23, 24]. This 
DNS code has been parallelized and widely used 
over the last ten years to investigate various kinds 
of turbulent flames. 

Parcomb is used here to investigate the 
interaction of a Gaussian acoustic wave with a 
CO/H2/Air turbulent premixed flame in two-
dimensions, with a spatial resolution of 40 µm, 
necessary to resolve intermediate radicals playing a 
key role for oxidation. The left-hand boundary 
condition is a subsonic inlet with imposed values, 
while the right-hand boundary condition is a non-
reflecting subsonic outlet. A complete reaction 
scheme with 13 species (CO, HCO, CH2O, CO2, 
H2O, O2, O, H, OH, HO2, H2O2, H2, N2) and 67 

individual reactions is taken into account. A one-
dimensional laminar flame is first computed and 
then transposed to a 2-D flow, with fresh gases on 
the left side and burnt gases on the right side.  An 
isotropic 2-D turbulent velocity field is superposed 
on top of it using a von Kármán spectrum coupled 
with Pao correction [25, 26]. The interaction of the 
initially planar flame with the turbulent field is then 
computed during a time equivalent to one turbulent 
time, in order to obtain a flame wrinkled by the 
turbulence (Figure 8). 

 

Figure 8. Starting numerical configuration for 
flame/acoustic wave interactions. 

 Choosing this time as new origin of time, t’= 0, 
a Gaussian acoustic wave may then be initialized 
instantaneously as a straight wave across the y-
direction inside the fresh gases near the left 
boundary and propagates naturally towards the 
flame, crossing it a short time later. 

It is now possible to use these results in order to 
investigate the influence of the reactive flow on the 
acoustic wave: neutral, leading to amplification or 
to damping? For this, the well-known stability 
criterion of Lord Rayleigh has been recently 
revisited [27] in order to develop a local, 
instantaneous version of it. Using these results, the 
influence of the flame on acoustic processes is 
directly obtained by multiplying the pressure 
fluctuation Π’ (Figure 9) with the corresponding 
heat release fluctuation Q’ (Figure 10). Therefore, 
Figure 11 can simply be seen as the “product” of 
Fig.9 with Fig.10. The resulting picture illustrates 
the complexity of the coupling process. While both 
pressure fluctuation and variation of heat release 
exist on a large scale, the product between both 
quantities only leads to considerable values for very 
small regions within the reaction zone, due to the 
fact that the profiles of Π’ and Q’ are very different, 
with relatively little overlap. 
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Figure 9. Instantaneous pressure fluctuation at 
t’=10 μs after acoustic wave initialization. 

 

Figure 10. Instantaneous heat release rate 
fluctuation at t’=10 μs after acoustic wave 
initialization. 

 

Figure 11. Instantaneous stability criterion of 
Lord Rayleigh (local instantaneous version) at 
t’=10 μs after acoustic wave initialization. 

This explains the difficulty associated with the 
development of quantitative models to predict 
combustion noise emissions: the resulting far-field 
acoustics are dominated by complex processes 
occurring at the micro-scale and not homogeneous 
throughout the reaction zone, so that it is almost 
impossible to carry out a single numerical 

simulation covering all aspects from the smallest to 
the largest scales in an accurate manner. 

In the next section, applications of internal 
reacting flows for process engineering are 
considered to illustrate other, complementary 
problems and challenges associated with CFD-RS. 

5. PROCESS ENGINEERING 
For process engineering applications practical 

flows generally involve complex three-dimensional 
geometries. Furthermore, moving parts (e.g. mixers) 
must often be considered. Therefore, robust CFD 
codes, able to consider three-dimensional moving 
geometries are needed for such simulations. Several 
such codes are nowadays available on the 
commercial market. Nevertheless, supplementary 
physical models and/or equations must usually be 
implemented in these codes in order to really be 
able to solve fundamental issues. This can be 
realized through user-defined functions and 
variables, which are then integrated within the 
industrial CFD code, as illustrated afterwards. 

In the previous sections of this paper, only 
homogeneous gas-phase reactions have been 
considered. But many practical applications involve 
other kinds of internal reacting flows. For process 
engineering, turbulent flows within crystallization 
or precipitation reactors are of particular importance 
and are now considered. 

For this purpose, a Rushton tank has been 
simulated with a 6-blade impeller rotating at 300 
rpm in the clockwise direction (corresponding 
Reynolds number Re = 4 500). Near the wall, 18 
baffles are implemented. The geometry and the grid 
for this reactor are shown in Fig. 12. A total number 
of 79 776 volume elements are used for the full 
three-dimensional domain. 

 

Figure 12. Geometry (left) and part of the 
numerical grid (right) for the precipitation 
reactor. 

In the numerical simulation this reactor is filled 
with a suspension of droplets, initially containing 
SO4

2- ions. Droplets containing Ba2+ ions are fed 
into the reactor through an injection vessel ending 
near the impeller with a constant feed rate, during a 
period of 257.14 s. Through coalescence and re-
dispersion processes, the Ba2+ and SO4

2- ions can be 
exchanged between droplets and react together to 
form barium sulphate particles, a classical product 
for many applications and fundamental studies in 
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the field of process engineering. By reducing the 
size of the droplets using appropriate products to 
modify surface tension, it is possible to obtain a 
micro-emulsion, in which the same reaction process 
takes place. Due to the small size of the droplets, 
the production of nano-scale barium sulphate 
particles becomes feasible in this manner. Here, a 
water-in-oil-microemulsion consisting of water, 
cyclohexane and the non-ionic technical surfactant 
Marlipal O13/40 is used to synthesise such BaSO4 
nano-particles. The reaction is initiated by the 
mixing of two microemulsions, one containing the 
first reactant BaCl2 (feed) and the other containing 
the second reactant K2SO4 (initially present in the 
droplets within the reactor) occurring in a standard 
Rushton tank (volume: 300 ml). 

The three-dimensional simulations in the 
reactor have been performed in two stages by 
assuming a batch system (the liquid volume is not 
changing): first the flow field has been simulated 
without the reaction process, until fully time-
periodic hydrodynamic conditions are achieved; 
secondly the whole reaction process has been 
simulated by switching off the flow and the 
turbulence model (i.e. using frozen-flow conditions) 
while activating chemical reactions. By this way, 
the computations have been considerably 
accelerated compared to the fully coupled 
simulation of the reacting flow. The computing 
times are respectively 24 h and 3 h for the first and 
the second stage employing a single Pentium-IV 
Linux PC (2.7 GHz/2 GB memory). By repeating 
this simulation and solving flow, turbulence and 
chemical reaction in a fully coupled manner, we 
have checked during a physical time of 100 s that 
the obtained results are not changed. But the 
computing time is increased by more than an order 
of magnitude. 

In order to simulate the motion of the impeller, 
the multiple reference frames (MRF) model has 
initially been applied, yielding an approximate flow 
estimation at steady-state. Afterwards, the obtained 
MRF-solution has been used as an initial guess for 
the further unsteady state simulation applying the 
sliding mesh model (SMM). Unlike the MRF 
model, the SMM is capable of reflecting the 
impeller-baffle coupling effects taking the time-
dependent location of the impeller into 
consideration. Therefore the SMM delivers much 
more accurate results for an unsteady calculation. 
During these flow field simulations a 2nd-order 
discretization has been used in space and a 2nd-
order implicit time formulation has been chosen for 
the unsteady solution. 

The standard k-ε approach has been retained for 
the turbulence model, since this model delivers a 
reasonable accuracy and short computing times for 
such baffled tanks in which no strong, swirling flow 
occurs. Time-periodic flow conditions have been 
achieved after 100 full rotations of the impeller (i.e. 

20 s real time) during the unsteady simulation 
employing SMM. The velocity vectors on the 
middle cross-sectional surface of the reactor and the 
turbulent kinetic energy contours around the 
impeller at the end of the first-stage simulations are 
shown in Figures 13 and 14. 

 

Figure 13. Instantaneous velocity field in m/s 
obtained at the end of Stage 1. 

 

Figure 14. Instantaneous field of turbulent 
kinetic energy obtained at the end of Stage 1. 

In order to describe the physical processes 
leading to the production of barium sulphate 
particles, User-Defined Functions and Scalars have  
been added into the industrial CFD code Fluent. 
The four equations of the corresponding 
supplementary system of Ordinary Differential 
Equations are only valid in the case that only one 
particle can exist within one droplet. This 
assumption is reasonable due to the fact that the 
droplet size is here very small (around 5 nm), so 
that only a few dissolved ions are present inside. 
Taking into account droplets with several particles 
would make the model considerably more complex, 
so that this point is not considered in the present 
formulation. The total number of droplets without 
particles consists of a sink term for droplets in 
which nucleation takes place and a source term for 
the feeding of new droplets. The total number of 
molecules in solid phase is calculated by the 
addition of dissolved molecules which undergo a 
nucleation process and the addition of dissolved 
molecules which contribute to particle growth. The 
total number of droplets is only changed by the 
feeding of new droplets, due to the fact that 
microemulsions are thermodynamically stable. 
Therefore, the fusion of two droplets directly leads 
after a very short time to the redispersion into two 

20



equally-sized droplets. Further necessary variables, 
e.g. the mean numbers of reactant ions in one 
droplet needed for the determination of the Poisson 
distribution, are calculated by a few simple 
algebraic equations. All details of the models can be 
found in [28]. 

The time-dependent evolution of the mean 
number of dissolved Ba2+ and SO4

2- ions per droplet 
and the mean particle diameter with respect to time 
according to the second-stage simulation (including 
only the inhomogeneous precipitation on top of the 
frozen flow) are represented in Figure 15 for both 
zero- and full three-dimensional analysis. Zero-
dimensional computations consider the process as 
unsteady, but fully homogeneous in space, so that 
no geometry must be considered. Referring to this 
comparison, it can be concluded that an almost 
homogeneous reaction process is observed in the 
present reactor. This proves that the mixing 
conditions inside the reactor are almost perfect so 
that three-dimensional effects are quite negligible in 
this first configuration. But it is also possible to find 
cases where this is not true any more, for example 
when considering a very short injection time for the 
feed. 

 

Figure 15. Time-dependent evolution of the 
mean number λ of dissolved Ba2+ and SO4

2- ions 
per droplet of the suspension. 

 

Figure 16. Time-dependent evolution of the 
mean size (in nm) of barium sulphate particles 
produced by the reaction of Ba2+ with SO4

2- 
within the droplets of the suspension. 

Figure 16 demonstrates that nano-scale 
particles can indeed be obtained with this process. 

First comparisons with experimental measurements 
show a good agreement [28]. 

When accurate CFD models are finally 
available for a practical application, it is possible to 
further consider the automatic optimization of such 
configurations, as demonstrated in the last section 
of this paper. 

6. OPTIMIZATION OF A LAMINAR 
BURNER 

In this section the optimization of the shape of 
the flame within a laminar household burner is 
investigated using the Simplex method, when 
varying the fuel/air ratio in a primary and a 
secondary inlet. The objective is to obtain a 
homogeneous temperature profile at a prescribed 
distance from the injection plane, which is in 
practice of high importance before entering the heat 
exchanger. An in-house computer package, called 
Opal, controls the full optimization process in an 
automatic manner. The flow involving chemical 
reactions is solved using the dedicated in-house 
CFD code UGC+ [29, 30]. 

A two-dimensional configuration is considered 
to illustrate the procedure, involving a primary inlet 
in the centre of the computational domain and a 
secondary inlet at the periphery. The optimization 
problem consists in finding a temperature field as 
homogeneous (“flat”) as possible at a prescribed 
distance from the inlet. The single objective is in 
this case the variation of the temperature solution 
along the corresponding horizontal cut through the 
solution. The parameters modified by the 
optimization procedure are the fuel and oxidizer 
mass flows of the primary inlet, while the total 
amount of fuel and oxidizer injected through both 
inlets is of course kept constant. There are therefore 
two parameters, that may freely vary between a 
lower bound (0: no fuel or no oxidizer injected 
through this inlet) and an upper bound (all the 
available fuel or all the available oxidizer injected 
through this inlet). For this burner the 
computational geometry is fixed for all 
computations, but the boundary conditions 
(composition of the mixture for the primary and the 
secondary inlets) are varied during the optimization 
procedure. Since the optimization problem is here 
relatively simple (a single objective), the Simplex 
method [31] is employed to obtain a fast 
computational procedure. For more complex 
problems involving several concurrent objectives, 
other computational methods, for example 
evolutionary algorithms, are usually more efficient 
[32]. Many different optimization algorithms are 
already available in the employed optimization 
software, OPAL, which is an object-oriented C++ 
code for Linux systems [29, 32]. A Tcl script is 
used for coupling OPAL with other computer codes, 
and is employed in the present case to call a C 
interfacing program responsible for the evaluation 
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of the objective functions. For computing the 
burner, both the mesh generation and the flow 
computations are carried out inside the in-house 
software UGC+. The evaluation of an individual set 
of parameters for the optimization finally requires 
three steps [33]: 

1. the computation of the composition of the 
mixture in the primary and secondary inlet, 
knowing the specific design variables; 

2. the CFD simulation, i.e. the resolution of 
the governing coupled equations for the 
flow variables, the energy and the species 
conservation equations; 

3. post-processing the obtained results to 
extract the value of the objective function 
(temperature variation along a line) for 
these design variables. 

Since the geometry is fixed in the present case, 
the initial, coarse computational grid is generated 
once and for all before starting the optimization 
procedure. The CFD software UGC+ uses a 
dynamic grid adaptation to increase the accuracy of 
the solution, so that the final grid may differ 
depending on the specific parameters considered. 
Further possibilities for optimization when the 
geometry and or grid must be modified for each 
computation can be found for example in [32]. 

The temperature field obtained for the two-
dimensional burner considered here with the initial 
(arbitrarily chosen) values for the composition of 
the two inlets is shown in Figure 17. A very 
inhomogeneous temperature field is found in the 
combustion chamber for this set of compositions. 

 

Figure 17. Temperature distribution at Iteration 
1 (initial guess for the optimization parameters). 

The automatic optimization procedure is now 
started, with the objective of reducing as much as 
possible the temperature variation along the 
horizontal cut through the solution at a height y=1 
cm above injection exit. 

The evolution of the obtained temperature 
difference with the number of iterations of the 
optimization procedure is shown in Table 1, 
demonstrating the high efficiency of the 
computational method employed here. Within 7 
iterations, the temperature difference has been 
reduced by a factor of roughly 100. 

Table 1. Results for the optimization procedure, 
with all temperature values in K. 

Iteration 
number 

Maximum 
temperature 

Minimum 
temperature 

Temperature 
difference 

1 2078.6 1292.7 785.9 
2 2018.9 357.2 1661.7 
3 2134.7 1957.9 176.8 
4 2050.8 474.5 1576.3 
5 2168.7 2127.2 41.5 
6 2105.3 1925.8 179.5 
7 2156.1 2148.6 7.5 

 
As might have been expected for this simple 

test problem, the optimal configuration corresponds 
to two almost identical fully premixed and nearly 
stoichiometric mixtures, injected through the 
primary and the secondary inlet and leading to the 
shortest possible flame. In this case, it would 
probably have been easy for a human being to guess 
spontaneously this optimal solution, but this is not 
true in general! 

Considerable variations have been tested by the 
optimization procedure, corresponding to about 25 
% of variations for the fuel and 60% for the air 
inflow rate, before identifying the optimal solution. 
The obtained optimal temperature distribution is 
depicted in Figure 18. The progress compared to the 
initial guess (Fig.17) is so tremendous that it should 
not be necessary to comment further on this point. 

To quantify in a more precise way the progress 
of the iteration procedure, the optimization result 
(i.e. the horizontal temperature profile at a height 
y=1 cm above the burner) is shown in Figure 19 for 
all seven computed configurations. As usual for an 
optimization procedure, the process temporarily 
leads to solutions much worse than the starting 
(arbitrary) guess (for example at iteration 2). This is 
expected since the initial guess is a random choice 
and thus should not be associated to a particularly 
bad (or good) solution. But the Simplex method 
leads to a very fast improvement of the objective 
function and reaches an optimal solution in a small 
number of iterations. 

22



 

Figure 18. Temperature distribution at Iteration 
7 of the optimization procedure (optimum). 

 

Figure 19. Temperature profiles of all computed 
configurations 1 cm above injection exit plane. 

This case study demonstrates that optimization 
of internal reacting flows involving heat transfer 
and chemical reactions is possible, provided very 
efficient numerical methods are used for the 
optimization process (here OPAL) as well as for the 
CFD procedure (here UGC+). In this case, optimal 
solutions can be obtained with a small number of 
iterations and acceptable computing times. This 
remains true for much more complex multi-
objective problems [32]. Further investigations are 
presently conducted to decrease the needed 
computing time and therefore have access to even 
more realistic, three-dimensional configurations, 
described with more refined models and using a 
higher number of parameters. 

7. CONCLUSIONS 
In this paper different important aspects for the 

numerical simulation of internal reacting flows have 
been reviewed, in order to illustrate what is 

currently possible with the available computational 
resources, numerical methods and physical models. 
First, results obtained for turbulent configurations 
with the most exact numerical treatment (Direct 
Numerical Simulations) have been shown. Such 
simulations allow a very accurate study of 
fundamental problems associated with internal 
reacting flows, for example to determine the 
structure of the reaction zones (Section 2) or the 
resulting acoustic emissions (Section 4). In general 
for CFD simulations and in particular for DNS 
results, which can be considered as a “numerical 
experiment”, post-processing the wealth of data 
produced by the computations (Section 3) often 
takes more time than the simulation itself, if 
meaningful and relevant quantities shall be obtained 
to test modelling issues or improve the 
understanding of the process. In Section 5, an 
example pertaining to chemical engineering 
applications has been proposed, before illustrating 
in Section 6 one of the possible main directions for 
the future of CFD: the coupling with an automatic 
optimization procedure. 
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Abstract
Flow modelling in an industrial context is not –

as is often assumed – something that is carried out
for its own sake by development units, but rather, it
is employed to satisfy the ever-increasing demands
of (internal and external) customers. As this always
involves the eternal triangle of “Time – Cost –
Quality”, the industrial demands on flow modelling
are also weighted accordingly.

Therefore industrial demands are understood to
be more than just defining new applications for
simulation tools or needs for advanced solvers but
clarifying the requirements for using flow
modelling effectively in industrial processes.

In the present paper, this will be explained
using the example of a boiler feed pump, and
illustrated using applications from the areas of day-
to-day operations, product development, and pre-
development.

Keywords: CFD, Flow Modelling, Industrial
Process, Eternal Triangle

NOMENCLATURE
H [m] head
n [min-1] speed
NPSH [m] suction head
P [kW] power
Q [m³/h] flow rate
η [-] efficiency

Subscripts and Abbreviations
A plant conditions
i incipient
BEP best efficiency point
CFD computational fluid dynamics
CSM computational structural mechanics
3% head loss

1. Introduction
Modelling of flow processes has long been an

integral part of the work flow in various branches of
industry. The demands on the modelling of specific
flow phenomena are as varied as the technical
applications involving fluid flows – ranging from
vehicle and aircraft construction, to process and
plant engineering, and the building industry.

Any attempt to specify these demands more
exactly and to provide a comprehensive review in a
general paper is doomed to failure from the outset –
the applications are too varied and the problem
areas involved are too complex.

The aim of this paper is rather to take a closer
look at the general demands which are made on the
modelling of flow processes in the context of
industrial work flows and to illustrate these using
examples from the pump industry.

2. Definitions
Before having a closer look onto the ‘Industrial

Demands’ of ‘Flow Modelling’, both expressions
should be specified more precisely:

2.1 Flow Modelling
As used here, the term Flow Modelling is to be

understood as including all forms of modelling
which help to examine relevant flow processes and
describe these in a suitable form.

This may involve the use of knowledge
databases, correlations, simple (e.g. one-
dimensional) modelling methods or complex
computational fluid dynamics simulations (CFD).

Strictly speaking, in addition to theoretical or
numerical methods, this also includes experimental
investigation. However, the importance of
experiment has definitely shifted over the past
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decades. In the 80s, modelling was mainly based on
the results of extensive experimental investigation.
Today, a few targeted experiments serve to verify or
calibrate the theoretically developed conceptual
models.

This trend is also reflected in the personnel
structure of development departments, as is shown,
for example, in Figure 1 for the hydraulic
development department of KSB AG. While in
1980, 45% of the capacity were employed in
experimentation and testing, and only 5% in
computation and modelling (Fig 1a), today this
relationship has almost been reversed, Fig. 1b. But
this does not mean, of course, that experiment and
testing are of lesser merit. Now, as ever, the
customer demands experimental proof of the
performance of the product purchased – and this is
provided by using increasingly sophisticated
measuring methods.

Figure 1a: Personal Structure of
Hydraulic Department 1980

Figure 1b: Personal Structure of
Hydraulic Department 2005

Even though, as outlined, experimentation is a
significant part of flow modelling, the following
comments focus mainly on the requirements for the
development or application of theoretical /
numerical methods.

2.2 Industrial Demand
Basically, all activities of an industrial

company should serve the purposes of the company.
If we follow the definition given by Professor Malik
[1],

“The purpose of a company should therefore be
seen as creating satisfied customers. Customer
value must consistently and continuously be the
guiding principle of Management. This – and only
this – maximises the chances (not the certainty) of
making the right long-term decisions and
ultimately, also to have satisfied shareholders and
stockholders”,

the requirements to be met by flow modelling
must also be geared to the (internal or external)
customer.

Flow modelling is therefore not an end in itself
for the development departments, but a tool
employed to meet customer needs while balancing
the Time – Quality – Cost requirements triangle [2],
Figure 2.

Figure 2: Eternal Triangle of
„Time-Quality-Cost“

3. Flow Modelling Requirements for
Boiler Feed Pump Design

The following explanations describe the use of,
and the differing demands on, modelling
approaches in the work flow of day-to-day
operations, type series development, or the
definition of fundamentals (pre-development). In
the following chapters, the design process for a
boiler feed pump like it is shown in Figure 3 serves
mostly as an example. In cases for which other
pumps are treated, it is named explicitly.
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Figure 3: Boiler Feed Pump

For the work flows stated above, the time, cost
and quality criteria of Fig. 2 are weighted
differently in terms of priority. Accordingly, the
demands on the flow modelling methods and their
applications also change.

The following examples deliberately exaggerate
one of the three criteria, in the full knowledge that
these do not exist independently of one another.

3.1 Day-to-day Operations: Time-Cost-
Quality

Day-to-day operations are characterised by the
requirement for rapid response and high
informational value. Regardless of whether a
particular case involves the initial design of a
machine in the early phase of a project, a
satisfactory solution to the case of an imminent
complaint, or the determination of the final impeller
geometry in the context of a trimming test – the
time available is always the decisive factor.

In this case the focus is not on recording the last
detail of the flow, but rather on arriving at an
integral statement quickly.

What is essential is that the necessary
knowledge, e.g. in the form of databases, combined
with simple but rapid design programs is available
to a large number of users within the framework of
a continuous process.

Important is the interlinking of different “data
sources” to build a continuous design process. In
case of the above mentioned pump design, flow
modelling is limited to formulating correlations
between certain design parameters (e.g. flow rate,
discharge head, speed of rotation, suction
characteristics etc.) and the design dimensions of
the machine geometry (number of vanes, pressure
coefficient, delivery coefficient, geometry etc.).
Two main different approaches are in use. The first
one tries to correlate the in and output data based on
approximation formulae (sometimes including
physical laws and conditions), while the second one
is related to pure data processing methods (e.g.

neural networks). An essential prerequisite for both
of them is, that the databases are always kept up to
date, and the correlation parameters are updated
“off-line”. By this, the process is carried out
avoiding the handling of (large) data quantities and
with rapid access to the underlying correlation
parameters.

Figure 4 illustrates the use of neuronal
networks for choosing the initial impeller geometry.
Flow parameters like the flow rate Q, the Pump
Head H, the hydraulic efficiency η etc. are stored
together with the impeller geometry data (diameter,
width, number of vanes, angle distribution etc.) in a
statistical data bank. Special concepts of multi-layer
neuronal networks are trained in the learning phase,
which may be significant time consuming [3]. Once
the network is trained, processing input data into the
required geometry output is very fast. The
advantage of this process is, that the databank can
be extended using data from different sources,
whether experimental or theoretical/numerical.

Figure 4: Impeller Design Process based on
Neuronal Networks

Equal to the human being, the learning phase is
the more effective, the more learning friendly the
data base concept is. Therefore, a lot of efforts have
to be spent to create smart concepts of low
parameter geometry descriptions without loosing
the required flexibility [4].

In this context, the industrial demands on flow
modelling focus on the intelligent evaluation and
description of existing databases and their
intelligent processing rather than on the modelling
of complex flow processes. Even if this field of
application is sometimes perceived to be a (rather
unspectacular) marginal area of flow modelling, it
does have a special importance for industrial
application. At no other point in the “business
process” is so much money gained or lost than at
the start of order processing. General arrangement
drawings or specifications supplied to the customer
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(and these are demanded by the customer very soon
after the order has been placed – long before the
pump has been designed in detail) can only be
revised with great difficulty and great (financial)
effort.

Meeting the industrial demands must therefore
be aimed at improving these data processing
procedures and their handling.

3.2 Type Series Development:

Cost -Time - Quality
In the context of type series development, the

technical and economic product requirements
described in the functional and technical
specification must be implemented within the
allocated budgets of cost and time.

Design and development of a boiler feed pump
are initially based on the provision of a suitable
hydraulic system for generating the required
operating data (flow rate, discharge head,
performance and efficiency). According to the
progress of the development phase, ever more
complex tools are used, but these are always
calibrated for the case of application for which they
are in use.

While at the start the main dimensions are
determined on the basis of exemplary hydraulics,
correlations or underlying databases, increasingly
sophisticated modelling tools are used in the further
stages of the process for the detailed design of the
hydraulic contours. This ultimately involves the
complete three-dimensional simulation of transient
flows in one or more pump stages by solution of the
Reynolds-averaged Navier-Stokes equations.

Although the optimisation of high-performance
machines hinges on the knowledge about and the
interpretation of flow details and their effect on the
performance of the machine (see Figure 5), the
industrial demands on flow modelling neither focus
on the generation of extended turbulence models
nor on the provision of LES (Large-Eddy
Simulation).  Rather, product development uses
flow simulation as a certified, i.e. calibrated,
reliable and “rapid” working tool in its field of
application, which must be integrated into the
relevant overall process, in particular into the
company's IT and software architecture.

If one bears in mind that the optimisation of a
hydraulic system design goes through several
iterations, it becomes clear that this can only be
managed economically within a synchronized chain
of processes.

Interfacing to the company's CAD system,
simplified and automated mesh generation,

industry-geared or application-centred pre- and
post-processing, overriding optimisation algorithms,
and standardised interfaces for the transfer of data
to additional, or even integrated, modelling
processes (e.g. fluid / structure interaction as shown
in Figure 6) are the major criteria of interest for the
industrial application of flow modelling within the
context of product development.

Figure 5: Calculated Path Lines for an Impeller/
Diffuser/Stage Bowl Configuration
using the Software Package FLUENT
(above). Analysis of detailed Flow
Structures indicates Blockage in one
of the Diffuser Channels (below).
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Figure 7: Comparison of Experimental and Calculated Head Curve for a Tabular Casing Pump

Figure 6: Simulation of Fluid-Structure Interaction of a Pump Impeller using integrated Processes and
Interfaces
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3.3 Pre-Development:

Quality-Time-Cost
In the field of pre-development fundamentals

are established, which are later integrated into type
series development as well-proven sub-concepts, or
serve to improve, extend and accelerate the
application of modelling tools used in day-to-day
operations or product development.

A major part of this work is the testing and
adaptation of the computation models for new or
extended cases of application, the evaluation of the
results, as well as the determination of the
validation limits. It is obvious that the demands on
flow modelling are primarily focused on the
performance of the modelling methods and the
quality of the results. Naturally, this area also
involves approaches dealing with the optimisation
of running time, as well as the possibility of future
process integration.

Ever-increasing competition, but also the rising
demands of customers drive an ever faster cycle of
matching the scope of flow modelling to the needs
of industry.

Starting from the modelling of flow at the operating
point in earlier times, transient flow analysis and
parallel computer architectures allows forecasting
the off-design behaviour today. In Figure 7, the
head curve of a tubular casing pump is shown,
comparing theoretical and numerical results. Even
at part load conditions, at which the so call part load
recirculation at the impeller inlet dominates the
flow behaviour, a remarkable matching between
experimental and numerical results is visible.

Moreover, new, and above all, validated
numerical simulation models for multi-phase flow
enable to determine the cavitation characteristics of
pumps with sufficient accuracy [5]. In Figure 8, the
comparison of predicted and measured incipient
cavitation flow regime is illustrated for the above
mentioned boiler feed pump. Again, the measured
data are matching the predicted ones more than
sufficient.

Hence, fluid / structure interaction in the
mechanical and thermal areas, as well as the
analysis of noise generation, transmission and
propagation in pumps form the focus of further
efforts. Apart from the purely qualitative demands
on flow modelling, this field makes very special
demands on the collaboration between industry and
the institutes who specialise in the development of
modelling tools.

These institutes are well advised to look into
the processes commonly used in industry, and to
assimilate the rules of project management
(specification of content, time, budget) and not lose
sight of the true industrial purpose of flow
modelling (ultimately to earn money).

For its part, industry must accept that a
collaboration of this kind cannot be undertaken for
the solution of problems of day-to-day operations,
but primarily for the implementation of medium- to
long-term strategies. In this context, the provision
of precise technical specifications is just as
necessary as the commitment to long-term
financing.

4. Summary
The present paper has attempted to illustrate the

industrial demands on flow modelling in the light of
the "Time – Quality – Cost" requirements triangle,
using the example of a boiler feed pump.

One conclusion that emerged is that the
weighting of the time, quality and cost factors
differs for the various fields of application.

Hence in day-to-day operations, or in the early
phase of a project, the rapid accumulation (time) of
information from various systems and databases is
the focus of attention. In the field of product
development, the spotlight is on the integration of
proven modelling methods in the design process.
Particular attention must be paid to the issues of
pre- and post-processing, as well as the creation of
suitable interfaces, in order to be able to integrate
numerical flow simulation into the company’s
internal IT and software architecture. Only if this is
achieved is it possible to work not only effectively
(costs), but also efficiently (time).
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The classic demands on flow modelling are
made in the definition of fundamentals (quality) in
the field of pre-development. Extension of the areas
of application, validation in industrially relevant test
cases, running time optimisation etc. are the focus
of attention here. These tasks can not be carried out
by small to medium-sized companies on their own,
but only by strategic alliances, with appropriate
investments.
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ABSTRACT  
An overview of the different inverse techniques 

that are available for the design of turbomachinery 
components is followed by a more detailed 
discussion of the optimization techniques based on 
gradient methods, and evolutionary theories. 
Special attention is given to a hybrid method 
combining Artificial Neural Network, Genetic 
Algorithms, Design of Experiments and a Navier-
Stokes solver. Merits and problems encountered 
with the different methods are discussed and 
illustrated with examples. 

Keywords: Artificial Neural Network, Design of 
Experiment, Genetic Algorithm, Inverse Design, 
Optimization, Turbomachinery.  

NOMENCLATURE  
b [m] impeller outlet width 
I [m3] moment of inertia 
q [m/s] velocity or solution quality 
l [-] substring length 
N [-] number of design variables 
n [-] population of a generation 
OF [-] objective function 
Ρ [Pa] pressure or penalty 
R [m] radius 
T [K] temperature 
t [-] number of generations 
w [-] penalty weight factor 
u [-] non-dimensional length 
X [-] axial coordinate 
x,y [m] blade coordinates 
β [o] flow or blade angle 
θ [rad] blade camberline angular position 
η [-] efficiency 
Φ [m2/s] potential function 
Ψ [m2/s] stream function 
 
Subscripts and Superscripts 
h hub 
t tip 
0 impeller inlet 

 
3 impeller outlet 
x, y axial, tangential coordinate 

1. INTRODUCTION  
CFD has seen a very important development 

over the last 30 years and has reached a high level 
of reliability. Navier Stokes solvers are routinely 
used to study fluid flows in the same way Finite 
Element Analysis is used for stress predictions. 
They provide detailed information about the flow 
around existing blade shapes in a relatively short 
time and as such constitute an attractive alternative 
for detailed flow measurements. Complex flow 
phenomena are now studied in what is called 
“Numerical Laboratories”. Although this has 
resulted in a drastic decrease of the number of 
prototype testing, there are still two problems that 
prevent a more efficient use of CFD in the 
turbomachinery design process. 

The first one results from the difficulty to 
visualize 3D flows on 2D screens or drawings. 2D 
Vector plots are only a poor presentation of the 
reality. They can be very misleading as they may 
suggest that the flow is penetrating the solid walls. 
(Fig. 1).  

 

Fig. 1 - 2D view of the 3D flow at the exit of a 
turbine stage 
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Synthetic environments, also called virtual 
reality, are very promising in this respect. These 
techniques will not remain restricted to computer 
games but will become part of the everyday reality 
for engineers in the next decade [1]. Designers will 
walk inside blade rows and diffusers to inspect the 
complex 3D flow structures by following 3D 
streamlines and to verify the effect of geometrical 
changes. 

The second problem relates to the abundance of 
information provided by the Navier Stokes solvers. 
Three velocity components, pressure and 
temperature in typically 10 000. points (2D flow) or 
in more than 1 000 000. points (3D flow) is more 
than what the human brain is able to grasp and fully 
exploit in new designs. The output of a Navier 
Stokes solver contains all the information needed to 
improve the performance. However these methods 
do not provide any information on what 
modifications are needed to reach that goal. Most of 
the information remains unused as the designer will 
often calculate a global parameter to find out if one 
geometry is better than an other one. 

The traditional design procedures in which 
standard 2D blade sections are selected and scaled 
up or down to adapt them to the requirements is no 
longer acceptable. The designer is now faced with 
the development of new blade shapes [2].  

One needs new tools to use the available 
information in a more efficient way than with the 
traditional trial and error procedure in which the 
systematic testing of blade shapes has only been 
replaced by Navier Stokes calculations. The 
outcome of this procedure strongly depends on the 
expertise of the designer. This may become 
problematic since experienced designers are 
replaced by young engineers, who may be highly 
skilled computer- and CFD experts but may have 
limited knowledge about turbomachinery flows. 
Designers can hardly be expert in all disciplines that 
interfere with a design (aerodynamics, mechanics, 
manufacturing etc). Hence the need for automated 
and computerized design systems. 

The main goal when designing turbines or 
compressors is to achieve light, compact and highly 
efficient systems while reducing the cost and the 
duration of the design cycle. Many designs are 
stopped because the deadline is reached, not 
because the target was obtained. The new design 
systems should therefore be “fast” and affordable. 

Turbomachines are often operating outside the 
nominal- or design conditions. Compressors for air-
conditioning applications must be able to operate 
efficiently at all seasons i.e. at different mass flows. 
Low Solidity Diffusers (LSD) are specially 
designed to perform well at a large variety of inlet 
flow conditions. Optimizing those geometries for 
one operating condition is only part of the job. 
“Multipoint” design is needed to find the global 
optimum i.e. satisfying the performance 

requirements at all operating points with minimum 
power consumption over the whole lifetime of the 
machine.  

Optimum performance is of no use if the 
mechanical integrity of the turbomachine cannot be 
guaranteed. This requires a stress or heat transfer 
analysis to verify that the maximum allowable 
constraints are not violated. Lower material- and 
manufacturing cost are also important design 
criteria. Designing a turbomachinery is therefore a 
complex exercise requiring a “multidisciplinary” 
approach. 

These design targets can be achieved by means 
of inverse methods, in which the geometry, 
corresponding to a prescribed pressure or velocity 
distribution, is defined by a computer program. An 
alternative are the optimization systems searching 
for the geometry that best satisfies more global 
requirements in terms of performance, mechanical 
constraints or any other design criterion.  

In what follows one will give a short overview 
of both approaches. A short description of the 
methods is followed by a discussion of the 
advantages and disadvantages.  The most promising 
methods are illustrated by an example. 

2. INVERSE DESIGN METHODS 
Inverse design methods directly define the 

geometry (blade shape) required to achieve a 
prescribed velocity or pressure distribution. They 
are very powerful and well suited for cases where 
the “optimum” pressure or velocity is known.  

The optimum pressure distribution can be 
defined in most 2D flows but it is still unknown for 
3D blades taking into account the secondary flow 
effects. An important contribution to a better 
understanding of the optimum pressure distribution 
on compressor blades was made by Lefoll [3] and 
worked out by Papailiou [4]. The outcome of such a 
design is what is commonly called controlled 
diffusion blades. The suction side velocity 
distribution is characterized by a continuous 
acceleration up to the point of maximum velocity 
where a controlled deceleration starts. The latter 
one is the maximum diffusion that can take place 
over the remaining blade length without flow 
separation. 

Fig. 2 shows the possible compressor blade 
suction side pressure coefficients with controlled 
diffusion downstream of the transition point. 
Optimum is the one with maximum lift coefficient 
[5]. 
Optimum turbine blade velocity distributions are 
discussed by Sieverding [6]. The pressure side has a 
continuous acceleration up to the trailing edge 
whereas the suction side shows a limited 
deceleration over a short distance upstream of the 
trailing edge. 
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Fig. 2  Controlled diffusion suction side velocity 
distribution. 

A major difficulty is the definition of a velocity 
or pressure distribution that, at the same time, is 
optimum one in terms of performance (turning and 
losses), and corresponds to a blade that is feasible 
(closed contour with positive thickness) and 
respects the mechanical constraints (minimum and 
maximum blade thickness).  

The existency problem or respect of mechanical 
constraints has been theoretically studied by 
Lighthill [7]. A discussion of some necessary 
conditions for 2D Turbomachinery applications can 
be found in [8].  

An inherent problem of inverse design methods 
are the undefined limits of the numerical domain. 
As long as the blade is not defined one does not 
know where to impose the boundary conditions. 
Inverse methods distinguish by the way they handle 
this problem: 
* direct inverse methods, are the oldest ones and 
based on analytical flow solvers. They avoid the 
problem of unknown boundaries by changing 
independent variables.  
* iterative methods start from a first guess of the 
geometry on which the flow solver is applied. This 
provides input to an “automated” geometry 
modification system. 
An alternative approach [9], which has also been 
extended to 3D geometries [10], prescribes only the 
blade loading. A possible link to previous inverse 
methods is described in [11] 

2.1 Direct inverse design methods 
Direct inverse design methods use analytical 

solvers and are limited to 2D inviscid flow. This 

constitutes serious limitations in terms of 
applicability.  

The hodograph method no longer calculates the 
flow in the physical (x,y) plane but in the q, β plane 
of which the boundaries are defined in function of 
the prescribed velocity distribution. [12]. This 
method does not allow designing rounded leading 
edges and rounding-off the leading edge, often 
leads to unwanted velocity peaks in that area. [13]. 

Very simple boundaries are obtained when 
solving the equations in the Φ,Ψ plane. The flow 
field between 2 successive blades transforms into a 
trapezium in which the constant Φ,Ψ lines are 
parallel to the x and y axis . (Fig. 3) [14].  

 

Fig. 3  Projection of a blade to blade flow 
passage on the Φ,Ψ plane.  

The prescribed velocity distribution allows 
defining Φ and Ψ on the walls. The nonlinear flow 
equations are solved to find q and β on the 
boundary of the numerical domain so that the blade 
contour or streamlines can be defined by  

∫
=Ψ

Φ=
Cte

d
q

x βcos          ∫
=Ψ

Φ=
Cte

d
q

y βsin  

A third group of methods establishes the 
relation between a geometry (a circle) for which the 
flow-field is known and the required blade 
geometry. This conformal mapping method is at the 
origin of the well known Joukowski profiles and 
has been used by Lighthill [7], Papailiou [4].  

Besides the limitations to 2D potential flow 
solvers the main drawback of the inverse methods is 
the difficulty to respect geometrical constraints, 
because the physical blade shape is available only 
in the very last step of the design procedure. 

2.2 Iterative inverse design methods 
A second group of inverse methods uses a 

procedure in which the numerical domain (and thus 
also the solution) is defined in an iterative way. 
These methods make use of existing numerical 
methods such as 2D and 3D Euler or Navier Stokes 
solvers or modified versions of them. Hence they 
cover a large group of applications including 
rotational- and viscous flows. 

Iterative methods have been developed by 
[15,16] combining existing solvers with a shape 
modification routine based on the flow equations.  

The classical boundary conditions used in flow 
analysis programs are inverted. Instead of 
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calculating the pressure distribution corresponding 
to zero normal velocity on the blade, they calculate 
the normal velocity corresponding to a prescribed 
velocity distribution. The resulting normal velocity 
distribution is then used to calculate a new blade 
shape by means of a transpiration technique. 

This procedure is repeated until the analysis 
shows that the target is reached i.e. when the flow 
solver predicts a zero normal velocity. The method 
has been extended to compressible and viscous 
flows by [17,18,19]. The main advantages of this 
approach are that one can make use of existing 
numerical methods such as Euler or Navier Stokes 
solvers and that the same method can be used for 
design and off-design analysis by adapting the inlet 
or outlet conditions 

An other advantage of this approach is that one 
can follow the evolution of the geometry changes 
and interfere when the geometry starts violating the 
mechanical constraints. In that case one can obtain a 
geometry that is as close as possible to the optimum 
one without violating the constraints.  

Volpe [20] and Demeulenaere [21] describe 
iterative procedures in which the target is modified 
during the procedure until the mechanical 
constraints are satisfied. An other way out is the use 
of an hybrid method whereby the optimum velocity 
distribution is imposed on one side only together 
with a prescribed blade thickness distribution. 

Inverse methods allow a detailed definition of 
the local flow and have shown to lead to improved 
blade shapes [22,23].  
Figure 4 shows a comparison between the initial 
Mach number distribution and the shock free one 
obtained by inverse design. The less optimal 
pressure side distribution is a consequence of the 
hybrid method in which only the suction side Mach 
number and the blade thickness distribution are 
imposed. 

 

Fig. 4  Mach number distribution on shock free 
transonic blade with controlled blade thickness 
versus original Mach number distribution. 

 

 

Fig. 5  Total pressure losses with original and 
redesigned controlled diffusion blade. 

Fig. 5 compares the total pressure losses of a 
low speed compressor blade before and after 
redesign by an inverse method. [22] 

Iterative inverse methods are very well suited 
to make a first definition of the blade section before 
stacking them into a 3D geometry for further 
optimization.  

3. OPTIMIZATION METHODS 
Optimization methods attempt to determine the 

design variables Xi
* (i=1,N) that minimize an object 

function OF(U(Xi),Xi) where U(Xi) is the solution of 
the flow equations R(U(Xi),Xi.)=0 and subject to the 
aerodynamic constraints Aj(U(Xi),Xi.) ≤ 0 ( j=1,NA  ) 
and geometrical constraints Gk(Xi.) ≤ 0  (k=1,Ng). 

Specifying as objective function the difference 
between a prescribed and calculated pressure 
distribution, results in an inverse method. Aiming to 
improve a global performance parameter such as 
efficiency or work output, results in a global 
optimization technique. 

Numerical optimization procedures consist 
following items, described in next paragraphs:  
* Choice of independent design parameters, 
definition of constraints and limitation of the 
addressable part of the design space 
* Choice of an objective function (lift, drag, 
velocity error function, cost, ..) 
* Search mechanism to find the optimum 
combination of the design parameters.  

3.1  Parameterization 
The number of coordinates needed to 

completely define an arbitrary geometry is infinite 
and a direct definition of all of them by a numerical 
optimization procedure is not feasible. It is required 
to reduce the number of variables by an adequate 
parameterization of the geometry. This 
parameterization should be sufficiently general, not 
to impose unwanted restrictions on the geometry, 
but also sufficiently simple, to limit the number of 
variables to be defined. 
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Most optimization methods make use of Bézier 
curves to describe the geometry. This assures 
smoothness of the surface and facilitates the transfer 
of the data to CAD-CAM systems. It is important 
not to exclude any physical acceptable geometry. 
Any blade shape that can not be generated can also 
not be found by the optimizer even if it is the 
optimum one. Pierret [24] shows that between 15 
and 20 parameters are needed to simulate all 
possible turbine blade shapes. A selection of them is 
shown on Fig. 6. 
 

 

 

Fig. 6  Turbine blade sections generated by a 17 
parameter model. 

 

Fig. 7  Parameterization of meridional contour. 

The 3D geometry parameterization of Alsalihi 
et al., [25] requires up to 27 parameters for a 3D 
radial impeller with splitter vanes.  

The hub and tip meridional contours are 
defined by third order Bézier curves, between the 
leading edge and trailing edge section with second-
order extensions upstream and downstream (Fig. 7). 
The points (X0,R0) and (X3,R3) are prescribed. 

They are the result of a preliminary 1D design 
where one may also account for the off-design 
operation. The unknown that need to be defined 
during the optimization process are the values of 
(X1,R1) and (X2,R2) at hub and tip.  

The blade camber line at hub and tip are 
defined by cubic Bézier curves in Bernstein 
polynomial form β=β0+β1.u+β2.u2+β3.u3

β0 is the blade metal angle at the leading edge 
(u=0.). β3 is the blade trailing edge metal angle 
(u=1).  
Extra curves may be needed for the splitter vanes 
 

 

Fig. 8  Blade angle variation at hub and shroud.  

 

 

Fig. 9 Parameterization of meridional contour 
and blade angle β distribution. 

The coordinate θ of the blade camber line is 
computed from the optimized distribution of the 
blade angle β (Fig. 9).  
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The impeller geometry definition is completed 
by a thickness distribution, number of blades and 
parameters defining the diffuser geometry. 

The design parameters can be constrained to 
realistic values which also accelerates the 
convergence. The shroud radius (Fig.7) must be 
larger than R0t because otherwise the impeller can 
not be mounted. In order to avoid that the impeller 
exit bends forward, one imposes that X2t and X2h 
are smaller than or equal to X3t and X3h. The 
leading and trailing edge blade angles β0 and β3 can 
vary over ±5.o around a first estimate of the 
optimum value (Fig. 8). Values of β1 and β2 are not 
limited but the values of θ3, obtained by integrating 
β along hub and shroud, should not be too different, 
i.e. the corresponding trailing edge rake angle 
defined by atan(R3(θ3h-θ3t)/b3 should be less than 
45.o.  

3.2  Search mechanisms 
There are two groups of search mechanisms:  

* Analytical ones, calculating the geometry changes 
in a deterministic way from the output of the 
performance evaluator. They are mostly based on 
gradient calculations. 
* Zero order or stochastic procedures, simulating 
the evolution of a physical process such as the 
surviving of the fittest in nature or the solidification 
of molten metal.  

3.2.1 Gradient method 
These optimization algorithms define the steps 

dXi=Xi
m+1- Xi

m i=1,N leading to the optimum design 
parameters Xi

* (i=1,N) i.e. the set of variables for 
which the objective function OF(U (Xi),Xi) is 
minimum. A comprehensive overview of gradient 
based optimization techniques is given by 
Vanderplaats [26]. A common one is the steepest 
descend method simulating the descend towards a 
valley in the dark by following the path with the 
steepest downward slope (Fig. 10).   

It requires of following steps 
* Definition of the direction of the steepest descend 
for the objective function. 
* Definition of the step length leading to the 
minimum of the objective function in that direction. 
* Evaluation of the performance in the new position 
and verification of convergence. 
These three steps are repeated until the minimum 
objective function or the limit of a design parameter 
is reached.  

The procedure may get stuck in a local 
minimum where all the derivatives of the objective 
function are zero. Hence there is no logical way to 
proceed. This situation can be avoided/remediated 
by restarting the procedure from different initial 
geometries. 
 

 

Fig. 10  Graphical presentation of an objective 
function of two parameters. 

Since U is a function of X, the flow governing 
equation U(X) must be solved each time a design 
parameter is changed. Hence the calculation of the 
gradient by finite differences  

( )
i

iiiiii
i Δ X

)),X- OF(U(X X), XΔ XU(XOF
OF

Δ++
=∇  

requires N+1 evaluations at each step. This is 
feasible only if the evaluation is sufficiently fast. 
The number of evaluations is Nsteps*(N+1) and the 
required computer effort may become prohibitive if 
the performance evaluations require a 3D Navier 
Stokes analysis on a large number of grid points. 

An attractive alternative is the use of the adjoint 
variables method [27]. It allows calculating the 
gradient by a single calculation requiring the same 
effort as one Navier-Stokes calculation. The Taylor 
series development of the flow equation 
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This mathematically rather complex method is 
of interest only in combination with implicit 
solvers. It still requires a full solution at each 
optimisation step and at least a similar amount of 
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computational effort, using the transpose of the 
Jacobian of the implicit solver, to calculate the 
gradient.  

This approach has first been developed for 
single airfoil design. The main difference with 
turbomachinery component designs is that the 
objective function is no longer depending on the 
flow characteristics on the wing surface but on the 
losses and flow characteristics far downstream the 
impeller [27].  

3.2.2  Zero order search 
The use of numerical algorithms to minimize 

the object function requires a large number of 
flowfield analyses and does not favor an optimum 
use of computer resources. An alternative are zero 
order optimization methods requiring only function 
evaluations and no derivatives. They do a random- 
or systematic sweep or use genetic algorithms and 
simulated annealing.  

A systematic sweep, defining v values between 
the maximum and minimum limits of each of the N 
design variable requires vN function evaluations. 
Fig. 10 illustrates how such a sweep of the design 
space by calculating the OF for 3 different values of 
X1 and X2 provides a very good estimation of where 
the optimum geometries with only 9 function 
evaluations. This is a valid alternative for gradient 
methods when N is small but requires more than 14. 
106 calculations for N =15. 

Evolutionary strategies such as Genetic 
Algorithms and Simulated Annealing may allow a 
drastic acceleration of the procedure by replacing 
the systematic sweep by a more intelligent selection 
of new geometries using information obtained 
during previous calculations.  

Simutated Annealing is derived from the 
annealing of solids. At a given temperature, the 
state of the system varies randomly. If a state results 
in a lower energy level, it is immediately accepted. 
If however, a higher state results from the variation, 
it is only accepted with the probability Pr that is 
function of the temperature. 

T
EE actopt )(

expPr
−

=  

As the temperature decreases, the probability of 
accepting a higher state becomes lower. In a 
simulated annealing algorithm, the design 
parameters characterise the state of the system 
whereas the objective function characterises the 
energy level. 
Genetic Algorithm (GA) 

A Genetic Algorithm (GA) is a numerical 
technique, simulating Darwin's evolutionary theory, 
to find the optimum. According to this theory, an 
individual (a geometry) with favorable genetic 
characteristics (design variables) will most likely 
produce more performant offsprings. By selecting 
them as parent, the next generation will have better 
individuals than the previous one.  

 

Fig. 11 Working principle of a GA. 

The operational principle of a standard GA is 
shown in Fig. 11 . Pairs of individuals (parents) are 
selected from an initially random population of n 
designs, each represented by a binary coded string 
of length l. Genetic material is subsequently 
exchanged between them (crossover) and altered 
within the child (mutation). This process is repeated 
to create the n individuals of the new generation. 
This is repeated for t generations. 

The quality of the GA optimizer depends on: 
* the required computational effort i.e. the number 
of performance evaluations that are needed to find 
that optimum (GA efficiency).  
* the value of the optimum (GA effectiveness). 

A correct setting of the GA parameters is 
therefore very important to reach the real optimum 
with minimum effort.  

The GA software used in the VKI design 
system is the one developed by David L. Carroll 
[28]. The “optimum parameter settings” proposed 
by the author have been verified and adapted by 
means of a systematic study on two typical design 
cases: one defined by 7 parameters and one defined 
by 27 parameters [29]. Conclusions are based on the 
solution quality q, measuring the degree to what the 
GA optimum approaches the real one within a given 
effort (5000 function evaluations). It is defined by: 

100.
minOFOF

OFOFq
AV

GAAV

−
−

=   

where:  
OFAV is the average of the objective function 
over the complete design space. 
OFmin is the global minimum value of the 
objective function obtained from a systematic 
(numerically very expensive) scanning of the whole 
design space.  
OFGA is the minimum obtained from the GA 
optimization. 

A q value of 100% indicates that the global 
minimum value has been found. The function 
evaluations for the numerical experiments are made 
by means of a metafunction (approximation of the 
NS solver based on ANN (explained in section 4.1).   
Optimum substring length: 

In a standard binary-coded GA, the N real-
valued design parameters X1, defining a geometry, 
are jointly represented by one binary string: 
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The substring length, denoted by l (number of 

bits per variable), determines the total number of 
values (2l ) each design parameter can take. 

The minimum substring length li for the ith 
design variable depends on the upper and lower 
bound respectively ximin and ximax, as well as on the 
desired resolution (εi) for this variable: 
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Very short substrings (l < 3) result in a very 
low resolution and the GA is not able to accurately 
approach the global minimum. Longer substrings (3 
< l < 10) enable a sufficiently high resolution but 
cause a larger search space and make it difficult to 
find the complete optimal binary string. It is 
concluded that l = 8 is the optimum substring length 
independent of the number of unknown parameters. 
Selection scheme 

Different selection schemes can be used. One is 
the roulette: a system in which the chance that a 
individual is selected increases proportional with its 
fitness (1/OF). This scheme favors the best 
individuals 

In the tournament selection, “s” individuals are 
chosen randomly from the population and the 
individual with the highest fitness (lowest OF) is 
selected as parent. The same process is repeated to 
find the second parent. The parameter s is called the 
tournament size and can take values between 1 and 
n (population size). Large values of s give more 
chances to the best samples to create off-springs 
and favor a rapid, but maybe premature, 
convergence to a local optimum. Too small values 
of s result in a random selection of parents. The 
standard value of s=2 turns out to be the best.  

 

 
Fig. 12  Dependence of GA solution quality on 
population size for the 27 parameter test case.
 

Population size 
Fixing the total number of function evaluations to 
5000, the number of generations t is a consequence 
of the population size n (n.t=5000). Fig. 12 shows 
the solution quality at the end of the GA run of the 
test case. The solution quality is maximum for n = 
11 to 20. Small populations (n<10) converge 
prematurely to suboptimal solutions, due to a lack 
of high performing samples in the initial population. 
Larger populations (n>25) have a sluggish 
convergence to the optimal geometry because less 
generations are allowed 
Crossover probability  

In a single-point crossover operator, both parent 
strings are cut at a random place and the right-side 
portions of both strings are swapped with the 
probability pc (Fig. 11). In case of uniform 
crossover, the value of pc defines the probability 
that crossover is applied per bit of the parent 
strings. High values of pc increase mixing of string 
parts and at the same time, increase disruption of 
good string parts. Experiments confirm that a single 
point crossover with probability pc=0.5 is optimal.  
Mutation probability  

The mutation operator creates new individuals 
by changing a “1” to a “0” or vice versa in the child 
strings. The mutation probability pm is defined as 
the probability a bit of a child string is flipped. 
Systematic numerical experiments confirm that the 
optimum setting for the mutation probability is pm = 
1/(n.l) for all optimizations This corresponds to 
changing on average one bit at every generation. 
Creep mutation and Gray coding  

Changing one digit in binary coding may result 
in a large variation of the digital value: i.e. the small 
difference between 0111 and 1111 corresponds to a 
doubling of the digital value. Small variations of the 
digital value may require a large number of binary 
digits to be changed: i.e. 0111 and 1000 are 
adjacent digital values but all four digits are 
different. This discontinuous relation between the 
digital value and binary string may confuse the GA 
optimizer. Creep mutation tries to avoid this by 
limiting the change of the real value to a binary step 
length.  

Gray coding uses an algorithm in which similar 
binary strings correspond to adjacent digital values. 
In contrast to what was expected, the previous 
methods showed slower convergence for all test 
cases.  

Fig. 13 shows how the optimization of the GA 
parameter settings has lead to an improved and 
smoother GA convergence.  

3.3  Objective function 
The objective function measures in how far the 

geometry satisfies the aero-requirements and 
reaches the performance goals that have been set 
forward  
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Fig. 13  GA convergence for a for the 27 
parameter test case (standard versus optimized 
parameter setting). 

High aero performance is not the only design 
objective of an optimization. A good design must 
also provide good off-design performance 
(multipoint optimization) and respect the 
mechanical and manufacturing constraints 
(multidisciplinary optimization). Some constraints 
must be satisfied without any compromise (i.e. 
maximum stress level) whereas others tolerate some 
margin (i.e. cost or weight) or can be corrected for 
after the design is finished (adjusting the blade 
height to achieve the required mass flow). 

The first type of constraints will be discussed in 
section 6. A possible approach to the second group 
is the definition of a pseudo-objective function (OF) 
by summing up penalty terms that are increasing 
when the constraints are violated [24]. Each term is 
multiplied by a weight factor to change its relative 
importance in the optimization procedure. 

Following lists some contributions to the global 
objective function that one has been using in 
different applications:  
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Pperf  is the penalty for non optimum 
performance i.e. it increases for lower efficiency (η)  

[ ]001 .,max η−=perfP   
PAeroBC    is the penalty for violating the 
aerodynamic boundary conditions. The purpose of 
this penalty is to enforce the boundary conditions or 
requirements at the inlet and outlet of the 
computational domain, that cannot be imposed such 
as the outlet flow angle (β2), the mass flow, etc. The 
penalties for not respecting boundary conditions 
start increasing when the actual values differ from 
the target values by more than a predefined 

tolerance. For mass flow one often uses following 
expression: 
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resulting in an increasing penalty when the mass 
flow error exceeds 2% .  

This formulation does not guarantee that the 
constraints will be satisfied in a strict way. An 
increase of the OF because of violating a constraint 
could be compensated by a decrease of another 
penalty term. However it has the advantage that the 
geometries violating the constraints are still 
available to drive the geometry back to the feasible 
domain. 
PMach      is the penalty for non-optimum Mach 
number distribution. Analyzing the Mach number 
distribution may help to rank blades that have 
nearly the same loss coefficient. Navier Stokes 
solvers are not always reliable in terms of transition 
modeling and large discontinuous variations of 
penalty function may occur when the location of the 
transition point is changing. Transition criteria 
based on Mach number distribution may help to 
relieve this uncertainty.  

One must avoid designing blades that have very 
good performance at design point but are likely to 
separate (with high losses) at slightly off design 
conditions. One way of achieving this is discussed 
in section 5. A simpler approach accounts for the 
changes on the Mach number distribution that can 
be expected at off-design. This increases the 
chances for good performance of the blade over a 
wide range of operating conditions without the cost 
of extra Navier-Stokes computations.  

Different Mach number penalties have been 
formulated for turbine blade optimizations [24]. 
They tend to achieve a continuous flow acceleration 
with a minimum of deceleration 
Pdischarge     penalizes the spanwise distortion of the 
flow at the exit because a more uniform flow has a 
favorable effect on the downstream diffuser or next 
blade row inlet flow angle and hence on stage 
efficiency.  
PGeom is the penalty for violating the geometrical 
constraints. These are the constraints that do not 
influence the mechanical integrity but assure 
dimensional agreement with other components.  
PSide   is the penalty for violating the side 
constraints. Depending on the application, weight, 
manufacturing and maintenance cost may be 
important issues and some geometries can be 
favored by formulating an appropriate penalty. 

The balance between the different objectives 
may not be clear from the beginning. The different 
OF can then be plotted in the fitness space (Fig. 14) 
on which the Pareto curve allows a tradeoff 
between the two goals. This approach is useful for 
2D or 3D problems where the Pareto front can be 
visualized. It is much more cumbersome in higher 
order problems or when the Pareto front is not 
convex. 
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Fig. 14 Convex Pareto front. 

4. TWO LEVEL OPTIMIZATION 
Genetic algorithms require a large number of 

function evaluations and it may be prohitive 
expensive to us a Navier-Stokes solver for function 
evaluations.  

One way to speed up the convergence is by 
working on different levels of sophistication and by 
using of the knowledge, gained during previous 
designs, for subsequent ones. Fast but approximate 
prediction methods are used to find a near optimum 
geometry, which is then further verified and refined 
by a more sophisticated but also more expensive 
solver. Approximations of the Navier Stokes solver, 
called meta-functions, are used for the first level 
optimization. 

Fig. 15 Flowchart of optimization system. 
 

The system developed and used at the von 
Karman Institute [24]. (Fig. 15) makes use of a 
Genetic Algorithm (GA) to minimize the objective 

function (OF). The input for the OF is predicted by 
means of an Artificial Neural Network (ANN). This 
interpolator uses the information contained in the 
DATABASE to correlate the performance to the 
geometry, similar to what is done by a Navier 
Stokes solver (NS). An ANN is a very fast predictor 
and allows evaluation of the OF of the many 
geometries generated by the GA with much less 
effort than a NS solver. Unfortunately the 
prediction is not always very accurate and the 
optimized geometry must be verified by means of a 
more accurate but time consuming NS solver 
TRAF3D [30]. The results of this verification are 
added to the DATABASE and a new optimization 
cycle is started. It is expected that the new learning 
on an extended DATABASE will result in a more 
accurate ANN. The optimization cycle is stopped 
once the ANN predictions are in agreement with the 
NS calculations i.e. once the GA optimization has 
been made with an accurate performance predictor. 
The main advantage of this method is the fact that, 
once the system is converged, there will be no 
discrepancy between the ANN prediction and the 
one obtained by a Navier Stokes calculation.  

4.1  Artificial Neural Networks (ANN) 
Artificial Neural Networks (ANN) are used to 

predict the performance of a new geometry by 
means of the information contained in the 
DATABASE. This requires the learning of the 
relation between the input data (geometry) of a 
process (Navier Stokes solver) and the output of the 
process (mass flow, efficiency, local pressures and 
temperatures, velocities, etc.). An exact ANN 
prediction would even reduce the effort to one 
design cycle. Hence a more accurate ANN will 
shorten the design procedure. 

 

 

Fig. 16  Artificial Neural Network architecture. 

An Artificial Neural Network (ANN) (Fig. 16) 
is composed of several elementary processing units 
called neurons or nodes. These nodes are organized 
in layers and joined with connections (synapses) of 
different intensity, called the connection weight (W) 
to form a parallel architecture. Each node performs 
two operations: the first one is the summation of all 
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the incoming signals and the second one is the 
transformation of the signal by using a transfer 
function. 
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A network is generally composed of several 
layers; an input layer, zero, one or more hidden 
layers and one output layer. The coefficients are 
defined by a LEARNING procedure relating the 
output to the input data  

The purpose of ANN is not to reproduce the 
existing database with maximum accuracy but to 
predict the performance of new geometries it has 
not seen before i.e. to generalize. Three conditions 
are necessary, although not sufficient, for good 
generalization: 

The first one is that the inputs to the ANN 
contain sufficient information pertaining to the 
target, so that one can define a mathematical 
function relating correctly outputs to inputs with the 
desired degree of accuracy. The designer should 
select design parameters that are relevant, i.e. that 
have an influence on performance 

The second one is that the function to be 
learned (relating inputs to the correct outputs) is 
smooth. In other words, a small change in the inputs 
should, produce a small change in the outputs. Most 
physical problems are well defined in this respect. 

The third one requires that the training set is a 
sufficiently large and a representative sample of all 
cases that one wants to generalize (the "population" 
in statistical terminology).  

The standard back propagation is the most 
widely used and criticized learning algorithm in the 
Artificial Neural Network literature.  

In ANN learning the available samples are 
normally subdivided into "training", "test" and 
"validation" sets. Each of them has its own purpose. 
* The Training set contains the samples used for 
learning; that is to fit the parameters (i.e., weights) 
of the classifier.  
* The Test set contains the samples used only to 
assess the performance (generalization) of a fully-
specified ANN (given weights and architecture).  
* The Validation set contains the samples used to 
tune the parameters (i.e., architecture, not the 
weights) of a classifier, for example to choose the 
number of hidden units in a neural network.  

4.2  DATABASE 
The main purpose of the DATABASE is to 

provide information about the relation between the 
geometry and performance. The more general and 
complete this information, the more accurate may 
be the ANN and the closer the first optimized 
geometry will be to the real optimum. Hence a good 
database may considerably speed up the 
convergence to the optimum. 

Making a database is an expensive operation 
because it requires a large number of 3D Navier 
Stokes calculations. One is interested in making the 
smallest possible database containing the maximum 
amount of information about the whole design 
domain. This means relevant information with a 
minimum of redundancy i.e. the impact of every 
design parameter is included but only once.  

Any information missing in the database may 
introduce an erroneous ANN that could drive the 
GA into a geometry that is not optimum. This is not 
a problem because the Navier Stokes analysis of 
that geometry will provide the missing information 
when it is added to the database. However the worst 
case is when an incomplete database results in an 
erroneous extrapolation by the ANN predicting a 
low performance (large OF) in that part of the 
design domain where in reality the OF is low. As a 
consequence, the corresponding geometry will 
never be selected by the GA and the error may 
never been corrected. It is therefore important to 
assure that the initial database covers the whole 
design domain.  

Design Of Experiment (DOE) refers to the 
process of planning an experiment so that the 
appropriate data, when analyzed by statistical 
methods, result in valid and objective conclusions. 
It is used in the optimization process to select the 
most significant geometries that will be stored in 
the database. The theory of DOE is explained in 
many excellent textbooks [31]. The advantages of 
using DOE, to construct the database for the VKI 
optimization program, has been evaluated in detail 
by [32]  

Factorial designs are widely used in 
experiments where it is necessary to study the effect 
of different factors on a response. The most 
important one is where each of the k factors has 
only two values corresponding to the “high” or 
“low” levels of a design variable. A complete 
replicate of such a design requires 2k observation 
and is called full factorial design. 

Following illustrates the loss of information by 
comparing the ANN predictions, based on different 
fractional factorial designed databases with the 
exact values for the following test function with 6 
variables: 

 
R=1-0,001(A-D)3 +0,002(C+E)(F-B) -0,06(A-F)2 (F+C)(E+A) 

 
The results of the databases defined by DOE 

are compared to those of databases in which the 
geometrical parameters are randomly generated 
between the prescribed boundaries.  

The full factorial design requires 26 = 64 runs to 
estimate all possible parameter combinations. The 
loss of information is measured by the following 
error term,  

∑
−

=

−
=

samplesn

i valueexact
valuepredictedvalueexacterror

1
100.  
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Fig. 17 ANN’s global error in function of 
Database samples.

 
Comparing the error obtained by means of the 

DOE technique and by means of randomly selected 
samples (Fig. 17), it becomes clear that the DOE 
based predictions are consistently more accurate for 
the same number of samples in the database.  

Randomly generated databases are all different 
and so is the accuracy of the results. The four 
randomly generated cases with 8 samples in the 
database, show an error that varies between 105 
(what is the same as the DOE defined database) up 
to an error that is almost 3 times larger (first 
randomly generated 8 sample database).  

Only 2-level designs (every variable can take 
two values) and one central-point run (every value 
is at the center of the allowed range) are considered.  

The high and low value of each design variable 
are located at 75 and 25% of the parameter’s range. 
The central point is the mid value (50%). The range 
is defined by the designer, based on his experience 
about feasible geometries and mechanical 
constraints. 

5.  MUTLTIPOINT OPTIMIZATION OF 
LOW SOLIDITY DIFFUSER  

The radial compressor vaned diffusers provide 
high pressure recovery and efficiency but the 
operating range is limited by stall, at positive 
incidence and diffuser throat choking, at negative 
incidence. Low Solidity Diffusers (LSD) are 
characterized by a small number of short vanes and 
do not show a well defined throat section. They 
intend to stabilize the flow at low mass flow 
(avoiding diffuser stall) without limiting the 
maximum mass flow by choking. The solidity 
(chord/pitch) is typically of the order of 1 or less 
(Fig. 18). A multipoint optimization is mandatory 
for the LSD design because a wide operating range 
is the major target.  

Table 1 Inlet conditions at the 3 operating points 

 Low m Medium m Large m 
β    (o) 68. 60. 54. 
PP

o
2  (Pa) 218395. 213447. 187666. 

P /P3
o

2 .9157 .9276 .9430 
To

2  (K) 365.4 360.3 350.4 
 

 

Fig. 18  Low Solidity Diffuser.   

The optimization of the LSD is done for the 3 
operating points listed in table 1 . Inlet conditions 
are different for each operating point because they 
result from a different operation point of the 
impeller. Hence the mass flow will be different for 
every geometry.  

The blade geometry is defined by a NACA 
thickness distribution superposed on a camber line 
defined by a 4 parameter Bézier curve. The 5th 
design parameter is a scale factor for the NACA 
thickness distribution (between .7 and 1.3). The 6th 
parameter is the number of blades (between 6 and 
21).  

The main performance parameters are the static 
pressure rise- and total pressure loss coefficient 

22

32

22

23

PP
PP

PP
PPCp o

oo

o −
−

=
−
−

= ω

They are calculated from the 3D Navier Stokes 
results obtained by means of the TRAF3D solver on 
a grid with 400 000. cells (Fig. 19) 

 

 

Fig.19 Typical LSD vane and grid. 
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Making the DATABASE is quite costly 
because it requires to analyze each geometry at 
three operating points. The initial DATABASE is 
therefore limited to only 10 randomly generated 
samples requiring 30 Navier Stokes calculations. 

Cp is imposed and cannot be used as a criterion 
for the optimization. One must also take into 
account the losses that are generated to reach that 
pressure rise. Taking into account that  

isentropicCpCp =+ω   
it is clear that the losses are a measure of the degree 
to which Cp approximates the isentropic Cp. One 
wants to achieve the pressure rise with minimum 
loss to keep the maximum kinetic energy available 
for the downstream components. 

The best results have been obtained with 
following objective function 
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The fastest convergence has been obtained by using 
three different ANN to predict separately the 
performance at the three operating points. 

 

low m 
 

med. m 

high m 
 
Fig. 20  Midspan velocity vector of optimized 
diffuser. 

 
The velocity vectors at midspan, shown on Fig. 

20, indicate attached flow at the 3 operating points 
and hence stable operation at low mass flow and 
large pressure rise at high mass flow.  

6. MULTIDISCIPLINARY OPTIMIZATION. 
Most mechanical constraints such as maximum 

stress and deformation have a direct impact on the 
turbomachinery integrity and must therefore be 
rigorously respected. Hence they cannot be imposed 
by a weak formulation as done for the geometrical 
constraints. The geometries that are violating them 
arre eliminated from the optimization process by 
associating a very large OF to them.  

Some of those constraints can be respected by a 
simple limitation of a design parameter and do not 
create problems. Bird ingestion resistance defines a 
minimum leading edge radius (RLE) . Corrosion may 
define the minimum trailing edge radius (RTE) and 
blade thickness. 

However most of the mechanically 
unacceptable geometries result from a 
combination of different parameters and cannot 
be avoided by reducing the feasible range of the 
individual design parameters. A possible 
approach is a verification of the mechanical 
constraints by a Finite Element Analysis (FEA) 
before starting the aero analysis on every geometry 
proposed by the GA. This sequential analysis is 
very time consuming and is being replaced by a 
parallel analysis shown on Fig. 21.  It is an 
extension of the flow chart shown in Fig. 15. The 
GA, searching for the optimum geometry, gets its 
input from the Finite Element stress Analysis (FEA) 
as well as from the Navier Stokes flow analysis. 
The same type of extension could also be used to 
verify the other constraints related to acoustic or 
weight limitations. 
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Fig.21 Multidisciplinary optimization flow chart. 

The main advantages of such an approach are: 
*  The existence of only one “master” geometry i.e. 
the one defined by the geometrical parameters used 
in the GA optimizer. This eliminates all possible 
approximations and errors when transmitting the 
geometry from one discipline to an other. 
* The existence of one objective function 
accounting for all disciplines. This allows a more 
direct convergence to the optimum geometry 
without iterations between the aerodynamically 
optimum geometry and the mechanically acceptable 
one. 
* The possibility to do parallel calculations. The 
different analyses can be made in parallel if each 
discipline is independent i.e. if stress calculations 
do not need the pressure distribution on the vanes or 
flow calculations are not influenced by geometry 
deformations. 

The computational effort increases proportional 
with the number of different analyses that are 
needed for the performance evaluation of the GA 
proposed geometries. It can be drastically reduced if 
one can eliminate the unfeasible geometries before 
any expensive flow analysis is started i.e. if, in 
analogy with the Aero analysis, one can formulate 
an approximate prediction model for mechanical 
characteristics. In practical applications the 
mechanical constraints can often be expressed as 
simple geometrical constraints. The parameters of 
primary importance in controlling the static and 
dynamic load on the axial compressor or turbine 
blade are: the 2D cross section area (Surface), the 
minimum momentum of inertia (Imin), the maximum 
momentum of inertia (Imax), the angle between the 
axis of minimum momentum of inertia and the axial 
direction (αI).  

The explicit FEA can also be replaced by 
simpler correlations. Analyzing some representative  
geometries it is possible to build a correlation 
defining the limits of the mechanically acceptable 
design space. 

An important parameter in radial compressor 
and turbine design is the blade lean angle in the 
axial or radial part. The centrifugal forces create 
large stresses in the blade root section of non radial  

 

Fig. 22  2D rotor stress distribution (reference 
blade height and thickness). 

blades and deformations that can reduce the tip 
clearance to zero which means the destruction of 
the optimized geometry. 

The use of a simple stress correlation is 
illustrated for the 2D radial turbine impeller for 
micro-gasturbine applications shown on Fig. 22. 
Blade height and blade metal angle are two 
important parameters. The stress levels are highest 
at the turbine trailing edge where the centrifugal 
forces are almost perpendicular to the blades.  

Fig. 23 shows the results of a systematic FEA 
study of the stresses in a turbine impeller for micro-
gasturbine operating at 500 000. RPM. The material 
is Kersit (Silicium Nitride) For a given blade 
thickness, maximum stresses vary in function of the 
blade height and blade trailing edge angle ßTE . One 
observes an increase of stresses with increasing 
trailing edge angle because the centrifugal forces 
become more perpendicular to the blade. Larger 
blade height increases the stresses in the hub region 
because the blades have a larger overhang. 

 

 

Fig.23  Variation of maximum stress as function 
of blade height and trailing edge angle ßTE . 
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Impellers with larger blade height are likely to 
perform better because of smaller clearance and 
friction losses. They need a larger trailing edge 
angles to control the mass flow and exit swirl. 
Hence geometrical changes have a direct impact on 
both the stresses and performance. Using this 
information in a way similar to the DATABASE for 
Aero-performance allows a rapid elimination of 
unfeasible geometries and drastically reduces the 
computational effort for the optimization. 

7. CONCLUSIONS 
The overview of the different methods 

illustrates the long history and large progress that 
has already been made in the domain of 
computerized Turbomachinery design. The 
following list of references is only a small selection 
from the available literature.  

Inverse methods and the different optimization 
techniques are complementary.  

Inverse design methods require a lot of input 
from the designer to guarantee good and realistic 
blades. However they allow very detailed 
interference in the flow. 

The large improvements in computer capacity 
favour the more recent trend towards optimization 
techniques based on gradient methods or on 
evolutionary theories. They still require a huge 
amount of computer effort and present research is 
oriented towards  
* more efficient techniques i.e. better convergence 
leading to less computer effort. 
* more complete techniques allowing multipoint 
and multi-objective optimizations 
* better integrated techniques i.e. multidisciplinary 
methods that are linked to the whole production 
process.  

Optimization techniques already constitute a 
valuable support to designers but are useless 
without the input of the designer in terms of 
definition of objectives and constraints, as well as 
validation of results. 
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ABSTRACT 
The use of improved blade tip geometries is 

addressed as an effective design concept for passive 
noise control in industrial fans. These concepts, 
based on geometrical modifications of datum blade 
by means of profiled end-plates at the tip, are 
shown to reduce fan noise in its tonal and 
broadband components by changing the tip leakage 
flow behaviour. The three dimensional structures of 
tip vortical flow fields are discussed for a family of 
axial fans in fully-ducted configuration, to 
investigate on the aerodynamics of the proposed 
blade tip concepts. The study has been carried-out 
using an accurate in-house developed parallel finite 
element RANS solver, with the adoption of non-
isotropic two-equation turbulence closure. The 
nature of the flow mechanisms in the fan tip region 
is correlated to the specific blade design features 
that promote reduced aerodynamic noise. It was 
found that the tip geometrical modifications 
markedly affect the multiple vortex leakage flow 
behaviours, by altering the turbulence and  velocity 
fluctuations in the near-wall region as well along 
the blade span. The tip end-plates were 
demonstrated to influence also the rotor loss 
behaviour, in the blade tip region. The improvement 
of rotor efficiency curves were assessed and 
correlated to the control of tip leakage flows 
exploited by the tip end-plates. 

Keywords: industrial fans, end-plates, tip 
leakage flow, noise  

NOMENCLATURE  
Latin letters 
k [m2/s2] turbulent kinetic energy 
l.e.  leading edge 
PS  pressure side 
P [Pa] static pressure 
r [mm] radius 
SS  suction side 

t.e.  trailing edge 
Uc [m/s] casing relative peripheral velocity  
v, w [m/s] absolute and relative velocities 
x, y, z  Cartesian coordinates 
Greek letters 
γ [deg] stagger angle 
ε [m2/s3] turbulent dissipation rate 
ζ [-] total loss coefficient, 2

0.5 in00inp p wρ−  
η [-] efficiency 
ν [-] hub-to-casing diameter ratio 
νt [m s-2] turbulent viscosity 
ξi [s-1] absolute vorticity vector 
ξs [-] absolute streamwise vorticity, 

( ) /(2 )s i iw wξ ξ ω= ⋅  

σ [-] blade solidity 
Φ [-] global flow coefficient (annulus 

area-averaged axial velocity 
normalised by Uc) 

χ [-] rotor tip clearance 
Ψ [-] pressure rise coefficient (∆p/(ρ 0.5 

2
cU )) 

ω [rad/s] rotor angular velocity 
Subscripts and superscripts 
a, p, r axial, peripheral and radial 
c casing wall 
h hub wall 
i Cartesian component index 
in inlet section 
s streamwise component 

 pitch-averaged value 

1. INTRODUCTION 
Often in axial flow fans the design 

specifications demand large tip gap according to the 
requirements of operating with variable stagger or 
pitch angles, e.g. cooling fans, or in some cases for 
emergency operation at up to 400°C for two hours 
to extract smoke in the event of a fire, e.g. 
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ventilating fans. As well known, the tip clearance 
plays a detrimental role affecting the rotor aero-
dynamics [1-3], significantly contributing to the 
aero-acoustic signature of impeller in low speed 
ventilating equipments. In this  pictures the tip 
clearance flow is recognized to inflence the rotor 
noise spectra by discrete frequency noise, due to 
periodic velocity fluctuation, and a broadband or 
high-frequency noise, due to velocity fluctuation in 
the blade passage [4-6]. To this end there is a strong 
motivation to look for deliberate aerodynamic 
design in order to minimize the negative effects of 
tip gap and to manage the fan or compressor tip 
clearance flow to minimize its impact on 
performance. Thus techniques and concepts that 
help to reduce tip clearance noise without 
sacrificing aerodynamic efficiency are highly 
desired and needed. 

By surveying the techniques for noise control in 
fans and compressors, it was found that the 
solutions proposed could be grouped into active and 
passive noise control techniques, conceptually 
designed to accomplish this goal by reducing the 
leakage flow rate or by enhancing the primary-
secondary flow momentum transfer. 

In the ambit of active control techniques for fans 
and compressors, recently a number of experimental 
studies reconsider the control of tip clearance flow 
by means of fluid injection on the casing wall in 
axial compressor [7], and low-speed axial flow fan 
[8].  

As far as the passive control techniques are 
concerned, the literature review puts in evidence the 
role of three approaches respectively focused on 
three-dimensional blade design and on geometrical 
modifications of the equipments in the gap region. 
The first concept makes use of sweep technique in 
blade design, recognized as a remedial strategy to 
improve the aerodynamic limits in compressor and 
low-speed axial fan rotors owing to the capability of 
affecting the rotor stall margin by reducing 
secondary flows effects and the flow leakage by 
unloading the blade tip [9-11]. 

A second family of control technique is based 
on gap geometrical manipulation and makes use of 
casing treatments in the shroud portion, over the 
blade tip, which is reported since the early 70s to 
improve the stable flow range by weakening the tip 
leakage vortex. Noticeable contributions deal with 
the use of grooves and slots [12-13], or stepped tip 
gaps [14]. Furthermore, in the ambit of fan 
technologies recirculating vanes, and annular rings 
have been proposed as anti-stall devices [15]. 

A final technique, appeared during the last 
decade, proposed the blade tip modifications by 
means of anti-vortex appendices such as the end-
plates investigated by Quinlan and Bent [6], or the 
solutions recently proposed by industrial patents for 
ventilating fans [16-19].  

In this ambit, the present paper aims to 
investigate on the use of profiled end-plates at the 
blade tip [20]. The study focuses on a family of 
commercially available fans and compares the 
aerodynamic and aeroacoustic performance of the 
datum blade against two improved tip geometries, 
respectively with constant or variable thickness 
end-plate [21]. The paper reports on the 
experimental and numerical assessment of the pay-
off derived from the blade tip concept developed at 
Fläkt Woods Ltd with respect to the aerodynamic 
performance of a class of low noise level industrial 
fans. 

The single rotor investigations are carried out at 
design operating condition for three configurations 
of the six-blade axial flow fan under investigation, 
namely: the datum fan, coded AC90/6; two fans 
modified by the adoption of tip features, 
respectively coded AC90/6/TF and AC90/6/TFvte. 
The studies have been carried in ducted 
configuration, adopting a high tip pitch angle 
configuration, i.e. 28 degrees, where the fan 
provides the higher static pressure and flow rate of 
its operational range. 

The comparative aerodynamic performance 
experiments have been carried out according to ISO 
5801 for type D fully ducted configuration set-up. 
The noise performance test have been carried out in 
accordance with the British Standard BS484, Part 2 
for outlet noise hemispeherical measurement. The 
fans have been tested employing a type A 
configuration, in the Fläkt Woods Ltd anechoic 
chamber at the design operating conditions. 

The tip flow characteristics are analysed by 
using a three-dimensional (3D) steady Reynolds-
Averaged Navier-Stokes (RANS) formulation, with 
use of first order non-isotropic turbulence closure 
successfully validated for fan rotor flows [22-23]. 
Despite the steady-state condition, the RANS is 
considered an effective investigation tool for 
vortical structure detection [24]. The authors adopt 
a parallel multi-grid (MG) scheme developed for 
the in-house finite element method (FEM) code 
[25]. The FEM formulation is based on a highly 
accurate stabilized Petrov-Galerkin (PG) scheme, 
modified for application to 3D with equal-order 
spaces of approximation. 

By means of such a numerical investigation, the 
tip leakage flow structures of the fans are analysed 
in terms of vortical structures detection, leakage 
flow energy and loss behaviours. Emphasis is laid 
on the assessment of the benefits related to the 
improved tip geometry in terms of efficiency and 
operating margin gains. The overall objective is to 
investigate, via steady computational simulations, 
the technical merits of a passive control strategy for 
controlling the leakage flow and reducing tip 
clearance vortex/stator interaction noise and rotor-
tip self noise. 

51



2. TEST APPARATUS AND PROCEDURES 

2.1. Test fans 
The present study was performed on a family of 

commercially available highly efficient cooling 
fans. The in-service experiences indicated that this 
family of fans gives good acoustic performance 
with respect to the state-of-the-art configurations. 
The investigated fans have six-blade unswept rotor, 
with blade profiles of modified ARA-D geometry 
type originally designed for propeller applications. 
The blade profiles geometry is given in Table 1, for 
the datum fan AC90/6 at the hub, and tip sections 
respectively. 
Table 1 AC90/6 fan family specifications. Blade 
profile geometry and rotor specifications. 

 
The studied blade configurations, for datum 

and modified rotors, feature a high tip stagger 
angle, i.e. 28 degrees, measured, as is customary in 
industrial fan practice, from the peripheral 
direction. This rotor angular setting has been chosen 
in order to exploit operating points where the 
vortical flow near the rotor tip dramatically affects 
the aerodynamic performance and noise 
characteristics of the fans under investigation.  

The fan blades are drawn in Figure 1, together 
with a detailed view of blade tip for the datum rotor, 
and the improved rotors developed for low noise 
emission labeled: AC90/6/TF and AC90/6/TFvte. 
Fig. 1 compares, in a qualitative view not to scale, 
the  thickness distributions of the developed 
improved tip concepts against the datum base-line. 

The improved blade tip geometry, for 
AC90/6/TF fans, was originally inspired by the 
technique developed for tip vortex control and 
induced drag reduction by preventing 3D flows in 

aircraft wings, also used as anti-vortex devices for 
catamaran hulls. 

 

               

               
 

Fig. 1 Test fans and rotor blades (not to scale) 

The tip blade section was modified by adding 
an end-plate along the blade pressure surface that 
ends on the blade trailing edge with a square tail. 
By means of the introduction of the end-plate, the 
blade section is locally thickened of a factor 3:1 
with respect to the maximum thickness at the tip of 
datum blade. According to the theory behind the 
end-plate design, this dimension was chosen as the 
reference radial dimension of leakage vortex to be 
controlled that could be estimated in the range 0.2 ÷ 
0.1 blade span, as shown by former studies on 
rotors of axial compressor [26] and fan [11]. A 
recent investigation, carried out by Corsini and co-
workers [20], assessed the aerodynamics and 
aeroacoustics gains of rotor AC90/6/TF with 
respect to the datum one. The numerical simulation 
founded the evidences of a tip leakage vortex 
breakdown that affect the rotor AC90/6/TF at the 
design operating condition. In order to correct this 
negative feature, responsible for a loss in fan 
efficiency, Corsini in [21] recently proposed a blade 
tip geometry that exploits a variable thickness 
distribution of the end-plate according to safe 
rotation number chord-wise gradient concept, here 
labeled AC90/6/TFvte. 

2.2. Numerical procedure and axial fan 
modeling 
The Reynolds-averaged Navier-Stokes equations 
are solved by an original parallel Multi-Grid Finite 
Element flow solver [25]. The physics involved in 
the fluid dynamics of incompressible 3D turbulent 
flows in rotating frame of reference, was modelled 
with a non-linear k-ε model [27], here used in its 
topology-free low-Reynolds variant. This 
turbulence closure has been successfully validated 
on transitional compressor cascade flows, as well as 
high-pressure industrial fan rotors [10, 23]. 

 AC90/6 fans
blade geometry hub tip 

l / t 1.32 0.31 

pitch angle      (deg) 36 28 

camber angle  (deg) 46 41 

fan rotor   

blade number 6 

blade tip pitch angle (deg) 28 

hub-to-casing diameter ratio ν 0.22 

tip diameter (mm) 900.0 

rotor tip clearance τ (% span) 1.0 

rated rotational frequency (rpm) 900 – 935 

AC90/6/TFvte 

datum 

AC90/6/TF 
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The numerical integration of PDEs is based on 
a consistent stabilised Petrov-Galerkin formulation 
developed and applied to control the instability 
origins that affect the advective-diffusive 
incompressible flow limits, and the reaction of 
momentum and turbulent scale determining 
equations. The latter ones, respectively, related to 
the Coriolis acceleration or to the 
dissipation/destruction terms in the turbulent scale 
determining equations [22]. Equal-order linear 
interpolation spaces (Q1-Q1) are used for primary-
turbulent and constrained variables, implicitly 
eliminating the undesirable pressure-
checkerboarding effects. Concerning the solution 
strategy, a hybrid full linear MG accelerator was 
built-in the in-house made overlapping parallel 
solver. The Krylov iterations in the 
smoothing/solving MG phases are parallelized 
using an original additive domain decomposition 
algorithm. The message passing operations were 
managed using the MPI libraries. By that way, the 
fully coupled solution of sub-domain problem 
involves an efficient non-conventional use of 
Krylov sub-space methods. The preconditioned 
GMRes(5) and GMRes(50) algorithms were 
respectively used as smoother and core solver. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Computational grid of fan rotor, mesh 
details in the tip gap region  

The mesh has been built according to a non-
orthogonal body fitted coordinate system, by 
merging two structured H-type grid systems. The 
mesh in the main flow region, surrounding the 
blade, and an embedded mesh in the tip gap region. 
The mesh has 154×68×58 nodes, respectively in the 
axial, pitch, and span wise directions. In the axial 
direction the node distribution consists of 20%, 
50% and 30% of nodes respectively upstream the 
leading edge, in the blade passage and downstream 
of it. Moreover, there are 14 grid nodes to model 
the tip-clearance along the span. The computational 
grid is illustrated, in Figure 2, providing detailed 

view at the tip of the mesh in meridional and blade-
to-blade surfaces. 

The mesh has an adequate stretch toward solid 
boundaries, with the ratio of minimum grid spacing 
on solid walls to mid-span blade chord set as 2×10-3 
on the blade tip, casing wall, and blade surfaces. 
The adopted grid refinement towards the solid 
surfaces controls the dimensionless distance δ+ 
value about 1 on the first nodes row. 

2.3. Boundary conditions and investigated 
flow conditions 

Standard boundary condition set has been 
adopted, already used in recent numerical studies on 
high performance fans [10-11].  

The Dirichlet conditions for the relative velocity 
components are imposed at the inflow section half a 
mid-span chord far upstream the leading edge. The 
velocity profile has been obtained from flow 
simulation in an annular passage of identical hub-
to-casing diameter ratio that includes an upstream 
spinner cone. The inlet distribution of the turbulent 
kinetic energy k is obtained from axi-symmetric 
turbulence intensity (TI) profile derived on the basis 
of former studies on ducted industrial fans [10]. The 
TI profile features a nearly uniform value in the 
core region (about 6 percent) and it grows markedly 
approaching the endwalls (about 10 percent). The 
inlet profile of turbulence energy dissipation rate is 
basedon the characteristic length scale lε set to 0.01 
of rotor pitch at mid-span. Flow periodicity 
upstream and downstream the blading, and 
Neumann outflow conditions (homogeneous for k 
and ε and non-homogeneous for the static pressure) 
complete the set of boundary data. 

The numerical investigation compares fan 
leakage flow patterns for datum, AC90/6/TF and 
AC90/6/TFvte fan rotors operated in near-design 
condition (D) with volume flow rate 7 m3/s and 
global flow coefficient Φ = 0.278. The Reynolds 
number based on tip diameter and rotor tip speed is 
8.3× 105, for normal air condition. 

3. PERFORMANCE EXPERIMENTS 
The aerodynamic and noise performance tests 

were carried out at Fläkt Woods Ltd laboratory in 
Colchester.  

3.1. Aerodynamic tests 
The aerodynamic tests were conducted 

according to ISO 5801 set up, for fully ducted 
configuration and installation type D. This 
installation features ducted inlet and outlet regions 
and the fan is supplied with a properly-shaped inlet 
bell mouth. The primary performance parameters 
measured were the fan static pressure and the 
efficiency. Figure 3 compares the static pressure 
and efficiency characteristic curves for datum, 
AC90/6/TF and AC90/6/TFvte rotors. The analysis 

rotor hub 

      l.e. 

     t.e. 

53



of static pressure curves of Fig. 3, gives the 
evidence of a small performance reduction in rotor 
AC90/6/TF with improved tip concept, e.g. about 
2% at 6m3/s, according to the interaction between 
the tip clearance flow and the suction side near 
surface fluid [28]. This performance penalty is, on 
the contrary, partially receovered by rotor 
AC90/6/TFvte whose static pressure rise increases 
remarkably by throttling the rotor toward the peak 
pressure. 

Concerning the efficiency curves it is evident 
that both the modified rotors feature an efficiency 
improvement in the range of volume flow rate 
higher than the design one. Moreover the efficiency 
curve comparison shows that the adoption of the tip 
end-plates results always in the appearance of a 
clear efficiency plateau, that shift the peak η 
volume flow rate towards the rotor stall margin. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Static pressure and efficiency characteristic 
curves (dashed lines: datum fan; solid lines: 
AC90/6/TF fan; line-symbols: AC90/6/TFvte fan)  

The rotor performance were assessed along the 
operating line. The predicted overall performance 
for 900 rpm rotational frequency are compared in 
Table 2 to the experimental data measured at Fläkt 
Woods Ltd measurements according to the fan 
performance test standards ISO5801:1997 for 
installations type D with inlet bell-mouth. 
Efficiency η is computed in terms of static pressure 
rise. The comparison confirms the validity of the 
predicted performance at the chosen setting angle, 
where the blades of this fan are the most loaded and 
more readily prone to flow separation. 

It is also worth noting that the prediction of 
performance parameters have been referred to axial 

sections respectively located at the inlet of the 
domain, and 1.2 midspan chord downstream the 
blade trailing edge. The comparison confirms the 
validity of the predicted performance. 

 
Table 2 Predicted and measured fan overall 
performance @ 7 m3/s 

 Measurements Predictions 
 ∆pstat 

(Pa) 
η ∆pstat 

(Pa) 
η 

datum 134.8 0.490 133.3 0.510 
AC90/6/TF 126.2 0.510 126.1 0.504 
AC90/6/TFvte 129.0 0.519 128.2 0.516 

3.2. Noise tests 
The noise performance test have been carried 

out in accordance with the British Standard BS484, 
employing a type A testing configuration.  
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Fig. 4 Sound power level spectra in one-third-
octave band. a) un-weighted spectra and b) A-
weighted spectra (dashed lines: datum fan; solid 
lines: AC90/6/TF fan; line-symbols: AC90/6/TFvte 
fan) 

In this method the fan is placed downstream of 
a plenum chamber with a free outlet, in an 
arrangement similar to that used for compact 
cooling fans. 
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Figure 4 compares the measured power spectra 
in one-third-octave band. Fig. 4.a and Fig. 4.b 
respectively show the measured sound power level 
and the A-weighted sound power level spectra for 
the frequency-dependent human audition. The noise 
tests have been done in order to compare the rotors 
aeroacoustic signature for identical static pressure 
rise, e.g. 190 Pa close to the peak pressure 
operation. As shown in Fig. 4, the effectiveness of 
the improved tip concepts, with constant and 
variable thickness end-plates, is demonstrated by 
the reduction of the rotor aeroacoustic signature 
both in terms of tonal noise and broad-band noise. 
These noise components are related to the main 
recognized tip noise generation mechanisms in axial 
decelerating turbomachinery. The  convection of the 
primary tip vortex and its interaction with the 
statoric structures produces mainly tonal noise, 
while the oscillating tip vortex behaviour could be 
linked to the production of broadband self-
generated noise [29]. 

Finally, Table 3 compares the overall sound 
power levels for the family of fans under 
investigation.  

Table 3 Overall sound power levels @ 190 Pa 
 un-weighted SWL 

dB 
A-weighted SWL 
dB(A) 

datum  94.6 88.7 
AC90/6/TF 93.0 86.3 
AC90/6/TFvte 91.5 88.1 

4. INNER WORKINGS OF END-PLATES 
The improved blade tip concepts, developed 

with constant thickness and variable thickness end-
plates, has been shown to control the aeroacoustic 
signature of the family of fans under investigations 
and this pay-off is correlated to a large efficiency 
improvement in the peak pressure operating range. 
These experimental evidences prompted a 
comparative investigation, for the datum fan and the 
fan with blade tip features, onto the inner workings 
of the passive control device used to influence the 
structure of the tip leakage vortex and other systems 
of secondary vorticities. The effectiveness of the 
passive tip devices  is analysed by comparing the 
normalized streamwise vorticity map evolution 
along the chord, and the tip vortex core paths. These 
analyses are complemented with the evaluation of 
tip leakage flow energy contents, affecting the rotor 
aeroacoustic signatures, and with the presentation of 
loss coefficient map evolution within the blade 
passage to assess the influence of the geometrical 
modification at the blade tip and the rotor 
aerodynamic efficiency along in operating range of 
the fans. 

4.1. Helicity distributions and vortex cores  
The tip leakage vortical structures are now 

investigated by using the normalized helicity Hn 
based on the absolute vorticity [3, 24] as the 

detection tool. Hn is defined and normalized as: 
( ) ( )/n i iH w wξ ξ= ⋅  with i = 1, 3, where ξi and wi 

are the Cartesian components of the absolute 
vorticity and relative velocity vectors, ξ  and w  
their norms. Figure 5 shows the normalized helicity 
distribution in the blade tip region by comparing the 
contours on cross flow planes in near-design 
operating condition. The probing planes are located, 
respectively, at 0.25, 0.43, 0.65, 0.89 and 1.2 blade 
chord l  from the tip section leading edge. The 
normalized helicity distribution is plotted with the 
vortex cores colored by the its local magnitude. 

For the investigated fan rotors, a clear vortex 
cores identification is only observed for the leakage 
flow structures emerging in the front portion of the 
tip blade sections. In the multiple vortex behaviour 
of datum fan rotor, Fig. 5.a, the helicity field shows 
that a main clock-wise vortical structure (TLV1) 
develops through the passage with high skewing 
angle with respect to the blade surface. 
 

     

         
Fig. 5 Normalized helicity Hn contours on cross 
sections and vortex cores at the tip, D operating 
point: a) datum rotor, b) AC90/6/TF rotor, and 
c) AC90/6/TFvte 

Moreover Fig. 5.a shows the existence of a weak 
tip secondary vortex, co-rotating with TLV1, in the 
vicinity of the suction surface, as clearly shown on 
0.65 l  plane by the streamwise vorticity 
distribution. In the front portion of the blade, 0.25 
l  downstream the leading edge, the helicity map 
shows also the presence of a third vortical structure 
spreading from the leading edge of the blade. In the 
blade aft region, the leakage flow is mainly 
characterized by the merging of tip separation 
vortex TLV2 and leading edge vortex with TLV1 
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one, resulting in a unique clock-wise vortical 
structure able to affect a large share of the blade 
pitch on the casing annulus. 

As far as the AC90/6/TF rotor is concerned, Fig. 
5.b gives evidence of a clear modification in the tip 
leakage phenomenon. First of all, Fig. 5.b shows the 
existence of a vortex limiting the mass leakage 
along the blade pressure surface, and recognized as 
the evidence of the pressure side leg of a horse-shoe 
like structure. In the first quarter of the blade chord, 
it is evident the trace of an additional leading edge 
vortex co-rotating with TLV1, in a similar way to 
datum rotor. 

Both the TLV1 and the leading edge vortices 
feature, since their appearance on 0.25 l  plane, a 
smaller in-passage extension coupled with a 
reduced helicity magnitude when compared to the 
datum rotor field. Furthermore, the leading edge 
vortex never collapses into the TLV1, but it decays 
as indicated on 0.43l  plane. Moving downstream, 
about mid-chord, the TLV1 features a gradual Hn 
reduction owing to the weakening of flow vorticity 
and to the deflection of vortex core. 

This circumstance agrees with the hypothesis of 
mass leaking reduction along the chord, that gives 
rise to a leakage flow structures nearly adjacent to 
the blade suction surface (i.e. TLV2 structure). In 
the aft portion of the blade, due to the leakage flow 
un-feeding the TLV1 collapses, producing a bubble-
type separation recognized as the evidence of a 
vortex breakdown by Corsini and co-workers [20]. 

The separated flow turns into a counter-clock 
wise vortex under the influence of trailing edge 
leakage flow streams, rapidly washing-out the 
vortex behind the rotor so that on 1.2 l  plane no 
coherent vortical structure is evident. 

Finally, Fig. 5.c shows that the use of variable 
thickness concept markedly influences the tip flow 
features. The origin position of the main vortical 
structure TLV1 moves downstream with respect to 
datum and AC90/6/TF blades, e.g. about 0.3 l , 
and, as shown by the vortex core path, it develops 
closer to the blade suction surface. At mid-chord the 
weakened TLV1 vortex interacts with highly 
energetic leakage jet that causes the inversion of 
vortex rotation. In the aft chord fraction, the tip 
vortex finally merges with a rotating cell and exits 
the blade passage appearing as a coherent clock-
wise vortical structure.  

The helicity maps confirms, for this end-plate 
configuration, that a driving role is played by the 
pressure side vortical structures as given by the 
horse-shoe vortex leg and by the corner vortex 
developing under the end-plate. 

Figure 6 compares the TLV1 vortex core 
trajectories within the blade passage. 

As shown in Fig. 6, the vortex core path analysis 
gives further information about the inner working of 
the developed end-plates for leakage flow control.  

Except from the location of vortex origins, both 
the end-plates feature TLV1 core trajectories 
developing along paths which are less skewed than 
the blade tip section. 

 
Fig. 6 Tip leakage vortex TLV1 trajectories (line-
squares: datum, line-circles: AC90/6/TF; line-
triangles: AC90/6/TFvte) 

Moreover, due to the anti-vortex action exerted 
by the end-plates, both the improved tip rotors 
feature a TLV1 core sudden deviation due to the 
interaction between the low energy leakage vortices 
and the passage flow exiting from the rotor. 

4.2. Leakage flow energy 
The analysis of primary tip vortex structures, 

detected by means of the helicity distributions, is 
now completed by investigating on their energy 
contents. The rotational kinetic energy, defined on 
the basis of crosswise relative velocity components, 
and the resolved isotropic turbulence intensity are 
considered as the bench-mark quantities. 

The sound sources, tonal in nature, are related 
to the energy contents of the tip leakage vortices 
moving in the axial direction and interacting with 
any stationary surfaces (i.e. struts or outlet guide 
vanes). Figure 7 compares the rotational kinetic 
energy isolines within the tip gap, i.e. R = 0.998. In 
Fig. 7 the rotational energy is normalized by the 
bulk kinetic energy. 

The datum rotor, as shown in Fig. 7.a, features 
the highest rotational kinetic energy magnitude 
located at the onset of TLV1, where the vortical 
structure origins with an energy content comparable 
to the bulk one. Moreover, the datum rotor map 
shows the evidence of a second highly rotating core 
tracing the tip separation vortex TLV2, already 
found in Fig. 5.a. In view of this picture, both the 
improved rotors, Fig. 7.b and Fig. 7.c, provide the 
evidence that the end-plates markedly affects the 
leakage flow rotational kinetic energy. Their actions 
implements twofold beneficial mechanisms: first, 
the reduction of the momentum transfer via leakage 
jet, is able to control the rotational energy at the 
TLV1 onset; second, as shown by the reduction of 
the vortex energy, below the 50% of bulk kinetic 
energy across the blade passage, the designed anti-

56



vortex devices act as rotational energy damper in 
that unfeeding the mass leaking they are able to 
weaken the peripheral momentum transfer to tip 
vortices along the chord. 

 

 

 

 
Fig. 7 Rotational kinetic energy isolines in the 
rotor tip gap @ R = 0.998, D operating point: a) 
datum rotor, b) AC90/6/TF rotor, and c) 
AC90/6/TFvte 

As a second energy marker the turbulence level 
maps are here discussed by comparing the 3D 
chord-wise tip flow evolution on probing sections at 
0.25, 0.43, 0.65, 0.89 and 1.2 blade chord from the 
tip section leading edge. Figure 8 compares the 
turbulence intensity TI maps for the investigated 
fans. These figures also include the simulated tip 
leakage stream-paths. 

As shown in Fig. 8, the chordwise evolution of 
turbulence level maps gives evidence of significant 
differences between the rotors under investigation, 
mainly concentrated in the vicinity of the casing 
annulus end-walls. As a general observation, in 
presence of the anti-vortex device the attenuation of 
leakage flow results also in an attenuation of the 
local turbulence level that reduces the peak 
turbulent kinetic energy within the leakage vortex 
cores. This circumstance is particularly evident in 
Fig. 8.b and Fig. 8.c, where the primary tip vortex 
rolls-up into a low turbulence level core. While the 

peak TI values remain concentrated in the 
interaction cores between the suction side near-
surface fluid and the leakage flow. In Fig. 8.b it is 
also worth noting that the AC90/6/TF rotor 
streamlines confirms that the primary tip vortex 
collapses giving rise to a separation bubble 
structure, similar to the time-averaged evidence of 
leakage flow vortex breakdown shown by Inoue and 
Furukawa [24].  

  

             
Fig. 8 Turbulence intensity TI contours on cross 
sections and tip vortex streamlines, D operating 
point: a) datum rotor, b) AC90/6/TF rotor, and 
c) AC90/6/TFvte 

While in Fig. 8.c, is clearly evident that the 
end-plate variable thickness distribution is able to 
correct the TLV1 breakdown acting locally on the 
vortex rotation number on the basis of the end-plate 
thickness distribution in the chord direction [21]. 

4.3. Loss at the rotor tip 
Rotor loss behaviors at the blade tip is 

discussed with reference to the local total loss 
coefficient defined ζ. The loss behaviour is, finally, 
investigated with reference to the local total loss 
coefficient defined as: ζ = 

2
0.5 in00inp p wρ− , 

where p0 is the local total pressure, 0inp  and 
2

0.5 inwρ  are respectively the reference pitch-
averaged relative total and dynamic pressures 
computed at the inlet mid-span plane. 

Figure 9 shows the total loss coefficient 
distribution within the blade passage, probing the 
flow fields in the vicinity of the blade leading edge, 
about mid-chord and in the region behind the blade 
(i.e. respectively about 0.25 and 0.65 and 1.2 chord 

c) 

a) 

b) 

a) b) 

c) 
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from the leading edge). In the design operating 
condition, Fig.s 9.a, 9.b and 9.c, the predicted loss 
evolutions agree with the evidences found in 
literature for low-speed rotors. At the rotor inlet, all 
rotor distributions feature loss cores mainly 
concentrated on the hub annulus walls. Moving 
toward the blade aft, the loss maps are characterized 
by loss core directly related to the development of 
primary tip vortices crossing the blade vane. As 
shown in Fig. 9.b, the improved tip concept rotor 
AC90/6/TF, owing to the vortex breakdown, is 
affected by a larger peak loss core. Nonetheless, by 
comparing the loss map on 1.2 l  plane with the 
datum rotor one, it is clearly evident that the 
improved tip rotor presents a spanwise beneficial 
loss distribution, outperforming the datum one 
within the wake and on the hub end-wall on 
pressure and suction side corners.  

 

             
 
Fig. 9 Evolution of total pressure loss coefficient 
ζ  inside the blade passage: a) datum rotor, b) 
AC90/6/TF rotor, and c) AC90/6/TFvte 

As far as the AC90/6/TFvte fan rotor is 
concerned, Fig. 9.c gives the evidence that the end-
plate design concept [21], by controlling the 
appearance of leakage vortex breakdown is able to 
reduce the high loss core at the tip, behind the rotor 
and along the blade suction side within the 
interaction region between leakage and near surface 
flows. This comparative behaviour, in agreement 
with the aerodynamic test results, could be 
considered as a consequence of the reduced 3-D 
flow re-arrangement consequent to the reduction in 
the mass leaking through the tip gap. The limited 
radial migration of near-wall surface fluid, induces 

smaller hub loss core and the contraction of 
suction/corner stall (shown by the hub corner stall 
core in Fig. 9.b and Fig. 9.c). 

5. CONCLUSIONS ON END-PLATES NOISE 
CONTROL 

Sound is a weak by-product of a subsonic 
turbulent flow, and noise generation control in fans 
is challenging because turbulence is remarkably 
inefficient as an acoustic source. The analysis of 
leakage flow was intended to provide evidences of 
the aerodynamic mechanisms realized by the end-
plate based tip concepts for passive noise control. 
To this end, the phenomenological viewpoints, 
given in Section 4, must be complemented by hints 
on the influence that end-plates exert on the rotor 
aeroacoustic by altering the turbulent flow in the tip 
region. 

The end-plates work as mixing enhancement 
devices, altering by that way the turbulence 
statistics and the time- and length-scales of noise 
generating eddies. These flow modifications 
directly impact the sound field by modifying the 
low- and high-frequency noise components. 

In this respect the effectiveness of tip end-
plates, in AC90/6/TF and AC90/6/TFvte, is first 
assessed by comparing the turbulence level iso-
surfaces in the vicinity of the tip. In Figure 10 two 
turbulence intensity levels have been taken, 
respectively TI = 0.3 and TI = 0.6. 

 
 

 
 
 
 
 
 
 
 
 
 
Fig. 10 Turbulence intensity iso-surfaces at the 
tip: a) datum rotor, b) AC90/6/TF rotor, and c) 
AC90/6/TFvte 

It is worth noting that the datum rotor features, 
Fig. 10.a, a high turbulence level core concentrated 
about the tip blade that develops over a large share 
of the chord. Concerning the vortex core path, it is 
furthermore evident that it entirely evolves within a 
conical iso-surfaces at TI = 0.3. With respect to this 
baseline, both the rotors exploiting the improved tip 
concepts share common features such as: the peak 
TI cores are located near the leading edge at the 
onset of the main leakage vortex, e.g. TLV1; 
moreover, the vortex core trajectories remain inside 
wide low turbulence volumes bounded by the TI = 
0.3 iso-surface, shifted at the periphery of vortical 
regions remarkably larger than the one detected in 
the datum rotor. 

c) 

a) b) 

0.6 

a) b) c) 

0.3 

0.6 
0.3 

0.6 
0.3 
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Furthermore, Figure 11 compares the turbulent 
viscosity (νt = cµ k2/ε, normalized by the molecular 
viscosity) distribution in vicinity of the blade tip. As 
shown in Fig. 11.b and Fig. 11.c, it is confirmed 
that the improved tip rotors handle the leakage flow 
by enhancing the turbulent diffusivity within the 
leakage vortices. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11 Normalized turbulent viscosity νt iso-
surfaces at the tip: a) datum rotor, b) AC90/6/TF 
rotor, and c) AC90/6/Tfvte (νt_2: 102 vmol; νt_1: 
5× 10 vmol) 

On the contrary in Fig. 11.a, the datum rotor 
features lower diffusivity level in correspondence 
with the TLV1 path, and reaches the peak viscosity 
level behind the blade where the vortex interacts 
with primary and secondary flows. 

As far as the broadband noise is concerned, in 
the subsonic range, it could be related to primary tip 
vortices that once formed are responsible for the 
convection of large-scale fluctuations downwind the 
trailing edge that gives rise to scattering and 
broadband noise [29]. Moreover, observations 
drawn from flow visualization experiments and 
fluid dynamic measurements complete this picture 
by indicating that also secondary flows contribute to 
the broadband noise generated by small cooling 
axial flow fans.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12 Normalized helicity Hn iso-surfaces 
behind the fan rotors: a) datum rotor, b) 
AC90/6/TF rotor, and c) AC90/6/TFvte 

Figure 12 shows the normalized helicity 
distribution behind the rotors under investigation, in 
order to compare how the wake behaviour is 
affected by the end-plates adoption.  

As a general comment it could be concluded 
that the application of the improved tip concepts 
extends its beneficial effect on the blade passage 
secondary flows. As clearly shown in Fig. 12.b and 
12.c, the helicity maps give the evidence of the 
magnitude reduction of the secondary phenomena 
related to the wake and to the hub corner vortices. 

6. SUMMARY 
We have carried out a study on the structure of 

tip leakage flow and its influence on the fluid 
dynamical behaviour in a family of axial flow fans. 
The aim of the paper has been to speculate on the 
effectiveness of improved blade tip concepts to 
control the leakage flow phenomena and rotor 
aeroacoustic signatures. Two end-plate geometries 
have been developed the first one with constant 
thickness, and the second one with a variable 
thickness distribution according to safe rotation 
number chord-wise gradient concept. 

The aerodynamic tests have shown that the 
improved tip concepts are affected by a small 
performance de-rating, but the efficiency curves 
give evidence of an improvement with increased 
peak performance and wider high efficiency plateau 
towards the rotor stall margin. The noise test, 
furthermore, demonstrated a reduction of the rotor 
aeroacoustic signature both in terms of tonal noise 
and broad-band noise. 

The investigation was based on an in-house 
developed parallel finite element Navier-Stokes 
solver. The physical interpretation of the detailed 
3D flow field predictions were discussed by means 
of streamlines, streamwise vorticity, or leakage 
flow kinetic energy and loss maps. The following 
conclusions are drawn on the basis of the found 
fluid dynamical behaviours. 

The comparison of the detected leakage vortical 
structure evolutions showed that the datum rotor 
features a multiple vortex behaviour characterized 
by a dominant leading edge vortical structure, 
highly skewed with respect to the local relative flow 
direction, and a weak tip secondary vortex in the 
vicinity of the suction surface. The presence of the 
end-plates influence the leakage flows structure at 
the leading edge by changing its orientation with 
respect to the local relative streamlines that govern 
the secondary flow advection in the rotor frame. 
Both the rotors designed with the improved tip 
geometries appear to be characterized by two 
vortical structures at the tip, respectively the trace 
of the pressure side leg of an incoming horse-shoe 
vortex like structure and the suction side trace of the 
main leakage flow. In this viewpoint the existence 
of this pressure side vortex, peculiar of the 
improved tip concepts rotor, is recognized as one of 
the factor contributing to the control of the leakage 
phenomenon promoting a vena contracta effect. By 
that way the mass leaking is un-fed close to the 
leading edge and the gained control on leakage flow 

νt_1 

νt_2 

νt_1 

νt_2 
νt_1 

νt_1 

νt_2 
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c) 
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onset turns into potentially improved aeroacoustic 
performance.  

The analysis of the leakage flow energy 
contents, indirectly related to the recognized tip 
leakage noise mechanisms, has given the evidence 
of a reduction in the rotational kinetic energy and 
turbulence level on the casing owing to the presence 
of the anti-vortex device. 

The loss coefficient distributions confirm that 
the highest loss regions were always observed in 
coincidence with the leakage vortex core with a 
nearly constant peak loss value. The comparative 
analysis of mechanical energy loss within the gap 
showed that the presence of the anti-vortex device 
at the tip leads to a reduction of mechanical energy 
loss within the gap, suggesting that the loss level 
within the tip gap is mainly controlled by the mass 
leaking. 
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ABSTRACT 
 
The treatment of wall boundary conditions in RANS computations of wall friction and heat transfer in complex 
turbulent flows has long been a major challenge. Because of the need for very fine grid clustering, integration up 
to the wall (ItW) has never appealed to industry, whereas the conventional and widely popular wall functions 
(WF) approach has been known to be inadequate in flows that significantly depart from local energy 
equilibrium.  Developments in computer power have encouraged industry to use denser grids,  but  - especially 
with automatic gridding - it is difficult to fulfil a priori the fine-grid ItW prerequisite in the whole flow domain. 
Instead, the first grid point often lies in the buffer layer (5<y+<30 in the wall attached flows), making neither 
ItW nor WF applicable. 

We propose here a  compound wall treatment (CWT), which reduces either to the ItW when the first near-
wall cell is in the viscous sublayer, or to the appropriate WF when it lies in the fully turbulent region. When the 
first grid node is in the buffer region, the boundary conditions are provided from blending the viscous and fully 
turbulent limits using exponential blending functions. This blending is based on a generalization of the 
expressions for the mean velocity and temperature profiles of Kader (1981) that approximate reasonably well 
the whole wall region of a boundary layer, including its viscous/conductive and fully turbulent wall layers. This 
makes the model insensitive to the precise positioning of the first grid point and - within reasonable limits - to 
the quality of the mesh in the near-wall region. The CWT can be applied in conjunction with any turbulence 
model that permits ItW, with  any wall functions. However, it is advisable to use a well-tuned, physically well-
justified and robust ItW model, preferably without empirical damping functions, which has been proved to 
successfully reproduce properties of a minimum set of generic flows exhibiting various non-equilibrium effects 
(strong pressure gradients, separation, impingement, and others). Here we use the robust elliptic relaxation ζ-f 
model proposed by Hanjalić et al. (2004) for the ItW. Likewise, no compound treatment will lead to success in 
computing non-equilibrium wall bounded flows with a relatively coarse grid, if the conventional wall functions 
are used. For that reasons, we also present the newly developed generalized wall functions (GWF) that account 
for non-equilibrium effects and yet preserve the simple standard form making its implementation into the 
existing CFD codes very easy and straightforward. It is noted that the GWF formulation proposed here is 
applicable to any high-Re-number model, ranging from the standard k-ε to the second-moment (Reynolds stress) 
closures. Of course, depending on the model used, the  stress components appearing in the wall functions will be 
evaluated either from the kinetic energy or from the corresponding eddy-viscosity expression, or from the 
solution of the (algebraic or differential) stress equations. 

The computations with fine and coarse meshes of a steady and pulsating flow in a plane channel, in flow 
behind a backward-facing step and in a round impinging jet using the proposed compound wall treatment 
(CWT) are all in satisfactory agreement with the available experiments and DNS data. The method is 
recommended for computations of industrial flows in complex domains where it is difficult to generate a 
computational grid that will satisfy a priori either the ItW or WF prerequisites. 
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ABSTRACT 
A novel concept for the near-wall treatment of 

LES has been proposed and applied successfully to 
channel flow with both a wall model and wall-
parallel coarsening. In that formulation, the LES 
subgrid-scale eddy-viscosity is replaced in the near-
wall region with a RANS eddy-viscosity which is 
dynamically corrected with the resolved turbulent 
stress. The RANS eddy-viscosity can either be 
precomputed using various RANS turbulence 
models or computed from RANS equations solved 
simultaneously with the LES. 

The aim of this work is to apply the proposed 
approach to separated flow in a channel with one 
wall forming a hill-shaped periodic constriction. 
The proposed near-wall treatment for LES is 
evaluated for both coarse grids with a wall stress 
model and with wall-resolved grids coarsened in 
wall-parallel directions.  

Keywords: LES, near-wall eddy-viscosity, 
separated flow, wall modeling, wall-parallel 
coarsening 

NOMENCLATURE  
u+ [-] velocity, u/uτ 
uτ [m/s] friction velocity 
y+ [-] wall distance, y uτ / ν  
p [Pa] static pressure 
ν [m2/s] kinematic viscosity 
νt

+ [-] eddy-viscosity, νt  / ν 
Cp

+         [-] pressure gradient, dp/dx (ν / uτ) 
S [1/s]  strain rate, 1/2 (∂jui+∂iuj) 
Subscripts and Superscripts 
1 wall-adjacent cells 
rms root mean square 
SGS subgrid-scale 
NW near-wall 
^ instantaneous 
− averaged 

1. INTRODUCTION 
LES resolves the large-scale structures of the 

flow while modeling the small-scale phenomena. 
This allows many of the important flow features to 
be captured without the expense of resolving the 
smaller scales, whose effects on the large scales are 
accounted for by sub-grid scale (SGS) models. 
Unfortunately, the full promise of LES has not yet 
been realized for wall-bounded flows because 
current SGS models do not properly account for the 
small, dynamically important features near a wall. 
As a consequence, these features must be resolved, 
resulting in the grid resolution scaling as Reτ

2 [1]. 
Such a scaling is almost as expensive as DNS, 
effectively limiting LES to low to moderate 
Reynolds numbers. 

In an effort to allow LES to be efficiently 
applied to high Reynolds number flows, many 
techniques have been proposed. One such technique 
involves the use of grids coarsened in the wall-
parallel direction, while leaving the wall-normal 
resolution unchanged; this reduces the compu-
tational cost for at least one order of magnitude. Not 
all turbulent scales can be resolved with such grids 
and additional modeling is required. RANS 
equations are well suited for this type of grids 
because only the mean wall-normal gradients must 
be resolved while the entire turbulence spectrum is 
modeled. A well known approach in this category is 
detached-eddy simulation (DES) which was 
designed to simulate massively separated 
aerodynamic flows, where RANS is used in the 
boundary layer and LES resolves the separated 
region [2]. However, the coupling of RANS and 
LES regions is not formulated in a satisfactory 
manner; in the pressure-driven channel this causes 
significantly overpredicted mass flow rate [3].  

Another approach to reducing the 
computational cost of LES is wall modeling [4]. 
These models are designed to be used with coarse 
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grids that do not resolve the wall-layer, allowing 
LES at a fraction of the cost when compared to 
wall-resolved grids. Traditional wall models 
provide wall stresses to the LES as boundary 
conditions; a successful application of that approach 
is not trivial, as discussed in [5]. 

The aim of this work is to apply the eddy-
viscosity based near-wall treatment for LES 
proposed in [6-8] to complex flows such as the flow 
in a channel with one wall forming a hill-shaped 
periodic constriction [9]. The near-wall treatment is 
evaluated for both coarse grids with a wall stress 
model and with wall-resolved grids coarsened in 
wall-parallel directions. 

2. NEAR-WALL FORMULATION  
We have proposed a novel concept for the near-

wall treatment of LES which has been successfully 
applied to various flows with both a wall model and 
wall-parallel coarsening. In that formulation, a 
RANS eddy-viscosity corrected dynamically using 
the resolved turbulent stress is imposed near the 
wall (while the dynamic Smagorinsky model is used 
elsewhere): 

dy
udvuRANS

t
NWSGS

t
ˆˆˆ, +=νν           (1) 

where ˆ u  and ˆ v  are the streamwise and wall-normal 
velocity components. Since vu ˆˆ  and dyud /ˆ  have 
opposite signs, the second term on the right hand 
side of (1) is negative. Thus, in the presence of 
turbulent fluctuations, the near-wall LES viscosity, 

NWSGS
t

,ν , is always less than the RANS viscosity, 
RANS
tν , with the difference being a dynamic 

correction for the resolved fluctuations. The RANS 
eddy-viscosity can either be precomputed and 
stored in a look-up table or obtained from a 
simultaneous solution of RANS turbulence model 
equations. When the latter approach is used, the 
LES provides the averaged velocity û  for the 
turbulence model equations, see [10] and [11]. 

For the wall modeling computations presented 
in this paper, the LES equations are solved with the 
wall stress boundary condition and the near-wall 
subgrid-scale eddy-viscosity, NWSGS

t
,ν , in the wall-

adjacent cells. The wall stress, 2
τρτ uw = , is 

obtained using a look-up table u+ = f y +( ) and the 
RANS eddy-viscosity is also computed from a 
similar look-up  table ν t

RANS( )+
= f y+( ). 

The LES code used in the computations is a 
second-order finite-volume method for solving the 
time-dependent three-dimensional incompressible 
Navier-Stokes equations in a generalized coordinate 
system [12]. The approach uses volume flux 
variables with the traditional time-splitting 
fractional step method. The equations are 

discretized using a staggered mesh system: the 
pressure is defined at the cell center and the volume 
flux across each face. The dynamic Smagorinsky 
model [13] is adopted as the subgrid scale model. 

3. CHANNEL FLOW  

3.1. Wall-parallel coarsening 
If the no-slip boundary conditions are to be 

used, only limited coarsening in the wall-normal 
direction can be applied and, thus, savings must be 
achieved through wall-parallel coarsening. The 
results for both the proposed near-wall treatment for 
LES dynamically coupled with the k-ω model and 
the traditional LES are presented for the 
computations of channel flow at Reτ = 950 on a grid 
with 64 x 64 x 64 cells (Figure 1). The near-wall 
region, where NWSGS

t
,ν  is applied, extends up to y / 

h = 0.05. The mean velocity is significantly 
overpredicted when the traditional LES is used on a 
grid this coarse. DES also fails for channel flow. In 
contrast, the results with the near-wall treatment 
agree much better with the DNS presented in [14]. 

 

 

Figure 1. Channel flow, Reτ = 950, wall-parallel 
coarsening, computational grid, 64 x 64 x 64 
cells. Mean (top) and rms (bottom) velocities. 
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At these Reynolds numbers, the savings in CPU 
time for wall-parallel coarsening are about one 
order of magnitude, when compared to full LES. 
This indicates that wall-parallel coarsening used 
with the proposed near-wall treatment may be a 
viable technique for performing LES at lower cost. 

3.2. Wall modeling using νt
SGS,NW 

Applying the proposed approach with a wall 
stress model to LES on coarse grids effectively 
allows the computations of high Reynolds flows at 
a fraction of a cost of a full-blown LES. Here, 

NWSGS
t

,ν  is applied only in the wall-adjacent cells. 
We have obtained results for a range of high 
Reynolds numbers on coarse grids with 32 x 33 x 
32 cells which show that the logarithmic mean 
velocity profile is consistently predicted very well 
(Figure 2).  

 

 

Figure 2. Channel flow, wall modeling for LES, 
mean velocity for various Reynolds numbers, 
computational grid, 32 x 33 x 32 cells. 

 

Figure 3. Channel flow, Reτ = 100,000, wall 
modeling for LES, rms velocities for various 
computational grids 

Even for channel flow at Reτ = 100,000, the 
finest grid used in a computations is relatively 
coarse (barely exceeding one million gridpoints, 
with 128 x 129 x 96 cells). The question that such 
computations raise is the following: What 
turbulence information is retained on grids this 
coarse? The profiles for rms velocities agree well 
with DNS results [14] at Reτ = 950 (Figure 3). In 
addition, a detailed analysis of energy spectra 
indicates that large structures qualitatively agree to 
the DNS which is at a much lower Reτ. 

4. FLOW OVER A PERIODIC HILL 
For the periodic hill, the equation (1) can still 

be applied as long as the quantities 'ˆ'ˆ vu  and 
dyud /ˆ  are defined in a local coordinate system 

aligned with the wall. In practice, ijŜ  and 'ˆ'ˆ ji uu  
are computed in the general coordinate system and 
are then expressed in the local coordinate system. 

The flow over a periodic hill [9] has been 
computed using the grids coarsened in the wall-
parallel directions as well as with a wall-stress 
model on a coarse grid. The Reynolds number 
based on the channel height H (and bulk velocity) is 
21,560 (which corresponds to 10595 if Re is based 
on the hill height h). The streamwise length of the 
channel is 9 h, and the spanwise width is equal to 
4.5 h. First, a wall-resolved LES was performed on 
a grid that contains 256 x 128 x 128 cells and the 
results were compared to similar computations 
presented in [9] where a wall-resolved grid with 4.7 
million cells was used. The location of the 
reattachment point in our computations agrees very 
well with [9]; xr = 4.75 vs. 4.72. The isosurfaces of 
instantaneous streamwise vorticity and the contours 
of the time- and spanwise-averaged eddy-viscosity, 
as well as two-dimensional streamlines are shown 
in Figures 4a and 4b, respectively. 

 

 

 

Figure 4a. Flow over a periodic hill , wall-
resolved LES, computational grid: 256 x 128 x 
128 cells, isosurfaces of instantaneous stream-
wise vorticity.  
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Figure 4b. Flow over a periodic hill, wall-
resolved LES, location of the reattachment point, 
xr = 4.75; contours of averaged eddy-viscosity 
and the corresponding streamlines. 

4.1. Wall-parallel coarsening 
Next, a grid coarsened in the wall-parallel 

directions (with 128 x 64 x 32 cells, shown in 
Figure 5) is used to assess the performance of the 
proposed approach. The near-wall formulation has 
been tested using a look-up table for RANS

tν , as well 
as the dynamic coupling with both k-ω and Spalart-
Allmaras turbulence models. The near-wall eddy-
viscosity NWSGS

t
,ν  was applied up to  y / h = 0.05, 

where h is the hill height. 
 

 

Figure 5. Wall-parallel coarsening: compu-
tational grid, 128 x 96 x 32 cells 

The prediction of the location of the 
reattachment point computed using  traditional LES, 
DES and the proposed near-wall treatment for LES 
dynamically coupled with the k-ω model is 
compared to the result from the wall-resolved LES 
in Table 1. The superiority of the near-wall 
treatment is evident. 

Table 1. Location of reattachment point, xr 
LES[9] under-resolved LES DES near-wall treatment 
4.72 3.8 4.05 4.7 

 
The corresponding contours of the time- and 

spanwise-averaged eddy-viscosity, as well as two-
dimensional streamlines are shown in Figures 6-8. 

 
 

 

Figure 6. Wall-parallel coarsening: traditional 
LES, xr = 3.8 

 

 

Figure 7. Wall-parallel coarsening: DES, xr = 
4.05 

 

 

Figure 8. Wall-parallel coarsening: near-wall 
treatment for eddy-viscosity, xr = 4.7 

A detail of the near-wall distribution of eddy-
viscosity computed on the grid containing 128 x 64 
x 32 cells is shown in Figure 9 for the traditional 
(under-resolved) LES and the computation that 
employs the proposed near-wall treatment for LES. 
The increased near-wall eddy-viscosity increases 
the momentum flux near the wall leading to a larger 
separation. 
 

 
 
 

 
 

Figure 9. Detail of the near-wall eddy-viscosity 
distribution on the grid with 128 x 64 x 32 cells 
computed using the traditional LES (top) and 
the proposed near-wall formulation (bottom). 
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Finally, the profiles of averaged streamwise 
velocity computed using the grid coarsened in the 
wall-parallel directions are compared to the results 
from the wall-resolved LES. Two profiles, 
computed at x/h = 0.0 and 4.5, are presented in 
Figure 10. Clearly, consistent with the streamlines 
plots, the near-wall treatment for the eddy-viscosity 
yields velocity profiles which are in a better 
agreement with the resolved LES, than the results 
from the under-resolved LES or DES.  

 

 

 

Figure 10. Wall-parallel coarsening, compu-
tational grid 128 x 64 x 32 cells: profiles of mean 
streamwise velocity, at x / h = 0.0 (top) and x / h 
= 4.5 (bottom). 

 

4.2. Wall modeling using νt
SGS,NW 

Here, a wall-stress model is used with the 
proposed near-wall treatment for eddy-viscosity to 
compute the flow over a periodic hill on a coarse 
grid that does not resolve the near-wall region. The 
computational grid contains 64 x 32 x 32 cells and 
is shown in Figure 11. The values of y1

+ for these 
computations are in the range of  0 <  y1

+ < 15.  
 

 

Figure 11. Wall modeling: computational grid, 
64 x 32 x 32 cells 

First, we apply the wall-stress model described 
in Section 2, formulated for zero-pressure gradient, 
to compute τw. The reattachment point is at about xr 
= 3.3; the contours of the averaged eddy-viscosity 
and streamlines are shown in Figure 12. 

The zero-pressure gradient wall–stress model 
fails to capture the pressure gradient effects. A 
significant improvement can be achieved by taking 
the pressure gradient into account when computing 
the wall stress τw. This was proposed for RANS in 
[15]; i.e  the pressure gradient is accounted for 
explicitly via: 

d
dy + 1+ ν t

+( )du+

dy+

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ =

dp+

dx + = Cp
+           (2) 

By applying the van Driest formula for eddy-
viscosity, ν t

+ , equation (2) can be integrated 
resulting in the equation for uτ: 
u+ = f0 y +( )+ fC y+, Cp

+( )                (3) 
where f0  defines the standard zero-pressure 
gradient velocity profile and fc accounts for the 
pressure gradient effects. 

In the context of LES, this formulation can be 
applied similarly to the zero-pressure gradient wall 
stress model; the instantaneous velocity ˆ u  and 
pressure gradient dypd /ˆ  from LES are used in (3) 
to compute the friction velocity uτ. The 
computations with this procedure and the proposed 
near-wall treatment for eddy-viscosity yielded a 
bigger separation with the reattachment location xr 
= 3.75. The corresponding contours of the averaged 
eddy-viscosity and streamlines are shown in Figure 
13. The isosurfaces of instantaneous streamwise 
vorticity are shown in Figure 14 to illustrate the 
unsteady nature of the flow. Note how the resolved 
structures computed on this coarse grid (64 x 32 x 
32 cells) differ from those presented in Figure 4a 
computed on a much finer, wall-resolved grid (256 
x 128 x 128 cells). 

As for the computations on grids coarsened in 
the wall-parallel directions, the profiles of averaged 
streamwise velocity computed using the wall model 
are compared to wall-resolved LES in Figure 15; 
the agreement is surprisingly good (obviously, the 
reattachment occurs to early). 
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Figure 12. Wall modeling: wall-stress model with 
the near-wall treatment for eddy-viscosity, xr = 
3.3 

 

 

Figure 13. Wall modeling: pressure-gradient 
sensitive wall-stress model with the near-wall 
treatment for eddy-viscosity, xr = 3.75 

 
 

 

Figure 14. Wall modeling: isosurfaces of 
instantaneous streamwise vorticity. 

  

5. CONCLUSIONS 
The flow problems presented in this paper show 

the ability of the proposed approach to handle 
complex geometries, flow separation, as well as 
adverse and favorable pressure gradient. The results 
for the flow over a periodic hill for the grids 
coarsened in the wall-parallel directions clearly 
show the superiority of the proposed approach over 
traditional under-resolved LES and detached eddy 
simulation (DES). It has also been observed that 
when the wall modeling approach is used, the wall 
stress model has to account properly for the 
pressure gradient effects.  

The successful application of the near-wall 
treatment for these test cases showed the feasibility 
of near-wall treatment for LES as well as the 
expected computational savings for aerospace 
flows, such as the flow over an airfoil. 

 

 

 

Figure 15. Wall modeling, computational grid 64 
x 32 x 32 cells: profiles of mean streamwise 
velocity, at x / h = 0.0 (top) and x / h = 4.5 
(bottom). 
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ABSTRACT 
The paper deals with the problems of 

boundary layer modeling in turbomachinery 
applications, where various mechanisms are present 
especially under the conditions of upstream wakes. 
The paper presents the review of recent 
achievements in interpretation of by-pass, wake 
induced and separation induced transition 
processes. It discusses the most important aspects of 
transition modeling. This review is complemented 
by physical explanation of those phenomena based 
on the recent literature data as well as on the results 
of numerical and experimental investigations.  

Keywords: transition modelling, boundary layer, 
by-pass and wake induced transition, 
turbomachinery 

1. INTRODUCTION 
Laminar-turbulent transition in boundary 

layers influences performance of many technical 
devices. The location of the onset and the 
extension of transition are of major importance 
since they determine drag and lift forces and 
heat fluxes that are crucial for an overall 
efficiency and performance of a variety of 
machinery and devices. One the most common 
examples of the machinery, where the laminar-
turbulent transition is of particular importance 
are the turbomachinery and gas and aero-engine 
turbines in particular. Despite a technical 
maturity of gas turbines the research 
optimisation and development concerning this 
technology still continues, as increasing the 
engine’s performance by a fraction of a percent 
or improving the turbine cooling in face of ever-
increasing turbine inlet temperature provides 
enormous economic benefits. Hence the 
understanding of the laminar-turbulent transition 
in gas turbine cascades plays very important role 
in their optimisation [1].  

In general there are three important 
transition regimes. The first is called natural 

transition. This transition regime can appear in 
practice only if free stream turbulence is very 
low that happens only occasionally in technical 
applications. Such a mode of transition begins 
with a weak instability  in the laminar boundary 
layer as described first by Tollmien and 
Schlichting (see Schlichting, 1979) and 
proceeds through various stages of amplified  
instability to fully turbulent flow. The linear 
stability theory plays an important role in 
research and understanding of this transition 
regime. Because of increased level of turbulent 
intensity this type of transition is not present in 
turbomachinery. 

The second mode, frequently called 
“bypass” transition after Morkovin (1969), is 
caused by interaction of the vortex structures in 
the free stream and the boundary layer and 
completely bypasses the Tollmien-Schlichting 
waves. This is a common mode of transition in 
the case of turbomachinery flows.  

The third mode, called “separated-flow” 
transition following Mayle (1991), occurs in a 
separated boundary layer and may or may not 
involve the mechanism of Tollmien-Schlichting 
waves. This mode of transition appears in the 
boundary layers with strong adverse pressure 
gradient particularly in the compressors and 
low-pressure turbines [3].  

In technical applications due to high 
turbulence level of the incoming flow especially 
under the wake impact the bypass transition is 
the dominant mode and hence its modelling is 
crucial for practice. On the other hand, the 
wakes also influence the separation behaviour of 
boundary layer and have a large effect on the 
performance of airfoils as well as turbine and 
compressor blades.  

2. WAKE INDUCED TRANSITION – THE 
EFFECT OF TURBULENCE 

As a consequence of high turbulence level of 
background flow, turbulent spots are created in 
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boundary layer as a direct result of turbulence 
fluctuations of outer stream, and this type of l-t 
transition is known as a bypass one. The viscous 
wakes present in turbomachinery flows, which 
transport additional turbulence towards the blade 
surface, trigger the turbulent spot production and 
finally shift the location of l-t transition upstream. 

According to the latest evidence [4] the bypass 
transition  is initiated by the interaction of 
freestream disturbances and this mechanism is 
usually denoted as receptivity  mechanism. Initially, 
the small scales from the freestream are prevented 
to perturb the boundary layer by the mean shear (it 
is known as sheltering mechanism). Then the low-
frequency fluctuations mainly caused by irregular 
motion of long structures with narrow spanwise 
scales (greater usually than 15-20 boundary layer 
thickness) appear inside the boundary layer and 
they were denoted by Kendall [4] as Klebanoff 
mode. In fact, the Klebanoff mode is ensemble-
averaged view of streaky structures as it was 
observed in numerous experimental works [4]. The 
streaky structures are then disturbed by small-scale 
eddies from freestream and irregularities similar to 
Kelvin-Helmholtz instability are triggered.  Finally, 
they develop into turbulent spots, which spread 

laterally and intensively propagate downstream the 
flow. As a result, spots originating from different 
locations merge to form a completely turbulent 
boundary layer. 

Growth and merging of spots are the crucial 
features of the bypass mechanism. One of the basic 
concepts was the Narasimha’s concentrated 
breakdown hypothesis, stating that spot production 
rate could be represented by Dirac delta function. 
This is due to the fact, that upstream of the start of 
transition, spots are unable to form while 
downstream of the start, the formation of spots is 
inhibited by calmed regions following spots which 
were formed earlier. Somewhat later Shulte and 
Hodson [5] proposed continuous breakdown 
concept, which is more appropriate especially for 
wake induced transition.  

Because of the high turbulence level in the 
wake, the physical mechanism of unsteady 
transition should be the same as in the case of 
bypass transition. The confirmation of this 
suggestion was given initially in the paper of Wu at 
al [6], who performed DNS analysis of the wake 
interaction with boundary layer on the flat plate. Wu 
et al [6] proved, that inlet wake disturbances inside 
the boundary layer evolved rapidly into longitudinal 
puffs during an initial receptivity phase. Small scale 
freestream vortices interacted with boundary layer 
edge (longitudinal streaks) also in this case, through 
a local Kelvin-Helmholtz instability and then 
negative streamwise fluctuations associated with the 
inflectional profiles evolved into strong forward 
eddying motions, producing young spots.  

The evidence that in the boundary layer the 
mechanism of wake induced transition is the same 
as in the case of  the bypass transition, was recently 
given by Elsner [7]. In the experiment performed 
for the turbine blade cascade disturbed by the wakes 
generated by the wheel with cylindrical bars 
rotating upstream the cascade, the existence of 
Klebanoff mode in the pre-transitional phase was 
proved. It is commonly assumed nowadays [4], that 
the Klebanoff mode is the ensemble-averaged 
signature of the longitudinal streaky structures. Fig. 
1 shows the comparison of the streamwise velocity 
fluctuation profiles in the boundary layer taken 
from Jacobs and Durbin [3] (a), from Elsner [7] for 
steady (undisturbed) case (b), and for the unsteady 
case with upstream wakes (c). It is seen that in both 
steady and unsteady cases the rms distribution has 
the same characteristic ”smooth” shape with 
maximum at y/δ ≈ 0.4, which is seen also for the 
reference data. One can also notice that the first 
appearance of turbulent spot, seen as increase of 
rms level accompanied with shift of the maximum 
towards the blade surface is observed at various 
streamwise locations in each case. For the steady 
case the increase of energy of fluctuations appears 
for streamwise non-dimensional coordinate Ss=0.67, 
while for the unsteady case it is shifted upstream  
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Fig.1 Velocity fluctuation profiles u’ versus y/δ, 
according to Jacobs, Durbin [6] (a), for steady case 
(b), for unsteady case (c) 
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i.e. it is observed for Ss=0.55. This behavior may be 
regarded as a proof of strong wake impact on the 
boundary layer development. 

3. WAKE INDUCED TRANSITION – THE 
JET EFFECT  
 As it was already mentioned heavily loaded 
blades used in modern turbine aero-engines are 
subjected to strong adverse pressure gradient. Such 
conditions together with relatively low Reynolds 
number lead to development of separation on a 
suction side of the blade and as a consequence 
increased profile losses. Presence of upstream 
wakes, transporting high energy medium, has a 
positive effect visible as a reduction of the area 
covered by separated boundary layer. 

However, as it was shown by Stiger and 
Hodson [8] the transition to turbulence in such 
geometrical configurations could not only be due to 
increased turbulence level, but also due to the 
negative jet of the wake. The jet effect results from 
the velocity deficit in the wake, which forces the 
relative movement of the fluid from the pressure 
side the suction side of the turbine blade profile. 
Close to the suction side in the front of the wake 
one may observed the acceleration of the flow 
followed by its deceleration in reference to the 
mean velocity. It was experimentally confirmed [8] 
that such a kinematic wake impact, by forcing 
inflectional velocity profiles, causes breakdown of 
the separated shear layer as a result of Kelvin-
Helmholtz instability, which then develops into 
roll-up vortices of a scale of separation bubble. The 
roll-up vortices produce high level of turbulent 
kinetic energy what leads to the transition 
development. The authors also pointed out that for 
quasi-steady flow  the mechanism could be similar, 
although in this case the roll-up vortices have much 
smaller scale. These observations were lately 
confirmed by Opoka and Hodson [9], who 
discovered additionally that higher freestream 
turbulence delayed appearance of inflexional 
velocity profiles and reduced the chance for 
forming of roll-up vortices. 

The evidence of the way how the wake 
interacts with the separation bubble and the 
description of the new transition mechanism is 
crucial for the development of transition models 
applied especially for highly decelerated boundary 
layers. 

4. TRANSITION MODELING 
The variety of  possible transition mechanisms 

in turbomachinery makes it difficult to propose the 
general strategy for numerical simulation. 
Intuitively, the best solution for modeling 
transitional boundary layer is application of Direct 
Eddy Simulation (DES) or Large Eddy Simulation 

(LES). However, in LES which unlike DNS 
resolves only dynamically important (large) scales 
the effect of unresolved small scales is modelled. 
One question that arises when applying LES to 
transition problem regards its capability to predict 
the development of shear layer and vortices whose 
scale is  close to the numerical filter [11]. A subgrid 
scale model should not dissipate the energy of the 
low level perturbations during the initial stages of 
transition, but should reproduce the energy transfer 
to the unresolved scales during the non-linear stages 
when these marginally resolved structures are 
generated. LES was already successfully used in 
simulating bypass transition on the flat plate, among 
the others by Voke and Yang [10], and Huai at al 
[11] who were able to show the pretransitional 
linear instability modes, the secondary instability Λ-
vortex structures and the streaky like structures. 
However, application of LES for modelling 
transition is still limited to the low Reynolds 
number flows as for higher Reynolds numbers the 
difference between the largest and the smallest 
eddies increases and progressively wider range of 
scales needs to be resolved by the subgrid scales 
model. The second limitation is the required 
numerical mesh and resulting high computational 
time, because approaching the wall, the scales 
diminishes their dimension so finer and finer grid is 
required.  

Hence the RANS methods and for unsteady 
calculations URANS with appropriately modelled 
transitional boundary layer remain the only 
presently applicable engineering tools to study the 
transitional flows. It means that it is worth to make 
effort to improve and look for the new RANS or 
URANS modelling approaches especially because 
of strong interest of industry. 

Application of existing low-Re turbulence 
models for laminar-turbulent transition boundary 
layer, as reviewed by Savill [12] and recently by 
Menter et al. [13] are highly empirical and require 
experimental data for the proper calibration. In 
these methods to determine the onset of transition 
usually various experimental correlations are used.  
According to Menter et al. [13] the ability of a low-
Reynolds turbulence model to predict transition 
seems to be coincidental, as the calibration of the 
damping functions is based on the viscous sublayer 
behaviour and not on transition from laminar to 
turbulent flow.  

Transition process could be described by 
intermittency parameter γ, which gives information 
about the fraction of time, when the flow is 
turbulent. That is why the coupling with 
intermittency seems to be the best way to take into 
account the physical mechanism of transitional flow 
and model transition in proper way. The estimated 
intermittency factor at the current location and in 
time (for the unsteady calculations) is usually used 
as a multiplier of the production term in the 
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turbulence model. In the pretransitional regime γ is 
set to zero, and when it attains the positive value the 
transition is initiated. 

Recently, some new methods were developed, 
from which all rely on the intermittency parameter. 
The first one is the Prescribed Unsteady 
Intermittency Model (PUIM) developed at 
Cambridge University [14] which solely relies on 
empirical correlations. PUIM calculates a distance-
time intermittency distribution as a function of 
space and time field (constant in time in the case of 
steady flow simulation). To have this information 
PUIM employs Mayle [1] and Abu-Ghannam and 
Shaw (1980) correlations for transition onset and 
also Mayle or Gostelow and Walker (1992) 
correlations for spot production rate. The spreading 
of the turbulent spots is prescribed using functions 
of the edge velocity and the pressure gradient 
parameter. For separated flow, the other Mayle 
correlation gives the spot production rate from the 
momentum-thickness Reynolds number at 
separation. The detection of the separation arises 
from the skin friction and Thwaites criterion. Such 
a solution ensures that not only attached flow 
transition onsets but also separated onsets could be 
identified. The high quality of this approach was 
confirmed among the others in T106 [14] and on 
N3-60 test cases [15]. 

Two other methods involve  transport 
equations of intermittency, the first was developed 
by Lodefier and Dick at Ghent University [16] and 
the second is a result of the work performed by 
Menter and co-authors [17]. According to the first 
approaches two dynamic equations for 
intermittency: one for near-wall intermittency γ and 
one for free-stream-intermittency ζ were proposed. 
The near wall intermittency takes into account the 
fraction of time during which the near-wall velocity 
fluctuations caused by transition have a turbulent 
character and tend to zero in the free stream region 
while on the wall attains unity. The free-stream 
factor ζ describes the intermittent behavior of the 
turbulent eddies, coming from the free stream and 
impacting into the underlying pseudo-laminar 
boundary layer. Near the wall, the eddies are 
damped and the free-stream factor goes to zero 
while in the free-stream reaches unity. For onset 
detection in case of bypass and turbulence wake 
induced transition the model employs Mayle [1] 
correlation. For quasi-steady separation transition a 
criterion proposed for such type of flows by Mayle 
[1] is applied. Additional criterion is used in case of 
wake induced transition over a separation bubble. 

This method shows to be a efficient tool for 
prediction of wake interaction with the separation 
bubble and especially for wake interaction with the 
attached flow [18].  

A different strategy is proposed by Menter at all 
[17].In this method, only local information is used 
to activate the production term in the intermittency 

equation, and the link between the correlations and 
the intermittency equation is achieved through the 
use of the vorticity Reynolds number. The proposed 
model is based on the SST turbulence model and 
two transport equations. The first one is an 
intermittency equation used to trigger the transition 
process. The second transport equation of 
momentum thickness Reynolds number Reθt was 
implemented for avoiding non-local operations 
introduced by experimental correlations. Outside 
the boundary layer the transport variable is forced 
to follow the value of Reθt given by the correlations. 
For this purpose the standard and in-house 
correlations are used for natural, bypass and 
separation induced transition. This information is 
then diffused into boundary layer with the use of 
standard diffusion term. Due to this methodology   
the strong variation of the turbulence intensity and 
pressure gradient, which are typical for 
turbomachinery can be taken into account. The 
local information used to trigger the onset of the 
transition in this model, is the vorticity Reynolds 
number Reν. This quantity depends only on density, 
viscosity, wall distance and the vorticity, so it could 
be easily computed at each grid point. It is the main 
advantage of this methodology which could be 
applied for a  parallel calculations on unstructured 
grids.  Our own experience [19] shows that this 
model, in spite of lack of physics in the proposed 
additional equation for Reθt, is able to predict 
properly the periodical evolution of the boundary 
layer under the influence of impinging wake with 
adequate quality. One should noticed however, that 
some tuning of the correlation for length of the 
transition should be done.  

All the above transition models are used in 
connection with the linear turbulence model. 
Another approach is proposed by Lardeau and 
Leshziner [20], where the intermittency based 
formulation is coupled with low-Re algebraic 
Reynolds–stress model. From this assumption it 
results that this model should return properly all the 
Reynolds-stress components, what is especially 
important for the near wall flows where strong 
turbulence anisotropy is present. The advantage of 
this modeling approach the ability to model the 
pretransitional rise of turbulence intensity, which 
was experimentally confirmed, among the others by 
Elsner at all. [15]. This ability is achieved mainly 
due to the introduction of parameters modifying 
dumping functions, which control its cross-flow and 
streamwise variations  by taking into account 
Klebanoff mode properties observed in the 
pretransitional phase of boundary layer 
development. The experimental verification of this 
methodology based mainly on ERCOFTAC data 
base shows improvement in the prediction of onset 
transition and its length [20].  
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6. CONCLUSIONS 
 The paper proves, that the accurate 

modeling of complex geometries in turbomachines 
is of primary importance. The experimental results 
discussed in the paper show the complexity of the 
process of the transition from laminar to turbulent 
state, especially under the condition of wake 
impact. It is concluded, that this process induced by 
freestream turbulence consists of the formation and 
growth of a streaky structures, followed by the 
development of secondary instabilities, formation of 
spots which coalescence into fully developed 
turbulent boundary layer. Another mechanism is 
present when wake interacts with separation bubble, 
where kinematic forcing by Kelvin-Helmholtz 
instability, induce development of roll-up vorticies.   

The paper reveals, that currently only the 
mechanisms of generation, amplification and 
convection of isolated turbulent spots could be 
modelled, while the pretransitional phase is only 
mimiced by various experimental correlations for 
transition onset. The exception is the Lardeau and 
Leshziner model which attempts to model the 
pretransitional Klebanoff mode fluctuations. 

It is also shown that currently the only feasible 
way to take into account the physical mechanism of 
transitional flow and to model transition in a proper 
way is to couple the turbulence model with 
intermittency.   

The problem, which should be also considered 
during the unsteady computations in the URANS 
framework is the proper modeling of a unsteady 
movement of the upstream wake. In this context the 
grid quality in the blade passage, the number of 
time steps per one wake period and methods of 
wake parameters prescription at the inlet to the 
computational domain,  is important. 

ACKNOWLEDGEMENTS 
 The research was supported by the Polish State 
Committee for Scientific Research under the 
research grant No. 3T10B 08426. 

REFERENCES 
[1] Mayle R., 1991, “The role of laminar-turbulent 

transition in gas turbine engines”. ASME J. of 
Turbomachinery, vol. 113, pp. 509-537 

[2] Jacobs, R.G. and Durbin, P.A., 2001, 
“Simulations of bypass transition”, J. Fluid 
Mech., Vol. 428, pp. 185-212 

[3] Howell R.J, E., Hodson H.P, Shulte V., Stiger 
R.D., Schiffer H.P., Haselbach F., Harvey 
N.W., 2002 “Boundary Layer Development in 
the BR710 and BR715 LP Turbines—The 
Implementation of High-Lift and Ultra-High-
Lift Concepts”, ASME J. of Turbomachinery, 
vol. 124, pp. 385-392 

[4] Kendall J.M., 1985, „Experimental study of 
disturbances produced in a pre-transitional 
laminar boundary layer by week free stream 
turbulence”, AIAA Paper 85-1695 

[5] Schulte V., Hodson H. (1998); Prediction of the 
becalmed region for LP turbine profile design, 
Trans. ASME, J. of Turbomachinery, vol. 120, 
pp.839-846 

[6] Wu X., Jacobs R.G., Hunt J.C.R., Durbin P.A., 
1999, ”Simulation of boundary layer transition 
induced by periodically passing wakes”, J. Fluid 
Mech., Vol. 398, pp.109-153 

[7] Elsner W., 2004, “Influence of nonstationary 
interactions on laminar-turbulent transition 
process on a turbine blade profile”, CzUT 
Publishing, Ser. Monographs, vol. 103, 
Czestochowa 

[8] Stieger R. D. and Hodson H. P. (2003), The 
transition mechanism of highly-loaded LP 
turbine blades. ASME GT-2003-38304, 
Atlanta, USA  

[9] Opoka, M.M., Hodson, H.P, 2005, “An 
Experimental Investigation on the Unsteady 
Transition Process on the High Lift T106A 
Turbine Blade”, Paper No 1277 ISABE Munich 

[10] Voke P.R., Yang Z., 1995, “Numerical Study of 
Bypass Transition”, Phys. Fluids, 7, pp.2256-
2264 

[11] Huai X., Joslin R., Piomelli U., 1997, „Large-
Eddy Simulation of Transition to Turbulence in 
Boundary Layers“, Theoret. Comput. Fluid 
Dynamics 9, pp.149-163 

[12] Savill M., New strategies in Modelling By-Pass 
Transition, Ed. Launder B.E., Sandham N. 
„Closure Strategies for Turbulent Transitional 
Flows”, Cambridge University Press, 2002 

[13] Menter F.R., Esch T., Kubacki S., 2002, 
„Transition modelling based on local 
variables“,In: W. Rodi and N. Fueyo, Eds., 
Engineering Turbulence Modeling and 
Measurements 5, pp..555-564 

[14] Vilmin, S., Savill, M.A., Hodson, H.P., Dawes, 
W.N., 2003, “Predicting Wake–Passing 
Transition In Turbomachinery Using a 
Intermittency-Conditioned Modelling 
Approach”, 33rd AIAA Fluid Dynamics 
Conference and Exhibit, Orlando, June 

[15] Elsner W., Vilmin S., Drobniak S., Piotrowski 
W., 2004, “Experimental analysis and 
prediction of wake-induced transition in 
turbomachinery”, ASME paper no. GT2004-
53757, ASME TURBO EXPO 2004, Vienna 

[16] Lodefier K. and Dick E., 2003, “Transition 
modeling with the SST turbulence model and 

74



an intermittency transport equation”, ASME 
GT-2003-38282, Atlanta, USA 

[17] Menter F.R., Langtry R.B., Likki S.R., Suzen 
Y.B., Huang P.G., Völher S., (2004), A 
correlation – based transition model using local 
variables P.I – Model formation, ASME paper 
GT2004-53452, ASME TURBO EXPO 2004, 
Vienna 

[18] Lodefier K., Dick E., Piotrowski W., Elsner W., 
2005, „Modelling of wake induced transition 
with dynamic description of intermittency”, 6th 
European Turbomachinery Conference., Paper 
No. 071_05/66, Lille 

 

[19] Piotrowski W., Elsner W., 2005, „Modeling of 
boundary layer with an Intermittency transport 
methodology, Proc. of Colloquium Fluid 
Dynamic, 2005, Praha, pp. 113-116 

[20] Lardeau S., Leshziner M., 2004, „Modelling 
bypass transition with Low-Reynolds-number 
nonlinear eddy-viscosity closure”, Flow, 
Turbulence and Combastion, 73(1); pp.49-76 

 

75



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

SMC ANALYSIS OF TURBULENT STRUCTURES IN THE TIP LEAKAGE 

OF A LINEAR COMPRESSOR CASCADE 

Domenico BORELLO1, Kemal HANJALIC2, Franco RISPOLI3 

 
1 Corresponding Author. Department of Mechanics and Aeronautics, Università di Roma ‘La Sapienza’. Via Eudossiana, 18, I-00184 
Rome, Italy. Tel.: +39-06-44585233, Fax: +39-06-4881759, E-mail: borello@dma.ing.uniroma1.it 
2 Department of Multi Scale Physics, Delft University of Technology. E-mail: hanjalic@ws.tn.tudelft.nl 
3 Department of Mechanics and Aeronautics, Università di Roma ‘La Sapienza’. E-mail: rispoli@dma.ing.uniroma1.it 

 

ABSTRACT 
An innovative analysis based on second-

moment closure (SMC), incorporating proper 
modelling of low-Re-number and wall proximity 
effects is adopted in conjunction with numerical 
model based on an in-house parallel finite element 
code for the prediction of a 3D linear compressor 
cascade flow with tip clearance.  

The strong interaction between the tip leakage 
vortex, the mainstream, the passage vortex and the 
other turbulent structures causes important portion 
of energy losses and it influences the overall 
performance of the compressors.  

A systematic comparison among predictions of 
the proposed SMC with respect to a linear eddy 
viscosity closure (standard k-ε) and experiments is 
carried out. 

In the blade passage, near the casing, the tip 
leakage flow interacts with the passage vortex 
creating complex turbulence structures (e.g. tip 
leakage vortex). 

In the tip clearance the turbulent flow is 
characterized by an high level of anisotropy induced 
by complex shear effects. Here, experiments can 
hardly reproduce the flow details between the blade 
tip and the casing due to the difficult to obtain 
accurate measurement in narrow spaces.  

The present predictions demonstrates that 
second moment closures feature a superior 
capability to reproduce all the phenomenological 
features related to tip leakage flows and can be 
considered a powerful tool for the investigation  of 
turbulent structures. 

Keywords: axial flow compressors, CFD, Second 
Moment Closures, tip gap analysis  

NOMENCLATURE 

c [mm]  blade chord  

pC  [-] static pressure coefficient  

 H [-] shape factor 

k [m2/s2] turbulent kinetic energy 

 l [m] dissipation scale lenght 

 p [Pa] pressure  

Re [-] Reynolds number  

Ui [m/s] velocity components  

i ju u  [m2/s2]  Reynolds stress tensor component 

x, y, z [m] coordinate directions 

ε  [m2/s3] dissipation 

ε  [m2/s3]  homogeneous dissipation  

ν  [m2/s ] kinematic Viscosity 
Subscripts and Superscripts 

  Reynolds averaging 

i,j,k,l  vector indices 
 

1. INTRODUCTION 
The need to increase the efficiency of the 

compressors stages requires a continuous 
advancement of the design methodologies and an 
accurate prediction of the loss phenomena in 
turbomachines. The reduction of efficiency has to 
be related to the loss mechanism originated by the 
presence of complex turbulent phenomena 
associated with flow separation and reattachment, 
tip leakage flows, streamline curvature, strong 
favourable or adverse pressure gradient, laminar-to-
turbulent transition, secondary flows [1]. The 
correct reproduction of tip leakage flows proves to 
be of  strategic importance. The prediction of tip 
vortex core size, center position, vorticity, as well 
as the details of tip gap velocity and turbulence3 
field, represents a quite severe challenge for the 
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present CFD codes in terms of modeling and 
computational capabilities. In recent years the 
availability of High Performance Computing tools 
[e.g. 2] has relaxed the numerical constraints in 
terms of run-time and computational resources 
requirements. These advances encouraged  the 
development of complex physical modeling able to 
reproduce the main phenomena in  turbomachinery 
flows [3-8] and particularly in tip leakage region [9-
15]. The choice of turbulence modeling remains a 
critical item for the prediction of turbomachinery 
efficiency. Despite the world-wide success of 
Reynolds Averaged Navier Stokes (RANS) models 
coupled with a first-order low-Reynolds eddy-
viscosity models (Low-Re EVM), featuring both 
linear and non-linear stress-strain relationship [16-
17], many drawbacks remain to be resolved, mainly 
related to the excessive diffusivity introduced in the 
solution by the eddy viscosity concept, the 
simplified approach (in linear closures) assuming an 
overlap between principal axes of rate-of-strain 
tensor and Reynolds-stress tensor and the difficult 
calibration of the empirical coefficients introduced 
in non-linear closures. With all these inconvenient 
circumstances, papers claiming satisfying results in 
predicting compressor cascade flows with EVM in 
both 2D [18, 2], and 3D  [19-20] turbulent flows 
have been recently published. 

A decisive improvement in the prediction of 
turbomachinery flows is expected by the adoption 
of second-moment closures (SMC) with 
incorporated low-Re-number and wall proximity 
effects. Despite the computational load associated 
to this approach is higher (about twice) respect to 
simpler EVMs, SMCs are able to take in account 
properly for turbulence anisotropy in the near wall 
region and vorticity distribution. Many authors (e.g. 
[21-22]) published extended analysis of several 
complex turbomachinery flows with Reynolds 
Stress Modelling. Despite some contrasting results, 
the superior capabilities of SMC in predicting 
turbomachinery flows make it possible to argue that 
industrial application of SMC in turbomachinery 
should be considered a target of the next generation 
of CFD solvers. The adoption of an accurate SMCs 
already established for different flow configurations 
has to be considered for an extensive analysis of 3D 
turbomachinery flows. Recently, Borello et al. [23] 
have successfully simulated 2D cascade flows by 
adopting Hanjalic and Jakirlic model (HJ – [24]) 
and Elliptic Blending Model - EBM [25]. As a 
result of the computations, full validation of both 
models in predicting separation-induced and 
transitional and separated flows has been obtained. 
An improved version of EBM extended the field of 
application of that model and very promising results 
in the prediction of turbulent flows subjected to the 
mechanism of by-pass transition have been obtained 
[26]. In the same time, a successful assessment of 

HJ on 3D cascade flow has been carried out [27-
28]. 

The aim of this paper is to discuss the prediction 
capabilities of the HJ model in a 3D linear 
compressor cascade with 4 mm tip-clearance in 
design conditions [11,12,29]. The HJ predictions 
have been assessed by comparisons with an 
isotropic EVM and experiments. The analysis has 
been focused on flow features in the blade passage 
with particular reference to tip leakage flow.  

2. PHYSICAL MODELLING 
The physics describing the flow field of 

incompressible turbulent flows is modeled by 
adopting a RANS approach (1-2). As a result of 
Reynolds averaging, non closed terms  requiring the 
introduction of turbulence model (Reynolds stresses 
gradients) appear in the momentum equation (box 
in (2)).  

 

0i
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∂
=

∂
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i ji i

i j j j

u uDU Up

Dt x x x x

∂∂∂= − + ν −
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 (2) 

 
Turbulent flows arising in turbomachines are 

characterized by an high level of anisotropy, 
resulting from several effects like tip leakage flows, 
presence of solid walls, rotational effects, 
streamlines curvature and pressure gradients. 
Nevertheless, a large amount of numerical 
investigation on 3D compressor cascade flows is 
based on simplified turbulence models as mixing 
length or isotropic eddy viscosity models (EVM) 
featuring both wall function and low-Reynolds 
(low-Re) treatment of solid boundaries [30-16]. In 
the framework of low-Reynolds EVM, a more 
physical route available for approximating the 
Reynolds stresses is founded on the adoption of a 
non-linear  algebraic connection between Reynolds-
stress and rate-of-strain. Nevertheless, their 
effectiveness in the solution of 3D complex flows is 
not completely assessed yet [13,19]. 

On the other hand, adoption of low-Re SMCs 
should result in improved prediction capabilities 
compared to those of EVMs. The main advantages 
of SMC could be summarized as follows: a) the 
Reynolds tensor components obtained by the 
solution of Reynolds stress transport equations are 
used to close the momentum equation, dispensing 
with the need to introduce any momentum diffusion 
hypothesis (related to turbulent viscosity) in the 
Navier-Stokes equations; b) the solution of a 
transport equation for each Reynolds stress 
component allows to evaluate directly the 
anisotropy of turbulent stress field; c) production, 
convective and viscous diffusion terms are solved in 
closed forms allowing to reduce substantially the 
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modelling uncertainties. Modelling of non-closed 
term constitutes a crucial item for obtaining credible 
representation of turbomachinery flows. Indeed, 
many SMC have been assessed in simpler 2D flows, 
but applications to complex flows of 
turbomachinery interest are scarce [21-22]. In 
recent works, Hanjalic and Jakirlic SMC [24] has 
demonstrated to be a powerful tool for the 
prediction of 2D and 3D turbomachinery flows [23, 
27, 28].  

SMC closure 
The general form of the second moment closure 

equations system in terms of Reynolds Stress 

( i ju u ) and scalar dissipation (ε ) reads: 

 

i j t
ij ij ij ij ij

Du u
P D D

Dt
ν Φ ε= + + + −  (3) 

tD
D D P

Dt
ν

ε ε ε ε
ε ε ψ= + + − +  (4) 

 
the term on the left hand side denotes the material 
derivative of the current variable, Pφ production 

( / /ij i k j k j k j kP u u U x u u U x= − ∂ ∂ − ∂ ∂ ), D ν
φ and 

tDφ molecular and turbulent diffusion respectively, 

Φij is the pressure-strain term, εφ molecular 
destruction, and ψ  is the gradient production term 

in ε  equation. The details of current 
implementation of HJ low-Reynolds number 
second-moment closure are reported on previous 
works (e.g. [23]).  

3. NUMERICAL TECHNIQUE 
The numerical solution of the RANS equations 

set and the turbulence model is based on a implicit 
stabilised FEM discretisation [31] featuring a 
consistent Petrov-Galerkin Q1-Q1 scheme to 
control the instability effects arising in the 
advective-diffusive discretised equations in 
presence of incompressible constraint [2], and 
reaction terms [30]. The linearization of the 
equations system is solved by adopting a Fixed-
Point strategy. The equations of motion and 
continuity are solved in a fully coupled fashion. The 
Reynolds stresses gradients have been directly 
implemented in the momentum equation as a source 
term. A parallel MPI scheme is employed for the 
solution of the computational domain, partitioned 
by using a block structured domain decomposer [2]. 
A Flexible-GMRes solver [32-33] is adopted for the 
solution of the fully coupled linearized equations 
system.  

In all the presented simulations the convergence 
threshold parameters are defined as: 

rtolrr <0 ;  1n n n
i i iF F F stol−− <  

where r  and 0r  are, respectively, actual 

and initial residual quadratic norms, while iF  is the 

generic unknown quantity and the superscripts refer 
to the non linear iteration. Both the prescribed 
threshold parameters rtol and stol are set to 10-4. It 
is worth to note that, in SMC simulations this 
constraint is more coercive, being relative to a 
number of equations (11 degrees of freedom - dof - 
per node) greater than EVM (6 dof per node). 

To prevent the occurrence of non-physical 
values of turbulent variables during the solution 
procedure, a lower positive bound (clipping) has 
been placed for the turbulent terms that are positive 

definite ( ,i iu u ε ).  

4. LINEAR COMPRESSOR CASCADE 
The tip leakage flow for the VUB linear 

compressor cascade has been experimentally 
analyzed and discussed by Kang and Hirsch 
[11,12,29] and numerically by the authors [28]. An 
experimental database is available on line for 
benchmarking (Kang and Lacor, [34]) .  Here we 
analyze the design configuration with a tip 
clearance equal to 2% of chord. 

The main blade design parameter are specified 
in Table 1. 

Table 1. VUB cascade profile details 

Profile Type NACA 65-1810 
Chord 200 mm 
Pitch 180 mm 

Tip-clearance size 4 mm 
Aspect Ratio 1.0 

Solidity 1.111 
Stagger angle 10° 

Blade inlet angle 32.5° 
blade outlet angle -12.5° 
Flow inlet angle 29.3° 
Mach Number < 0.1 

 
A comparison of results obtained with both the 

HJ SMC and the standard low-Re-number k-ε 
turbulence model (Launder and Sharma, [16] – in 
the following dubbed EVM) with experiments is 
carried out. The flow is incompressible and steady. 
Flow specification are obtained from experiments 
and they are briefly sketched in Table 2.  

 
Table 2. Flow specifications 

Re 300,000 
Inlet TI 3.4% 
Inlet H 1.22 mm 

Dissipation 
scale length l 

5% of chord 
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Because of the flow symmetry in spanwise 
direction, the mesh reproduces only the upper part 
of the cascade (i.e. 104 mm from casing to mid-
span). An embedded H-shape mesh is adopted 
(imposing zero values of flow variables inside the 
blade) to obtain good quality grid without distortion 
in the leading edge, trailing edge and the tip leakage 
regions. Simulations have been carried out on three 
grids with different refinements up to 1.15 M grid 
points (141x73x81, 141x81x87, 141x85x97, in 
streamwise, pitchwise and spanwise directions 
respectively) to obtain a mesh-independent solution. 
The grids feature y+ values in the first nodes row 
close to the solid boundary lower than 1.6. An 
uniform discretisation (featuring 21 points) is used 
to discretize the tip gap. Figure 1 shows the details 
of blade leading and trailing edge discretisation 
(Figures refer to intermediate grid of about 1M 
nodes). 

The inlet section is placed 40% c upstream the 
leading edge where Kang and Lacor [34] measured 
the mass-averaged air inlet angle. In the 
experiments at this location the boundary layer was 
turbulent. The outlet section is located one-chord 
length downstream the trailing edge to obtain a 
turbulent flow field in the blade to blade and wake 
region not affected by the outlet boundary 
conditions.  

Experimental data are used to obtain inflow 
boundary conditions. A non-uniform velocity 
profile, obtained by interpolating the experimental 

data, is imposed in inlet. The calculated shape factor 
in the inlet section is equal to 1.22. The turbulent 
variables are set on the basis of an anisotropic 

distribution of Reynolds stresses ,i ju u  obtained by 

the solution of a turbulent channel flow at the same 
Re number and extrapolating the values in the 
section where the shape factor is equal to 1.22. For 
the EVM simulation the k values distribution is set 
as the half-trace of Reynolds stress tensor. The inlet 
scalar dissipation (ε) is obtained by imposing the 
following relation (for SMC): 

 

( )( ) ( )23/ 2
2 /in jk l k xε = + ν ∂ ∂  (5) 

 
Neumann conditions are set for all the variables 

in the outflow boundaries. On the walls, no slip 
conditions have been used for all the variables but 

dissipation (equal to ( )2
ε = ∂ ∂ jk x ) and 

pressure. Flow periodicity is strictly imposed at the 
permeable boundaries, while symmetry is assumed 
in the mid-span section. It is worth to note that the 

EVM assumes ε  rather than ε as dissipation-like 

variable ( ( )2
2 jk / xε ε ν= − ∂ ∂ ). 

The pressure coefficient distribution Cp 

( ( ) 2/(1/ 2)p refC p p Uρ= − ) in three reference 

section (mid-span, 15% and 1.5% blade spa from 
the tip) is presented in Figure 2. 

The EVM predictions here shown refer to the 
finer and the intermediate grids. For HJ only the 
intermediate grid results are reported. The results on 
the finest grid show no appreciable difference 
respect to the intermediate one. 

At mid-span (Figure 2.a), on the pressure side, 
the experimental results show a rapid acceleration 
up to 5% of chord followed by a region featuring a 
strong adverse pressure gradient (APG) and then a 
plateau extending more than 50% of chord. This 
suggests the occurrence of laminarisation and 
successive transition of the boundary layer. 
Downstream a region featuring an moderate adverse 
pressure gradient is noticed. Along the suction side, 
an acceleration zone is present up to 15% of chord, 
followed by a pressure plateau up to 40% c. Again, 
this behavior indicates the occurrence of 
laminarisation and transition of boundary layer. 
Finally, a region of adverse pressure gradient is 
noticed. It is important to point out that at mid-span 
the measured pressure coefficient with and without 
tip clearance return similar values due to the 
marginal influence of tip-leakage flows in the 
middle of the blade [27, 29]. 

EVM results show similar features using both 
grids. On the pressure side the slight ADP (after 
transition) in the aft region of the blade is well 
reproduces only by HJ.  

X

Y
Z

 

X

Y
Z

 

Figure 1. Blade discretisation: a) leading 
edge; b) trailing edge  

a) 

b) 
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On the suction side, only HJ reproduce 
accurately the experimental results.  

At 15% span from the blade tip (Figure 2.b) 
similar features to mid-span could be noted for both 
measurements and simulations. The reduction of 
blade loading is small indicating reduced influence 
of tip leakage flow in this spanwise location. 
Moreover the EVM coarse grid predictions show 
deteriorate results in the suction side leading edge. 

Moving towards the tip at 1.5% span (Figure 
2.c), the experiments show a small blade unloading 
followed by successive reloading. This behavior 
should be related to the generation of tip-leakage 
flow and the successive rolling up of the tip-leakage 
vortex (TLV) (put in evidence by the black ellipse). 
The passage of fluid across the tip gap from 
pressure side leads to a pressure increase on the 
suction side near the leading edge. This 

circumstance causes the shift of minimum of Cp 
downstream (after 40% of chord). Also in this case 
the HJ simulations returns a clear improvements 
respect to EVM along the suction side in the APG 
zone, where the second moments closure confirms 
its good attitude in predicting the pressure growth 
moving towards the trailing edges. The 
experimental APG located at about 50% of the 
chord indicate transition. HJ returns similar 
phenomena (not noticed by EVM) but it occurs at 
25% of chord. 

Due to the grid independent results obtained on 
the intermediate grid, only these class of results is 
reported in the following.  

In Figure 3 the isolines of pitchwise velocity in 
selected sections in the blade passage are presented. 
Figure 3.a shows the experimental results of Kang 
and Lacor at Sections 3,4,7 and 10 (placed 
respectively at 12.5%, 25%, 57.5% and 90% of 
chord). Dashed lines indicate negative values and 
the isolines have a constant pitch equal to 10% of 
the bulk velocity. Unfortunately, the data regarding 
the tip region are not sufficiently detailed. 
Nevertheless, useful comparisons with EVM 
(Figure 3.b) and HJ (Figure 3.c) can be carried out. 
With reference to the Section n.7, strongly 
influenced by the TLV, it is possible to argue that 
the EVM model features an excessive diffusivity 
(related to the limits of Boussinesq hypothesis). 
Actually, under the effect of diffusivity and the 
interaction with the passage vortex (PV – put in 
evidence by the large zone with negative pitchwise 
velocity near the casing), the tip leakage flow is 
rapidly convected in the TLV remaining close to the 
blade suction side. On the other hand, HJ simulation 
features a less diffusive velocity profile extending 
the tip leakage jet along the pitch and turning the 
TLV farther from the blade in very good agreement 
with experimental results. Furthermore, the HJ 
simulation shows the presence of a region of 
negative pitchwise velocity near the casing thinner 
than the one predicted by EVM with a better 
agreement with experimental evidences (Figure 
3.a). Similar features can be noted in the section 
placed near the trailing edge (Section 10). Reverse 
flow takes place in the tip clearance very near the 
blade (see also Figure 4.c). Kang and Hirsch [29] 
noted a similar flow pattern and they supposed the 
presence of a saddle point on the blade tip near to 
the present measurement section. That saddle point 
is the main cause of a separation vortex in the tip 
moving towards the suction side and rolling up 
downstream. Again the HJ returns results in very 
good agreement with experiments. This behavior is 
confirmed in Figure 4 where the details of the tip 
leakage flow in section 10 are plotted. The presence 
of tip recirculation region is clearly predicted by the 
HJ (Figure 4.c) and not by EVM. Kang and Hirsch 
states that this is the cause of the generation of the 
tip separation vortex. Moreover, a pitchwise 
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Figure 2. Cp along the blade surface : a) mid-
span; b) 15% span from the tip; c) 1.5% 
span from the tip 

a) 

b) 
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velocity acceleration (stronger respect to EVM) is 
noticed in the tip leakage leading to a pronounced 
flow ejection on the suction side. The pitchwise 
velocity isolines confirm the capabilities of HJ in 
predicting TLV and PV. 

In order to investigate the nature of the 
turbulence in the blade to blade passage, in Figure 5 
the isolines of turbulent kinetic energy are plotted 
for EVM (Figure 5.a) and for HJ – in this case 
obtained as the semi-trace of Reynolds stress tensor 
(Figure 5.b). For ake of clarity the number and the 
limits of isolines are maintained constant for both 
models. In all the sections, the turbulence level 
induced by EVM is greater respect to HJ case, in 
particular, near the casing where the region 
featuring an high level of k (i.e. greater than 0.01) is 
thicker due to the interaction of a stronger PV with 
the main flow and on the suction surface subjected 

to a strong APG. Further it could be noted that, 
especially in HJ, the TLV core rolls into a low 
turbulent energy region.  

In Figure 6 the normal Reynolds stresses 
predicted by HJ are compared. They feature a large 
anisotropy confirming the requirement of an 
anisotropic model for the prediction of complex 3D 
flows. 

With reference to the tip leakage region, it could 
be noted that: a) in the second reference section the 
HJ simulation suggests the presence of a small 
recirculation region close the blade in proximity of 
the pressure side; b) in the last section the different 
jet length generated by the tip leakage flow leads to 
a strong difference in the turbulence levels.  

In Figure 7 the velocity distribution in the tip 
gap relative to Section 10 are reported for both 
EVM and HJ (dubbed SMC here). Three profiles 

 

 

Figure 3. Isolines of pitchwise velocity and 
streamlines in the blade passage:  
a) experiments; b) EVM; c) HJ 

 

a) 

b) 

c) 

 

Figure 4. Isolines of pitchwise velocity and 
streamlines near the trailing edge: a) 
experiments; b) EVM; c) HJ 

a) 

b) 

c) 
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have been analyzed: near the pressure side (prs), 
near the suction side (sus) and in the mid of the 
passage (mid).  

Starting from the mid passage and up to the 
suction side, HJ predicts the presence of the TSV 
recirculation (Figure 7.a). EVM simulation feature a 
too high turbulence level (Figure 7.b) and this 
circumstance avoids the occurrence of TSV. In 

Figure 7.c the uw  Reynolds Stress distribution is 
shown. 

 

5. CONCLUSIONS 
The present paper is focused on the 

computational analysis of three-dimensional flow 
features arising inside a linear 3D compressor 
cascade with 4 mm tip clearance and in design 
conditions.  

A parallel finite element code featuring 
advanced turbulence (up to Second Moment 
Closure) and numerical models is used for 
numerical simulations.  

Comparisons with available experimental 
results have shown that a clear improvement in the 
prediction of complex turbulent phenomenology is 
obtained when an appropriate SMC closure has 
been adopted respect to a standard Eddy Viscosity 
Model approach.  

In particular, the improved SMC solution  is: 

a) not affected by turbulent diffusivity; 
b) sensitive to turbulent anisotropy; 
c) able to reproduce accurately the flow field 

in the blade passage; 
d) appropriate to predict the velocity and 

turbulence inside the tip clearance. 
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ABSTRACT 
Development of tailored software tools based 

on coupling of CFD with optimization is presented 
in this paper. Industrial applications are in 
papermaking dealing with fluid dynamics at the 
wet-end of a paper machine where the paper web is 
formed. The tools are developed for optimal shape 
design and optimal control problems. Different 
level of complexity of CFD modelling as well as a 
dimension reduction technique are also considered 
in this paper. The reduced CFD model is validated 
with a complete model. Furthermore, multiobjective 
optimization and multiphysical modelling are 
introduced as they are a basis for decision support 
systems of large industrial systems in near future. 

Keywords: CFD, modelling, model reduction, 
multiobjective optimization, papermaking 

NOMENCLATURE 
( )mC  [-] depth-averaging coefficient 

D  [m] depth of the slice channel 
p  [Pa] static pressure in 3D 
P  [Pa] depth-averaged static pressure 
U  [m/s] velocity vector in 3D 

V  [m/s] depth-averaged velocity vector 
ε  [1/s] strain tensor 
ρ  [kg/m3] density 
µ  [Pa·s] dynamic viscosity 

1. INTRODUCTION 
Optimal shape design is the most well-known 

example of model-based optimization in which the 
model is described as a system of partial differential 
equations. Optimal shape design is a kind of an 
inverse problem, that is, the shape of a domain is 
not known a-priori. Instead, it is searched such that 

a cost function is minimized (or maximized), and a 
state equation and possible constraints are fulfilled. 
The cost function, also known as objective function, 
measures quality of the shape. Typically it is 
formulated such that its minimum (or maximum) 
value corresponds to the best possible shape called 
as an optimal shape. The state equation is a model 
describing physical phenomenon to be studied, the 
Navier-Stokes equations, for example. The 
constraints takes care that the optimal shape is 
reasonable. For instance, they give limits to total 
material usage in solid mechanical problems, 
minimum and maximum material thicknesses and 
so on. Optimal control is a special case of shape 
optimization. Instead of the shape of a domain, 
boundary data, for example, is now a-priori 
unknown. A typical optimal control problem related 
to Computational Fluid Dynamics (CFD) is 
searching of an optimal velocity profile at an inlet 
or optimal heat flux through a wall. 

Optimal shape design is said to be started from 
Hadamard in 1910 [1] who first gave a formula for 
a partial differential equation in order to evaluate 
the change due to a boundary modification of the 
domain. First engineering applications were in solid 
mechanics. It emerged to CFD through potential 
flows, Euler equations, and finally to viscous 
Navier-Stokes equations including turbulence 
models. For further information, see [2-4] and 
bibliographical studies therein.  

In traditional optimal shape design or optimal 
control problems there are only one objective (cost 
function) to be optimized. However, every-day 
engineering problems typically involve several 
conflicting objectives that should simultaneously be 
achieved. A single objective function can be 
derived from multiple ones, as a weighted sum, for 
example, but then practical relevance of cost 
function values may be lost. Instead, it is more 
reasonable to handle multiple objectives as they 
naturally arise from engineering problems and by 
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using methods of multiobjective optimization [5, 6]. 
Importance of multiobjective optimization will even 
be more emphasized when dealing with large 
industrial processes taking into account consecutive 
unit-processes, raw material, energy consumption, 
as well as end-product quality and price, each of 
them having their own objectives. Applications of 
multiobjective optimization are not necessary only 
in engineering problems, but they are getting 
important role also in decision support systems in 
future.  
 

 

Figure 1. Compromise between accuracy and 
extent of CFD when coupled with optimization. 

Computing capacity is always limited and it 
leads to compromises between accuracy, scope and 
computing time as illustrated in Figure 1. Naturally 
there are needs for detailed small-scale modelling 
like DNS (Direct Numerical Simulation) which 
requires high performance computing even without 
any optimization. The detailed models cannot be 
coupled with optimization if total cpu-time is kept 
reasonable. When a new product is designed, 
relatively long cpu-time, days or even weeks, can 
be accepted. Therefore, optimal shape design can be 
used based on a complex CFD model. But, when a 
fast response, seconds or minutes, is demanded, one 
cost function evaluation has to be done extremely 
quickly. It is possible only by using reduced CFD 
models. Furthermore, when the scope extends to a 
large system consisting of numerous unit-process 
models, coupled with multiobjective optimization, 
models need to be reduced even more. This is the 
case when modelling the whole papermaking 
process. Evidently, CFD and different CFD-based 
optimization applications have different demands 
for accuracy, complexity and cpu-time.  

CFD-based optimization tools developed for 
paper industry are discussed in this paper. 
Applications vary from optimal shape design 
(Chapter 2) and optimal control (Chapter 3) of a so-
called headbox to multiobjective optimization 
(Chapter 4) and decision support systems (Chapter 
5) designed for the whole paper machine, all having 
basis in reduced CFD models. Validation of one 
such model, the depth-averaged Navier-Stokes 

equations, in a contracting channel is also studied in 
this paper. 

2. OPTIMAL SHAPE DESIGN OF THE 
TAPERED HEADER 

A traditional designing problem in a paper 
machine headbox is the tapering of a header such 
that the outlet flow rate distribution is even across 
the full width of a paper machine [7-9]. The header 
is the first flow passage in the headbox (see Figure 
2). Fibre-water mixture coming from a pump is 
turned 90 degrees into the machine direction and 
distributed in the header as illustrated in Figure 3. 
For example, an uneven flow rate distribution may 
cause an uneven basis weight profile in the 
produced paper web. Non-optimal header is also 
one potential source for cross-directional flows 
inside the headbox which in turn, causes misaligned 
fibres in the paper as fibres approximately follow 
the velocity vectors at the outlet jet of the headbox. 
Optimization is utilized to minimize these 
disturbances. 

 

Figure 2. Paper machine headbox. 

 

Figure 3. Cross-directional flows inside a 
headbox due to uneven flow distribution coming 
from the tapered header.  

Designing of the tapered header has been 
formulated as an optimal shape design problem. A 
cost function describes how even the flow rate 
distribution after the header is (or should be), and 
design variables define location of the back wall of 
the header. The first numerical experiments of the 
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header optimization were reported in early 1990’s 
[10, 11]. 

Modelling of the headbox flows includes some 
special features. First, the tube bundles (see Figures 
2 and 3) consist of hundreds of small tubes. They 
cannot be included in detail in CFD but are taken 
into account as an effective porous medium. A 
three-dimensional (3D) CFD model would also be 
too time-consuming in optimization. That is why 
specific two-dimensional (2D) models have been 
developed for the headbox applications [12]. The 
header model is derived from a 3D, incompressible, 
k-ε turbulence model by averaging them in the 
vertical direction resulting in a non-standard 2D 
flow model. Similar approach has also been studied 
in [13] for open-channel problems.  

In addition to model reductions, optimization 
methods have also remarkable influence on 
computing efficiency. In general, gradient-based 
methods have proven to be more efficient than 
gradient-free methods for the optimization problems 
introduced in this paper. The most critical step in 
gradient-based optimization algorithms is the 
evaluation of the cost function gradient. Finite 
difference approximation is easy to obtain even for 
complex models, but on the other hand, it is 
inefficient. The so-called adjoint state technique has 
also been studied for the tapered header [14] but 
only for laminar or algebraic turbulence models. 
Evaluation of the cost function gradient can be 
avoided by using genetic algorithms [15, 16], but at 
least in papermaking applications, gradient-based 
methods are much faster than genetic algorithms, 
even when the gradient is approximated by finite 
differences.  

The designing software tool for optimization of 
the tapered header was taken into use in industry in 
1995. Designing procedure takes place only once a 
week. Therefore, several hours cpu-time is 
accepted, and it is justified to utilize a two-equation 
turbulence model together with finite difference 
approximation of the cost function gradient instead 
of a fast solver based on an algebraic turbulence 
model and the adjoint state technique.  

 

Figure 4. Initial and optimized back wall of the 
tapered header.  

Optimal shape design of the header has been 
utilized in design process for a decade in industry 
[17]. One example of the initial and optimized 
shape of the header and resulting outflow velocity 
profiles are illustrated in Figures 4 and 5, 
respectively. As seen, the optimized velocity profile 

is very even across the width of a machine except 
some minor boundary layer effects at the edges. 

 

Figure 5. Initial and optimized flow rate 
distribution of the header. 

In design processes relatively complex and 
computationally expensive models can be coupled 
with optimization, as shown in this example. In the 
header optimization tool, a 2D turbulence model 
has been used, but when faster response times are 
required, more reduced models are needed. This 
kind of example for a control problem is presented 
in the next chapter. 

 

3. OPTIMAL CONTROL OF THE SLICE 
CHANNEL FLOWS AND RESULTING 
FIBRE ORIENTATION ANGLES 

3.1. On Modelling Fibre Orientation  
Modelling of fibre suspension flows includes 

plenty of challenges. Wood fibres are non-spherical 
particles with length-to-diameter aspect ratio 
typically in order of 100. Having approximately the 
same density as water, they tend to align with the 
velocity direction, but due to their flexibility they 
also form accumulations called as fibre flocs. 
Moreover, fibres interact with the carrying phase 
and turbulence as well. Thus, we are facing 
contradictory modelling challenges: the CFD model 
should be as simple as possible when coupled with 
optimization meanwhile even the complete 3D 
turbulence model is not accurate enough to predict 
all detailed fluid flow phenomena occurring in the 
headbox. Therefore, the basic phenomena affecting 
fibre orientation need to be studied by developing 
elaborated fluid flow models, and thereafter, 
separate reduced models are used in optimization. 

In the designing case of the header (Chapter 2), 
several hours cpu-time was accepted. But, when 
developing tools for engineers having an 
assignment to go round the paper mills and 
optimize the papermaking process, a much faster 
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CFD-based optimization tool is desired. To fulfil 
these demands a simulator called HOCS Fibre has 
been developed (HOCS=Headbox Optimization 
Control Simulator). It solves an optimal control 
problem in order of a minute. Efficiency is obtained 
by a reduced CFD model, that is, a laminar depth-
averaged Navier-Stokes equations, and by using 
adjoint state technique in a gradient-based 
optimization algorithm. Yet, simplifying the flow 
field simulation is not enough, but we need to 
reduce also the fibre orientation model. 

Fibre orientation angle is not just a scalar 
depending on the fluid velocity. To be precise, in 
any location (or, in a small volume) there are plenty 
of fibres oriented more or less randomly in different 
directions, hence forming a distribution of fibre 
orientation angles. Modelling of the fibre 
orientation probability distribution (FOPD) leads to 
a four-dimensional equation for a 3D geometry, and 
to a three-dimensional equation for a 2D geometry. 
The detailed modelling of FOPD in the headbox 
and its free jet is considered in [18]. However, when 
aiming to optimize the fibre orientation profile over 
the width of a real paper machine, there are 
significant model reductions to be done. 
Consequently, the fibre orientation is considered 
simply as a misalignment angle with respect to the 
machine direction (MD), having a profile in the 
cross-machine direction (CD). On the other words, 
in HOCS Fibre simulator only the expected value of 
the FOPD model is considered in each CD position. 
It is also assumed that the orientation angle is fully 
determined by the velocity components in MD and 
CD. 

3.2. HOCS Fibre – A Trouble Shooting 
Tool  

The last component in the headbox is the slice 
channel (see Figures 2 and 3). The channel outflow 
is controlled by the height of the outlet boundary, 
called as a slice opening. 

Basically, HOCS Fibre [19] makes two CFD-
model based optimizations: Step 1 solves a 
diagnostics problem in order to find out what 
defects in the headbox cause the fibre orientation 
misalignment. Hence, the measured orientation 
angle profile determines the cost function, and the 
inlet flow speed is used as the control variable. 
After that, Step 2 searches for an optimal control for 
the slice opening profile to obtain an even fibre 
orientation angle, that is, the angles equal to zero. 
When the optimal slice opening profile is found, it 
can be fed to actual slice opening control system of 
the paper machine. 

 

Figure 6. Measured, estimated (step 1) and 
optimized (step 2) fibre orientation profiles. 

Nowadays, HOCS Fibre simulator is installed 
on a paper making engineer's laptop and, hence, the 
necessary control corrections can be calculated and 
made at a paper mill. Despite of the model 
reductions done HOCS Fibre has confirmed its 
accuracy; typically for the first paper machine start-
up, only one slice opening tuning proposed by the 
software is needed. HOCS Fibre has been 
successfully used at tens of paper mills and one 
example of a real trouble shooting case is given in 
Figure 6. As seen in the figure, the fibre orientation 
angle is much better after optimization than the 
original one measured at a mill. The original fibre 
orientation profile may cause problems in printing 
machines but the optimized one fulfils all the 
market demands. 

3.3. Depth-averaged Navier-Stokes 
Equations 

To be able to optimize the fibre orientation in 
trouble shooting purposes, some model 
simplifications have to be done. First of all, the 
fibre orientation probability distribution (FOPD) 
model cannot be used. Instead, expect value of the 
FOPD is assumed to be determined by mean 
velocity field. Furthermore, instead of using the 3D 
geometry of the headbox slice channel, the depth-
averaged Navier-Stokes equations are used. They 
are introduced next.  

Let the velocity vector ( wvu ,,=U )  and the 
static pressure p be a solution of the 3D Navier-
Stokes equations. The depth-averaged pressure P  
and the velocity components U and V are defined as 
averaged values in the vertical direction over the 
depth of the slice channel as follows 
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where  is the depth of the slice channel 
depending on a position . Then, by integrating 
the 3D continuity equation over the depth and by 
using the definitions (1), the following depth-
averaged continuity equation is obtained 

( zxD ,= )
)( zx,

 
( ) ,0=⋅∇ VD  (2) 

 
where ( VU ,=V )  is the reduced 2D velocity 
vector. The depth-averaged momentum equation is 
derived similarly, and it is 

 
( ) ( )( ) ( ) ( )

( ) ,0214     

2/1

=∇+⎥⎦
⎤

⎢⎣
⎡ ++

∇⋅+⋅∇−

PV

VVV

Dm

DmCDD

µ

ρεµ
 (3) 

 
where 

     
( ) ( ) ( ) ,2    ,12/22 ≥++= mmmmC  (4) 
 

is a coefficient associated with the velocity profile 
in the depth direction. For example, 2=m  
corresponds to a parabolic velocity profile, and 

 to a turbulent plug flow profile. See also 
[13] for depth-averaging of the k-ε turbulence 
model. 

7=m

3.4. Validation of the Depth-averaged 
Navier-Stokes Equations 

The reduced model, that is, the depth-averaged 
Navier-Stokes equations, has been validated by 
comparing the results to a complete CFD model 
which includes the headbox slice channel and its 
free jet in 3D. The coordinate frame of the model is 
described with the sketch in Figure 7. The x-axis 
follows the main flow direction meanwhile the z-
axis lies at the span-wise direction. The utilised 3D 
CFD model has been validated with wind tunnel 
experiments [20]. 

 

 

Figure 7. The coordinate frame of the full 3D 
model. 

The fibre orientation angle profile is mostly 
determined by the cross directional (CD) velocity 
component, because variations in the machine 
directional (MD) velocity are only order of one per 
mille. Thus, the CD velocity component is the most 
important in the validation. The CD velocity 
profiles at the slice opening for the step 1 are 
presented in Figure 8. That is the diagnostics step 
determining flow rate profiles inside the headbox 
which causes the measured fibre orientation profile. 
The prediction given by HOCS Fibre agrees well 
with the result calculated with the whole 3D model 
even though the reduced model does not take into 
account the effect of the jet. 

 
 
Figure 8. Comparison of CD velocity for the 
diagnostics (step 1) between HOCS Fibre and the 
three-dimensional CFD model 

 
After the diagnostics step, the fibre orientation 

is optimized. The CD profiles obtained from step 2 
are presented in Figure 9. As can be noticed, the 
difference between the reduced model and the full 
one is now slightly bigger than in step 1, but both 
the models predict very small CD velocities 
resulting in optimal fibre orientation angle profile.  
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Figure 9. Comparison of CD velocity for the 
optimal control (step 2) between HOCS Fibre 
and the three-dimensional CFD model. 

 
The validation shows that the depth-averaged 

equations are accurate enough for industrial fibre 
orientation trouble-shooting problems. The reduced 
2D model is solved by using a stabilized, upwinding 
Petrov-Galerkin finite element method [21, 22]. 
One CFD solution takes only a few seconds on a 
lap-top computer for a typical finite-element mesh 
consisting of 5,000 elements. The cpu-time is only 
1/1000 compared to the full 3D model (2-3 million 
elements, turbulence model and free jet).  HOCS 
Fibre can even perform the both optimization steps, 
that is, the diagnostics and optimal control steps, in 
couple of minutes. If the full 3D model had been 
coupled with optimization by using finite difference 
approximation for the cost function gradient, it 
would lead to days or weeks computing times, 
which is unreasonable. As illustrated in Figure 1, 
compromises need to be done and CFD models 
need to be reduced when developing tools for 
controlling purposes. 

4. MULTIOBJECTIVE OPTIMIZATION OF 
PAPERMAKING LINE

When the scope of the optimization problem is 
extended or more than one unit-process is needed to 
be optimized together, the elaborateness and the 
accuracy of the CFD models have to be remarkably 
reduced. One might even need to replace the CFD 
model with a statistical or stochastic one in order to 
decrease the cpu-time used. Moreover, when 
handling multiphysical or multidisciplinary 
problems, more efficient and intelligent 
optimization procedures are needed. Like presented 
in the previous chapters, the unit-processes of the 
paper machine have been individually modelled and 
optimized for more than ten years, but there is an 
increasing demand to be able to handle larger 
ensembles, even the whole papermaking process. 
This is a real challenge, because the paper machine 
consists of a number of consecutive sub-ensembles, 

where the output of one unit-process is an input for 
the following unit-process. Figure 10 shows an 
example of a paper machine construction, where the 
process starts from the headbox, then continues 
from right to left and ends-up as a ready paper on 
the roll. 

 

Figure 10. Layout of a paper machine. Courtesy 
of Metso Paper, Inc. 

 
In papermaking process there are always 

several requirements for the end product that should 
be simultaneously achieved. These targets are often 
conflicting; for example, by accelerating the 
machine speed in order to increase production 
amount, probability of web breaks may increase 
resulting in more downtime, which in turn, 
decreases the production amount. Better runnability 
could be obtained by making stronger paper from 
more expensive raw material, but it affects 
economy. Therefore, numerous criteria need to be 
taken into account simultaneously. 

Although accurate simulation of the whole 
paper machine is still far in the future, a 
multiobjective optimisation tool, called virtual 
papermaking line, has been developed [23, 24]. It 
combines dissimilar unit-process models from 
different disciplines, for example, mathematical 
formulas ranging from simple algebraic equations 
to CFD models. It also includes models for moisture 
and heat transfer, and for paper quality properties. 
Simplifications of computationally expensive 
models are used for water removal, for instance. 
That is, an accurate multi-phase flow model of the 
dewatering phenomena is replaced with a statistical 
model based on data produced by the accurate 
model. The last mentioned models are useful 
especially in optimization when tens, hundreds or 
even thousands simulation model evaluations are 
needed.  

The following example in Figure 11 illustrates 
advantages of multiobjective optimization 
compared to trial-and-error simulations. It also 
shows a conflict between two paper quality 
properties, formation and tensile strength ratio. 
Formation is a small scale weight variation and 
tensile strength ratio is the machine-directional 
tensile strength divided by the cross-directional one. 
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Both of them are to be minimized in this example. 
By doing trial-and-error simulations, a bunch of 
solutions are obtained. But, by letting a 
multiobjective optimization routine to search the 
control variable values, much better solutions are 
found as they are located in the left-bottom corner 
of the graph. The clear advantage of optimization is 
that all the solutions it founds are so-called Pareto-
optimal, mathematically best possible compromises.  

 

Figure 11. Simulated and optimized conflicting 
paper quality properties. 

A more complicated example of four 
papermaking targets is studied next. Table 1 shows 
the desired values and six optimal compromise 
solutions calculated with the virtual papermaking 
line. When comparing the values, it can be seen that 
the chosen targets are conflicting, and hence cannot 
be reached simultaneously. For example, strength 
and weight are the best in Compromise 2, but 
formation is better in Compromise 4.  

Table 1. Six optimal compromise solutions. 

Target
Tensile 

strenght 
ratio (-)

Formation 
(g/m2)

Basis 
weight 
(g/m2)

Dry solids 
content 

(%)

Desired 
value 3.00 0.30...0.35 54.00 92.00

Compr.1 2.80 0.43 54.03 92.48
Compr.2 3.00 0.40 54.00 92.14
Compr.3 2.34 0.39 54.33 92.30
Compr.4 4.91 0.35 54.35 92.27
Compr.5 3.90 0.38 53.74 92.27
Compr.6 3.38 0.41 53.92 92.12  
 

Handling even a few conflicting targets at the 
same time is too complex for human mind and 
therefore multiobjective optimization routines are 
needed. Furthermore, the papermaking process can 
be controlled as a whole and relationships between 
the targets can be seen more clearly. 

5. TOWARDS DECISION-SUPPORT 
SYSTEMS 

The virtual papermaking line integrates 
mathematical modeling with multiobjective 
optimization, thus giving a basis for a development 
of an intelligent decision-support system [24]. By 
means of such a system, a paper making expert can 
take into account not only the separate requirements 
of the produced paper but all the related aspects 
beginning from choice of raw materials and control 
of wood fibre preprocessing till market situation 
and customer demands – all the facts affecting 
decision making in real life. 

A decision-making tool is required to be 
flexible for different types of usage and for users 
varying from research and development engineers 
till managers of a paper mill. Moreover, the system 
must include interactive interfaces to automation 
and control softwares as well as direct connections 
to on-line measurements. This trend of development 
sets new challenges to modelling and optimization. 
At its best the decision support system is able to 
provide new knowledge on physical and 
economical mechanisms affecting papermaking and 
finally lead to remarkable financial benefits. 

6. CONCLUSIONS 
Depending on requirements of the software tool 

to be developed, choice of appropriate modelling 
approach is essential. It means making 
compromises between accuracy and extent of CFD, 
especially when coupled with optimization. In 
phenomenological research the road leads towards 
more detailed and accurate modelling, like DNS, 
but when aiming to control larger ensembles, there 
is a need for decision-support systems. 

In this paper some examples of coupling 
optimization with CFD have been presented. They 
are chosen to represent different categories of 
modelling extent and accuracy. Decision-support 
systems are coming in near future, but optimal 
shape design and optimal control are possible today, 
and in fact, in every-day use in industry. The 
examples presented here all are from paper 
industry. Nevertheless, independently of industrial 
sector (car or aeroplane industries, for example) 
CFD-related optimization problems face 
everywhere same challenges. As a matter a fact, 
industrial application in question is described by a 
state equation, that is, the CFD model. All the other 
aspects are common including optimization 
methods, needs for model reductions, and handling 
multiple criteria. 
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ABSTRACT 
In this article we present our approach for the 

multi-objective shape optimization  of heat ex-
changer modules. The first problem, of fundamental 
nature, describes a procedure for the geometric 
parameterization and multi-objective shape optimi-
zation of two-dimensional periodic wavy channels.  
The geometry of the channel is parameterized either 
by means of linear-piecewise profiles, or by nonuni-
form rational B-splines. The second case, of indus-
trial interest, illustrates the development of an 
automatic method for the design of small gas tur-
bine recuperators. For both problems the two objec-
tives considered are the maximization of heat 
transfer rate and the minimization of friction factor, 
with the additional objective of minimization of 
heat transfer surface for the recuperator module. 
Since there is no single optimum to be found, we 
use a multi-objective genetic algorithm and the so-
called Pareto dominance concept, both readily 
available in the modeFRONTIER optimization 
package. The results obtained are very encouraging, 
and the procedure described can be applied, in prin-
ciple, to even more complex problems. 

Keywords:  CFD, MDO, genetic algorithm, heat 
exchanger, recuperator. 

NOMENCLATURE 
a [m]  plate corrugation amplitude  
A [m2]  module heat exchange area 
b [m]  channel height  
cp [J/(kg K)] specific heat  
f [-]  friction factor,  

f = β 2 b / (2 ρ u2) 
h [m]  height of 2D protuberance 
H [m]  module length and   
   2D channel height 
L [m]  wavelength of the corrugation 

   and 2D channel length 
n [-]  unit vector normal to a surface 

Nu [-]  Nusselt number Nu = h 2 b/λ 
p [Pa]  pressure  
Pr [-]  Prandtl number Pr = cp µ/λ 
Re [-]  Reynolds number 

Re = µρ /)2( bu  
S [m2]  surface 
T [K]  temperature  
u [m/s]  velocity in flow direction   
U [W/( m2 K)] global heat transfer coefficient  
W [m/s]  velocity vector 
x,y,z [m]  Cartesian coordinates  
β [Pa/m]  overall pressure gradient in 

the flow direction  
γ [K/m]  temperature gradient in the 

flow direction  
φ  [W]  heat flux 
θ [°]  corrugation angle 
λ [W/(m K)] thermal conductivity  
µ [kg/( m s)] dynamic viscosity  
ρ [kg/m3] density 
φ [°]  inclination angle for the 2D 
   linear-piecewise channel 
 
Subscripts and Superscripts 
b bulk 
c cold 
h hot 
i inlet 
o outlet 
w wall 
~ periodic component 

1. INTRODUCTION 
The standard approach, when solving thermo 

fluids problems numerically, is to prescribe the ge-
ometry, boundary conditions, and thermophysical 
properties, and solve the governing equations for 
velocity, pressure, temperature, turbulent kinetic 
energy, etc. Problems of this type are referred to 
here as analysis problems. In design practice, the 
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engineer usually tries different geometries, chooses 
other materials with different properties, etc., until 
satisfactory performance is obtained. Such cut-and-
try method relies on the experience and skill of the 
designer to obtain any improvement, and optimal 
performance is rarely achieved. This simple ap-
proach, however, becomes impractical when the 
number of design variables is large, when there is 
more than one objective, and there are several con-
straints to be satisfied. Therefore it is mandatory in 
such cases to adopt an optimization strategy. How-
ever, the integration of numerical optimization 
techniques as part of the design process is still not 
very common today, particularly in the heat transfer  
community. With reference to shape optimization, a 
basic requirement, in order to proceed in a system-
atic way, is to define the shape of the system to be 
optimized in terms of (known) functions and (un-
known) parameters. This task is typically accom-
plished by means of a parametric computer-aided 
design (CAD) system, and by making use of an op-
timization procedure, automatic variations of the  
parameters associated with the geometric model 
lead to the creation of a variety of feasible shapes, 
which are then subjected to numerical analysis.  

The aim of this article is to describe a general 
strategy for automatic, multi-objective shape opti-
mization of heat exchangers modules. This repre-
sent a truly multi-objective optimization problem, 
since it is desired, from a design point of view, to 
maximize the heat transfer rate, in order to, for ex-
ample, reduce the volume of the equipment, and to 
minimize the friction losses, which are proportional 
to the pumping power required. These two goals are 
clearly conflicting, and therefore there is no a single 
optimum to be found. For this reason we use a 
MOGA (Multi-Objective Genetic Algorithm), and 
the so-called Pareto dominance, which allows us to 
obtain a design set rather than a single design. 

The optimization of two-dimensional wavy 
channels is obtained by means of an unstructured 
finite-element (FE) solver, for a fluid of Prandtl 
number Pr= 0.7, representative of air, assuming 
fully developed velocity and temperature fields, and 
steady laminar conditions. The geometry of the 
channels is parameterized by means of NURBS 
(Non-Uniform Rational B-Splines), and their con-
trol points represent the design variables. An alter-
native, and simpler, geometry is described by means 
of piecewise-linear profiles.  

A similar strategy has been adopted for the 
multi-objective optimization of the periodic module 
of Cross-Corrugated (CC hereafter) compact recu-
perator. However, in this case, several widespread 
industrial codes are linked sequentially to obtain an 
automatic procedure for the recuperator design and 
optimization.  The utilized software tools are 
CATIA for the geometric parameterization, ANSYS 
ICEM-CFD for the grid generation, and ANSYS-
CFX for pre-processing, solution and post-

processing. The present research has the aim to pro-
pose an advanced calculation methodology of the 
thermo-fluid-dynamical aspects of a recuperator de-
sign. Such a methodology correlates all the phases 
throughout the design process, i.e. the different me-
chanical, thermal and fluid dynamical aspects, ac-
cording to the concept of Multi Disciplinary 
Optimization (MDO). The final objective is to find 
optimum configurations for high effectiveness and 
high compactness recuperators. 

The optimization procedure described is robust 
and efficient, and the results obtained are very 
encouraging. There are no fundamental reasons, 
apart from computational costs and modelling 
accuracy issues, which prevent the application of 
the methodology to more complex geometries, and 
more complex physics, such as, for example, 
unsteady or turbulent flow regimes.  

 
2. PROBLEM STATEMENT 
The problems considered in this paper are: I - 

the multi-objective shape optimization of two-
dimensional convective wavy channels; II – the 
multi-objective optimization of cross-corrugated 
channels. The study is limited to a single module at 
fully developed flow and heat transfer conditions. 
In this case, channels of periodic cross section form 
can be considered periodic in the flow and thermal 
fields, as well. Therefore the computational domain 
of interest becomes a single periodic module of the 
entire geometry, as depicted in figure 1 for the two-
dimensional channel. 

Figure 1. Repeating module of the two-
dimensional wavy channel. 

For the case of the cross-corrugated (CC here-
after) heat exchanger, the repeating module consid-
ered is depicted in figure 2, and it can be noticed 
that, differently than other authors, both hot and 
cold fluids are included [1, 2]. 

 

95



 

Figure 2. Computational domain for the Cross-
Corrugated heat exchanger. 

 
We have limited the study to the steady, lami-

nar flow regime, which is found in many practical 
circumstances. The Reynolds number chosen for the 
simulation is Re = 200  for both two-dimensional 
channel and CC module, which corresponds to the 
typical value found in microturbine recuperators, 
while the Prandtl number is assumed as Pr = 0.7, 
representative of air and other gases. 

2.1.  Governing equations 
The flow is assumed to be incompressible, 

Newtonian, and of constant thermophysical proper-
ties. Moreover, we refer to a stationary and laminar 
forced convection with negligible viscous dissipa-
tion and buoyancy contribution. 

2.2 Boundary conditions 
The velocity field is periodic in the mean flow 

direction, so pressure can be expressed as the sum 
of a linear term β , depending on the pressure gra-
dient,  and a  periodic pressure field  [3]    p~

    
),,(~),,( zyxpxzyxp +−= β    (1) 

 
Therefore velocity and the periodic pressure  on 
periodic interfaces assume the same value 

p~

          
),(~),(~ zypzyp oi =    

),(),( zyuzyu oi =  
),(),( zyvzyv oi =  
),(),( zyzzyz oi =  

  (2) 

 
while standard zero velocity condition has been as-
sumed on solid walls. The pressure gradient term 
β  can be added to the x moment equation as a 
source term. During the computation this value is 
constantly updated to obtain the desired value of 
Reynolds number. 

The temperature field in a heat exchanger or 
in a regenerator is not periodic, since it changes 
continuously along the channel in the mean flow di-
rection. Periodic heat analysis encountered in litera-
ture requires only the cold or hot domain to be 
solved, since suitable boundary condition must be 
applied on the walls.  

For fully developed periodic flow with uni-
form temperature at the walls, the periodicity is at-
tained for the non-dimensional temperature defined 
as 

 

wb

w
nd TT

TTT
−
−
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   (3) 

 
where Tw is the wall temperature and  Tb the bulk 
one defined as: 
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∫
∫
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and S is the area of a surface normal to the mean 
flow direction. This boundary condition has been 
used for the 2D wavy channels, and is representa-
tive of, for example, automotive radiators at high 
liquid flow rates, with negligible wall thermal resis-
tance. 

If the heat flux is prescribed on the boundary, 
temperature and pressure can be treated in a similar 
way. The temperature is expressed as the sum of a 
periodic and a linear component driven by the gra-
dient in the mean flow direction γ 

 
),,,(~),,,( tzyxTxtzyxT += γ  (5) 

),,,0(~),,,(~ tzyxTtzyHxT ===  (6) 
 
Eq.(5) can be substituted into the energy equa-

tion  
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to obtain the transport equation for the periodic 
component: 
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Eq. (8) can be solved with appropriate bound-

ary conditions as in [4], were a uniform wall flux 
was imposed and, to satisfy the energy balance, the 
temperature gradient was computed as: 
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Hcm p&

φγ =  (9) 

 
where H is the length of the periodic module in 

the mean flow direction, and φ is the overall thermal 
flux specified at the walls. While the uniform flux is 
a practical solution for imposing a thermal bound-
ary condition, it does not correctly describe the heat 
transfer in a recuperator module. Indeed the fluid 
flows in the furrows of the CC ducts with compli-
cated three-dimensional patterns, strongly affecting 
the local heat transfer rates.  

In this work the elementary periodic module is 
doubled to take into account both cold and hot flu-
ids as shown in Fig. 2. Eq. (8) is applied to both 
domains and no boundary condition has to be im-
posed at the interface wall. To satisfy the global en-
ergy balance the same flux has been applied to the 
hot and cold domains 

 
ch φφ −=  (10) 

 
using Eq. (9) to compute the source term of Eq. (8). 
Temperatures of the hot and cold domains are 
automatically adjusted during the iterative computa-
tion to satisfy automatically the overall energy bal-
ance 

 
TAU ∆=φ  (11) 

 
where ∆T is the constant temperature difference be-
tween hot and cold fluid 

 
( ) ( ) ( ) ( )cbihbocbohbi TTTTT −=−=∆  (12) 

 
and U is the global heat transfer coefficient. 

 

3. NUMERICAL METHODS 
The numerical solution of the 2D wavy chan-

nels case was carried out by means of the FEMLAB 
software package [5]. Full details of the methodol-
ogy are reported in [6], and are not repeated here. A 
grid independence study was performed for differ-
ent geometric configurations of the channel (de-
signs), in order to ensure the accuracy of the results 
presented.  

For the CC heat exchanger module, the 
ANSYS-CFX CFD package has been employed. 
Hexahedral structured grids have been generated by 
means of the ICEM-CFD grid generation package. 
In order to validate the calculation procedure, a 
comparison of our results with those obtained by 
different authors have been performed. The ana-
lysed geometry was defined by standard sinusoidal 
profiles as in [7], using values of L/a = 12, channel 
height b = 2a and the inclination angle θ  = 90°. The 
structured grid presented in Fig. 3 is composed by 

154800 hexahedral cells, and has been selected as a 
trade-off between accuracy and computational 
costs. Computations with refined grids up to 
371124 elements have been carried out to check for 
grid independence. It has been verified that the 
coarser mesh used in this work involves an esti-
mated error of 1% for the Nusselt  number and 
0.4% for the friction factor. 

Figure 3. Structured grid for the CC module 

4. GEOMETRY PARAMETERIZATION 
ve 

bee

4.1 Two-dimensional channels 
convective 

cha

generated in ICEM-CFD. 

Different geometry parameterizations ha
n used for the two-dimensional channels and the 

CC module, respectively, and are described next. 

The shape of two-dimensional 
nnel is represented either by linear-piecewise 

profiles, or by NURBS. The two different geometric 
profiles, the linear-piecewise and the NURBS, are 
depicted in Figures 4a and 4b, respectively.  

 
(a) 

 
(b) 

Figure 4. Periodic 2D channels: (a) linear-

We recall that parameterization means describ-
ing 

piecewise channel; (b) NURBS channel. 

a system using a discrete set of variables, and 
that the number of degrees of freedom (DOFs) of 
the system and number of design variables are 
equivalent concepts. 
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4.1.1 Linear-Piecewise Parameterization 
The linear-piecewise wall profile of the channel 

is characterized by a small number of design vari-
ables, and these are shown in  Figure 5a. Four 
DOFs are requested for describing the wall profile.  

 
(a) 

 
(b) 

Figure 5. Geometric parameterizations for the 
2D channels: (a) linear-piecewise parameteriza-
tion; (b) NURBS parameterization and control 
points.  

4.1.2 NURBS Parameterization 
As a good compromise between the number of 

DOFs and the geometric complexity, we have cho-
sen a 9-control-points periodic cubic NURBS, to 
ensure the periodicity of the channel itself. As de-
picted in Figure 5b, both the first and the last three 
aligned control points are needed to maintain the 
entrance and the exit of the profile parallel to the x 
direction. The remaining ones give freedom to the 
wavy section. The parameters required for the defi-
nition of the lower profile are numbered as in Fig-
ure 5b. The number of DOFs is now 10. 

4.1.3 Channel construction 
In Figures 4a and 4b both types of channel are 

depicted, i.e., linear-piecewise channel and NURBS 
channel, and they are constructed in the same way. 
Once the lower wall profile has been obtained, the 
upper one, as illustrated in Figure 1, is made by a 
simple translation in y direction of the former, in 
order to obtain the height of the channel, followed 
by a translation in the x direction. This guarantees 
the realistic desire to construct the channels of, e.g., 
a finned heat exchanger, by simple juxtaposition of 
identical wavy plates. This action introduces in both 
cases another DOF, which defines the x translation 
of the upper profile. The y translation is instead 
fixed: in this way the average height of the channel 
is set to 0.5. Finally, the periodic duct module is cut 
by two straight lines, representing the inlet and the 
outlet section, as sketched in Figure 1. Overall, we 

are left with 5 DOFs for the linear-piecewise model, 
and 11 DOFs for the NURBS channel. 

 

4.2 Cross-Corrugated module 
As already mentioned, the CAD package 

CATIA [8] has been utilized to develop the heat 
transfer surface geometry, thanks to its key feature 
of allowing the generation of parametric drawings. 
In Fig. 6 the parameters required to describe the ge-
ometry of a cross corrugated surface are presented. 
Points P1, P2, P3 and P4  defines the Bezier curves 
which give the shape of  both the extruded virtual 
profiles forming the flow channel.  The half height 
of the channel is given by parameter a, while its 
width is defined by parameter L. The corrugation 
angle between upper and lower plates is given by θ.  
Changing the parameter values, various different 
geometries can be easily produced. 

 

Figure 6. Geometric parameterization for the 
CC module using Catia. 

The geometry  generated for a set of the pa-
rameters  can be exported and subsequently loaded 
by the software ANSYS ICEM-CFD [9], which 
generates the grid. In this work, because of their su-
perior accuracy for Finite Volume discretization, 
only structured hexahedral grids have been used, 
but alternative possibilities exist for more compli-
cated geometries. The generated grid is imported 
into the pre-processor cfx5pre of ANSYS-CFX  [10] 
were fluid characteristics and boundary conditions 
are automatically defined. The case file exported by 
the cfx5pre module is processed by the cfx5solve, 
that solves fluid and thermal equations. Finally the 
results are post-processed by the cfx5post code to 
obtain the not-dimensional synthetic data for per-
formance evaluation. 

 

5. OPTIMIZATION METHODS 
Optimization can be described as the task of ob-

taining the best configuration for a system having a 
defined number of DOFs, and subjected to certain 
constraints on both inputs and outputs. The goal de-
sired is the so-called objective function, in some 
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cases called fitness, which can be a single parameter 
O or a certain set O1, O2, …,Om. The objective is a 
function of some other decisional parameters, X1, 
X2,…,Xn, called design variables 
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The constraints can either affect design, i.e., design 
constraints, or system behaviour, i.e., functional 
constraints. They are respectively translated in 
mathematical terms as 

 
( ) 0<Xg  (14a) 

( )[ ] 0<= Xgmf  (14b) 
 

where g and m are two general applications, and f is 
their compound application. 

Optimization algorithms can be divided into 
classical and evolutionary ones. Limiting our atten-
tion to problems in which the objectives of the op-
timization are implicit (or unknown) functions of 
the design variables, from a numerical point of 
view, the majority of the classical techniques are 
based on gradient evaluation. Since in our case the 
range of variability of the design variables is quite 
large, there is the well known risk that the optimiza-
tion algorithm remains trapped in a local extreme. 
However, the most important issue in the present 
CFD-based optimization is that, due to possible in-
consistency in the geometry definition, or in the 
mesh generation, or due to lack of numerical con-
vergence, we cannot guarantee the absence of failed 
designs. This means undefined derivatives and the 
impossibility of determining a gradient. Finally, our 
problem is a multi-objective one. Classical tech-
niques are not able to deal with multi-objective op-
timizations except by means of so-called utility 
functions. 

Evolutionary algorithms allow one to maximize 
a function without any restriction imposed by func-
tional constraints, as gradient-based algorithms do. 
Moreover, they can perform truly multi-objective 
optimization. Their shortcoming is the reduced con-
vergence rate. In this work we used the genetic al-
gorithms (GAs), which mimic the evolution of 
living organisms in nature. 

To perform the optimization task, the software 
modeFRONTIER [11] has been chosen. The optimi-
zation process follows these tasks: the optimization 
software automatically generates a set of numbers, 
i.e., the geometric design variables, representing the 
shape of a channel. These variables are written in an 
input file, which is either sent to the CAD package, 
for the CC module, or sent to the CFD solver. Once 
the geometry is defined and deemed feasible, the 
mesh is generated, followed by a pre-processing 

stage for definition of boundary conditions, setting 
of material properties and simulation parameters 
etc. Finally, the CFD solver computes the flow and 
thermal fields, and from these, the post-processor 
evaluates the objective functions. For this study, we 
used an efficient version of multi-objective GA, 
MOGAII, available in modeFRONTIER. It includes 
directional crossover and elitism. [6]. 

5.1 Design of Experiments  
The Design of Experiments (DOE) is a struc-

tured, organized method for defining the relation-
ship between factors affecting a process and the 
output of that process. The initial sampling of the 
design space is an important step in every optimiza-
tion process. The modeFRONTIER package in-
cludes several algorithms for the DOE selection 
[11]. 

5.2 Definition of the Best Solutions 
As soon as there are many, possibly conflicting, 

objectives to be optimized simultaneously, there is 
no longer a single optimal solution, but rather a 
whole set of possible solutions of equivalent qual-
ity. This can be the case for heat exchangers: the 
desired objectives might be to maximize heat trans-
fer rate per unit volume, to minimize the pumping 
power, and to minimize cost and weight. These 
goals are conflicting, and therefore there is no sin-
gle optimum to be found. For this reason, the so-
called Pareto dominance must be used, according to 
which design a dominates design b if and only if 

 
( ) ( )( ) ( ) ( )( )bfafjbfafi jjii >∃∩≥∀ :  (15) 

 
where fi is the ith objective function, and for sim-
plicity it is assumed that we are considering the 
maximization of the m objectives. Expression (15) 
means that at least for one purpose design a is better 
than design b, while for the others they might be 
equal.  

6. RESULTS AND DISCUSSION 

6.1 Two-dimensional channels 
The objectives taken into account are the Nus-

selt number Nu, to be maximized, and the friction 
factor f, to be minimized. They will be expressed as 
ratios to the reference case of a constant-wall-
temperature parallel-plate channel in fully devel-
oped flow and heat transfer condition, in which case 
their values are, respectively, Nu0 = 7.5407 and 
f0=24/Re. 

6.1.1 Linear-piecewise channels 
In an evolutionary optimization process it is 

important to choose a well-distributed set of initial 
individuals (DOE). For the linear-piecewise chan-
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nels we used the Full Factorial algorithm with three 
levels to achieve the task. After having performed 
the numerical simulation on this set, we have cho-
sen its Pareto front as the initial population of multi-
objective optimization with the GA. The optimiza-
tion has been performed with MOGAII along 30 
generations of 20 individuals each, so the total 
number of designs evaluated is 600. The results are 
sketched in Figure 7, where the Pareto front is high-
lighted. Analyzing the shape of the channels along 
the Pareto front, sketched for convenience in the 
same figure, it results that there is no sensible fluc-
tuation for variables such as φin and h, which re-
main close to 60° and 0.4, respectively. What makes 
the difference is the translation of the upper profile 
in the streamwise direction, responsible for the 
length of the separation bubble induced by the cor-
rugation. 

 

Figure 7. Pareto front after the optimization of 
linear-piecewise two-dimensional channels. 

6.1.2 NURBS-based channels 
In contrast with linear-piecewise optimization, 

for NURBS-based channels, where the number of 
design variables is very large, we have used the  
Sobol algorithm [11] to define a smaller initial 
population of 50 individuals. The optimization algo-
rithm chosen was again MOGAII. Once a high-
quality Pareto front has been obtained, one can 
choose slightly different strategies in order to im-
prove the fitness of channels. One way is to trans-
form the multi-objective problem into a single-
objective one by means of a weighted function, in-
volving objectives. The modeFRONTIER software 
package combines several different objectives into a 
unique monotone function using preference rela-
tions between designs, which can be set by the user. 
The mono-objective optimization, performed using 
MOGAII and SIMPLEX [12] algorithms, makes the 
process faster. After about 2,500 designs were 
evaluated, we obtained the results summarized in 
Figure 8. 

In the same figure, two sequences of three 
channels, each having almost the same performance 
metrics, are marked. Although various kinds of cor-

rugations are present, there are two main types, and 
they differ by the length of the module. This is an 
important feature of the optimization, because it 
shows the non-univocity of the solution, i.e., similar 
performances can be reached by different geome-
tries [13]. 

 

Figure 8. Pareto front after the optimization of 
NURBS-based two-dimensional channels. 

6.2 Cross-Corrugated module 
For this problem, the results presented are 

somehow preliminary, and further investigation is 
needed. At first the optimization was attempted, 
again using MOGA II, using for the DOE an 
original design with sinusoidal wall profile, design 
0, characterized by a corrugation angle θ  = 60°, and  
35 designs chosen with sobol method. The value of 
the angle θ has been chosen, following Stasiek et al. 
[14], as a good compromise in terms of heat transfer 
rate and friction factor. The six design variables 
were, with reference to figure 6,  P1, P2, P3, P4, L 
and θ. The three objectives, to be minimized, were 
the pressure gradient, β, the temperature difference 
between the two fluids, ∆T,  eq. (15), and the heat 
transfer surface. In addition, all three objectives 
were constrained to be smaller or at least equal than 
those for the reference design 0. This attempt, 
however, was quite unsuccessfull, with most of the 
computed designs considered unfeasible (outside 
the constraints domain).  

Therefore a second, simpler optimization has 
been carried out using 5 design variables, by fixing 
L. Moreover the objective ∆T has been transformed 
to a constraint, in order to simplify the optimization 
and to favour module geometries with lower surface 
area and lower pressure drop. The optimization has 
been carried out for 332 designs, when the process 
was practically converged. Among the designs that 
belong to the Pareto front, the design 134  has been 
chosen for illustrative purposes. In fact it has less 
than 19% pressure gradient β, and a surface area 
lower than 2% compared to the original one, while 
maintaining the same ∆T. This result have been 
duly verified by running grid-independence tests at 
several grid resolutions, up to 5×105 cells. The new 
optimized geometry has a sharper shape of the walls 
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and a lower value of the corrugation angle, i.e. θ  = 
42°, which means a major length of the repeating 
module. The original and optimized profiles are 
given in figure 9, together with the heat flux on the 
wall for the hot fluid. 

 

     
       (a)       (b) 

 

Figure 9. (a) Original design 0, with θ  = 60°; (b) 
optimized design 134, with θ  = 42°; (c)  heat flux 
on the wall for the original design; (d) heat flux 
on the wall for the optimized design. 

7. CONCLUDING REMARKS 
In this article we have described our approach 

for the multi-objective shape optimization of con-
vective periodic channels, which represent a fun-
damental building block of many heat exchangers.  

We considered first the optimization of two-
dimensional channels, described either by linear-
piecewise corrugated walls, or by wavy NURBS-
based profiles. It has been shown that, as in similar 
studies, very different channel shapes offer almost 
the same flow and heat transfer performance, i.e., 
non-uniqueness of the shape optimization problem. 

The optimization of the Cross-Corrugated peri-
odic module, has been carried out considering both 
hot and cold fluid streams, without the necessity of 
imposing artificial constant-temperature or con-
stant-flux boundary conditions. In this case, a major 
effort was the proper linking of the different soft-
ware packages and additional utilities. The first re-
sults are very encouraging, since one of the 
optimized geometries leads to almost the same heat 
transfer performance of the original design, but with 
a significant pressure drop reduction of about 20% 
and without increase of the heat transfer surface. 

The procedure described has been proved ro-
bust and efficient, and could be applied, in princi-
ple, to even more complex problems.  
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ABSTRACT  
Design optimisation methods are applied in 

various applications where the shape of an object 
has to be adapted with respect to aerodynamic 
properties. However, the description and 
parameterization of the often three dimensional 
shapes subject to the optimisation is a crucial point 
and often the key to a successful optimisation.  

In the present paper a representation based on 
the method of free form deformation is proposed 
and combined with evolutionary computation 
methods in order to generate a system for the design 
optimization. 

It is demonstrated that free form deformation 
methods are well suited for the optimisation of 
aerodynamic properties because of several reasons. 
One of these reasons is that they provide a highly 
efficient way of representing arbitrary shapes, while 
the complexity of the shape is decoupled from the 
dimensionality of the optimisation problem. 
Another reason is that it holds the advantage of a 
fast automatic mesh generation which is needed for 
automized CFD calculations.  

To illustrate the efficient combination of FFD 
with evolutionary optimisation a test scenario has 
been set up in which a stator blade of a gas turbine 
is optimized.  

Keywords: Computational Fluid Dynamics, 
Evolutionary Design Optimisation, Free Form 
Deformation, Representation, Turbine Blade  

NOMENCLATURE  
f [ds] performance index = fitness 
t1 [-] pressure loss = 1- Pout/Pin 
t2 [°] difference to target outflow angle 
t3 [-] difference to target solidity 
t4 [mm] difference to target minimum  

               blade thickness 
t5 [mm] difference to target minimum 
                 trailing edge thickness 

wi [-] weights for the different input 
              data t1, t2, … t5 

x, y, z [m] global coordinate system 
x’, y’, z’ [m] local cylinder coordinate system 

1. INTRODUCTION  
In order to apply evolutionary design 

optimisation methods, it is necessary to generate a 
fully autonomous system of optimiser driven design 
modification, calculation and quality evaluation.  

Therefore, a representation is needed which 
produces valid designs and as far as Computational 
Fluid Dynamic (CFD) is involved for a flow 
simulation an automatic meshing process is of high 
importance.  

Due to the stochastic components and the use of 
a population of solutions evolutionary algorithms 
need generally a higher number of quality 
evaluations than e.g. gradient based optimisation 
algorithms. At the same time, they allow a global 
search, are able to overcome local optima and are 
robust against noise in the quality evaluations. 
Generally, evolutionary algorithms show a good 
trade-off between convergence speed and global 
optimisation. In the present paper, an evolutionary 
strategy, more precisely the special variant using 
the covariance matrix adaptation (CMA-ES) [1] is 
applied as it has shown to be able to cope with a 
small population size while having a high 
convergence speed for real valued parameter 
optimisation problems. Its features are explained in 
more detail in Section 2. 

In the present paper this variant of Evolution 
Strategy is combined with free form deformation 
(FFD) techniques as a representation as it provides 
several advantages for the optimisation of complex 
systems. While more classical representations such 
as spline descriptions define the geometry itself, 
FFD uses transformation equations to manipulate a 
given initial geometry. FFD allows a decoupling of 
a complex design description from the optimisation 
parameters because the parameters of the 
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deformation functions are encoded instead of the 
geometry itself.  

Therefore, the number of parameters is 
determined by the shape flexibility instead of the 
complexity of the represented shape. 

Furthermore, FFD deforms a part of the design 
space instead of describing the shape directly. 
Therefore, it allows the deformation of the shape 
and simultaneously of the CFD mesh, which 
represents the design in the CFD simulation. As a 
consequence, no remeshing of the design is required 
which normally involves human interaction for 
complex geometries. The concept of FFD and its 
impact on an evolutionary design optimisation are 
described in more detail in Section 3. 

To illustrate the combination of FFD and 
evolutionary optimisation a first test scenario has 
been built in which a stator blade of a gas turbine is 
optimized. The optimisation is outlined in Section 4 
& 5. We draw some conclusions in the last section. 

2. EVOLUTIONARY DESIGN 
OPTIMISATION 

Evolutionary algorithms belong to the group of 
stochastic optimisation algorithms. They mimic the 
principles of Neo-Darwinian evolution, see e.g.  [2], 
by applying operators for reproduction, mutation 
and/or recombination and selection to a population 
of possible solutions (e.g. a vector of continuous 
parameters, the objective variables). Adaptation of 
solutions is realized by variation and by selection of 
the best solutions for the next generation. The 
variations can be classified as purely stochastic 
(usually called mutation) and combinatoric/ 
stochastic (usually called recombination or in the 
context of genetic algorithms crossover). 
Schematically, the evolutionary cycle is depicted in 
Figure 1, already with respect to the present turbine 
blade optimisation.  

Examples for evolutionary algorithms are 
Evolution Strategies (ES), Genetic Algorithms 
(GA) or Genetic Programming (GP), respectively.  

Among the advantages of evolutionary 
algorithms are robustness against noisy or 
discontinuous quality functions, the ability to 
escape from local optima and to enable global 
search.  

In this paper, a special variant of Evolution 
Strategies, the Covariance Matrix Adaptation 
(CMA-ES), is applied which has the advantage of a 
high convergence rate for real-valued problems 
while requiring only a small population size. This is 
particularly advantageous for problems that require 
very time consuming fitness evaluations like CFD 
simulations. The successful application of the 
CMA-ES to CFD shape design has been shown 
previously e.g. for a two-dimensional turbine blade 
optimisation [4]. Mainly three features distinguish 
the CMA-ES  from standard evolutionary strategies. 

Firstly, the stochastic influence in the mutation 
step is reduced by introducing only one stochastic 
source which is used for modifying both, the object 
as well as the strategy parameters. Secondly, the so-
called cumulative step-size adaptation is applied 
which extracts information from past generations to 
speed up and stabilize the adaptation of the strategy 
parameter. Thirdly, an adaptation of the full 
covariance matrix of the probability density vector 
of the normally distributed mutations takes place. 
Therefore, correlated mutations can be realized 
which can significantly increase the convergence 
speed of the algorithm [1], [4], [5]. 
 

 

 

Figure 1. The generation cycle in evolutionary 
design optimisation [3] 

3. FREE FORM DEFORMATION (FFD) 

3.1. FFD in computer graphics 
Free Form Deformation has been introduced 

initially in the field of soft object animation (SOA) 
in computer graphics. The special feature of FFD is 
that it uses transformation equations to apply 
modifications on a given geometry instead of a 
direct definition of the shape. Hence, not the 
geometry itself is parameterized but spline 
equations are formulated to realize the 
deformations. This is especially advantageous if the 
geometric description is very complex. An FFD 
system comprises in general a lattice of control 
points, the so called control volume, spline knot 
vectors and spline degrees. The altering of the 
geometry is then realized by a modification of the 
control points. Different FFD systems have been 
developed in the past three decades which differ 
mainly in the underlying spline functions and the 
shape of the control volumes. 
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Figure 2. Free Form Deformation [6]  

A basic FFD system has been introduced in the 
80s by Sederberg and Parry [7]. They used trivariate 
Bernstein polynomials in combination with 
parallelepiped control volumes which enable a very 
efficient formulation of the transformation 
equations. It allows to neglect a complicated 
calculation of the geometry in spline parameter 
space which can be a costly process if e.g. B-splines 
are used. To achieve more flexibility Coquillart [8] 
extended the FFD system to arbitrarily shaped 
control volumes which consequently require B-
splines as basis functions because of their local 
definitions. Additionally, more local modifications 
of the design are achieved which is advantageous 
for the object designer and for the optimisation 
algorithm in a design optimisation because the 
influence of a control point on a local region of the 
design is increased. 

The usual workflow of such an FFD system is 
outlined as follows. At first a control volume has to 
be constructed which encloses either the whole 
object or the specific part of the object which is 
modified in the deformation step. In the second step 
the geometry has to be transferred into the 
parameter space of the control volume, a procedure 
which is also called “freezing”. When an object is 
frozen the u, v and w coordinates of the geometry in 
spline parameter space are calculated. This is 
usually done by Newton approximation which is 
regarded to be the fastest approach but it can also be 
done by similar gradient based methods [8], [9]. 
Finally, the object is deformed by moving a single 
or several control points to new positions and 
evaluating the spline functions to calculate the 
modified geometry. 

3.2. FFD in evolutionary design 
optimisation 

The choice of an adequate representation in 
evolutionary design optimisation depends on 
various requirements. It is important to keep the 
number of optimisation parameters as low as 
possible because a smaller parameter set implies 
usually a faster convergence of the optimisation 
process. In most cases this conflicts with the 
flexibility of the representation. An adequate and 
efficient representation finds a good trade-off 
between minimality and completeness. A second 

aspect is the strong causality which is frequently 
quoted in this context [10]. The representation 
defines the properties of the map from the genotype 
space (the object parameter space) to the phenotype 
space (the space of possible designs). These 
properties are important because they influence the 
structure of the search space and therefore the 
search process. In this context, strong causality 
refers to the property that similar causes (in our case 
small mutations on the genotype space) lead to 
similar effects (in our case small differences of the 
designs in phenotype space). Especially for 
evolutionary algorithms this property is meaningful 
since it supports the self-adaptation of the step sizes 
which is one reason for the high performance of 
Evolution Strategy for the optimization of 
continuous parameters. 

For the present problem FFD has been chosen.  
Since these methods are based on transfer functions 
instead of defining the geometry explicitly, the 
optimisation parameters are decoupled from the 
geometric description of the design in opposite to 
representations based e.g. on surfaces or splines. 

When dealing with a CFD or FE solver for 
performance evaluation there is one additional 
constraint on the representation. In this case in 
every generation for each offspring a computational 
grid has to be computed which is the basis for each 
CFD simulation. With respect to a fully automized 
environment this can be a very time consuming (or 
even impossible) process if the geometry is highly 
complex. FFD provides the advantage of generating 
the geometry and the CFD mesh simultaneously [6]. 
Since everything within the control volume is 
deformed, also the grid points of a CFD mesh are 
modified. Since the structure of the grid is kept, the 
mesh is directly available for simulation.  

4. 3D TURBINE BLADE OPTIMISATION 
Subject of the optimization is a turbine stator 

blade which is part of a gas turbine developed for 
the propulsion of a small business jet. An 
illustration of the turbine is shown in Figure 3. In 
order to reduce the weight of the engine only one 
turbine stage is used with a ultra-low-aspect-ratio 
(ULAR) stator with only 8 blades. The blades have 
been already target of design optimization. For 
more detailed information on the turbine 
functionality and on a design optimization approach 
using spline representation the reader is referred to 
[11], [12] and [13]. 
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Figure 3. Gas Turbine and its fluid dynamics in 
one blade section [12] 

In order to optimize the blade shape using FFD a 
lattice of control points has to be constructed in 
which the target geometry is embedded. Due to the 
rotational symmetry of the turbine only one of the 
eight turbine blade sections is encoded.  

It is important to note that not only the blade 
geometry itself but the mesh necessary for the CFD 
simulation is deformed. Therefore, the control 
volume is constructed in such a way that it includes 
the grid which is in the passage between two blades, 
i.e. it spans from the suction side to the pressure 
side of two neighboring blades. As mentioned 
above, in this way the CFD mesh can be directly 
gained from the deformation and a remeshing is 
omitted. In the present example, the re-meshing 
costs would have not been crucial for the 
optimization because of the ‘simple’ structured grid 
consisting of parallelepiped volumes but if the grid 
structure is more complex containing edges and 
ridges the omission of a costly remeshing procedure 
is very advantageous. 

The design evaluation of a blade consists of two 
steps. At first geometric constraints are tested such 
as blade thickness. In a second step, the flow is 
simulated by CFD to determine the flow 
characteristics.  

The distribution of control points is depicted in 
Figure 4.  

   
 

Figure 4. Blade geometry embedded in a lattice 
of control points [3] 

Twelve control points have been taken from the 
lattice as optimization parameters. Six control 
points are on the hub section and six are on the 
casing section. All remaining control point positions 
are linear interpolated. To simplify the calculations 
and because of the bending of the turbine blade the 
global x, y and z coordinates of the design and of 
the knots of the CFD grid have been transferred to a 
local cylinder coordinate system x’, y’ and z’ which 
is depicted in Figure 5. 

 

 
 

Figure 5. Transformation of global coordinate 
system to cylinder coordinates (a-a and b-b 
denote the positions of the cross sections a - a 
and b - b respectively) 

4.1. Definition of optimisation 
parameter 

The lattice is fully three dimensional and an 
example of the cross-section is depicted in Figure 6.  
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Figure 6. Illustration of the three-dimensional 
control volume   

The continuous lines in Figure 4 and 6 illustrate 
the blade shape: the continuous upper line is the 
pressure side and the continuous lower one the 
suction side of two neighbouring turbine blades. 
The grey regions in the right part of Figure 6 mark 
the area of the knots and volume cells of the CFD 
grid. In Figure 6 two blade contours are depicted to 
show the position of the blades with respect to the 
control volume. In this test scenario, the number of 
optimization parameters is kept as low as possible 
because here the target is to demonstrate the 
feasibility of the representation via free form 
deformation. As a consequence the movements of 
the chosen control points effect more or less global 
design changes of the blade which can also be seen 
in Figure 8. A higher degree of local changes can 
easily be realized by refining the control point 
lattice but with all its consequences on the 
optimizer, e.g. the increasing number of parameters.   

In local x’-direction seven control points have 
been set. In local y’-direction six control points are 
introduced. Due to the rotational symmetry of the 
design additional points are introduced to realize 
periodic boundary conditions for the splines which 
results in 10 control points for that direction. For a 
detailed description the reader is referred to [3]. In 
z’-direction four control points have been 
positioned which resulted in a total number of 
7x10x4 = 280 control points.  

Although all of these control points are 
important for freezing and deforming the geometry 
and the CFD mesh, only 12 points had to be 
considered for optimization. Six of these points are 
shown in Figure 6 for the hub section and another 
six points have been chosen analogously at the 
casing section. In total 24 parameters (x and y 

coordinates of the 12 points) have been considered 
in the evolutionary optimization and were encoded 
in the chromosome. To maximize the influence of 
these control points on the blade geometry they 
have been positioned as close as possible to the 
boundary layers of the blade so that the mutation of 
the control points provides a high impact on the 
design. The present optimization was motivated to 
analyze in how far these global design changes 
influence the performance.  

Based on these control point settings the initial 
CFD grid and the blade geometry have been frozen, 
i.e. the coordinates of the grid knots have been 
calculated in spline parameter space.  

4.1. Performance evaluation 
The quality of each blade is evaluated using the 

3D Navier-Stokes flow solver HSTAR3D [11]. The 
used CFD grid is restricted to 175 x 52 x 64 = 
582400 cells which allowed an estimation of the 
quality of one generation of individuals on a cluster 
of 32 CPUs in a reasonable time of about five to six 
hours.  

In each generation the parameter that are stored 
in the chromosome of each of the eight individual 
of a population are decoded and used for a 
transformation of the initial CFD mesh.  

After deforming the initial CFD grid for all 
eight individuals numerical solutions for the flow 
patterns are calculated based on the resulting CFD 
grids and the overall quality is estimated based on 
the fitness function described in the following.  

∑
=

→+=
5

2

2
11 min

i
ii twtwf

 
(1) 

The main optimization criterion is the 
minimization of the pressure loss w1. To keep the 
blade geometry within feasible constraints four 
additional values w2 to w5 have been extracted from 
the CFD calculation and blade geometry 
respectively The quality of the blade are calculated 
according to (1). Instead of hard constraints which 
would exclude illegal designs the constraints define 
penalty terms in the formulation of the fitness 
function which are determined by the outflow 
angle, a maximum solidity, a minimum blade 
thickness and a trailing edge thickness. The 
weighting coefficients were chosen like in [12], 
[13]. 

4.1. Results of the optimisation 
The course of the fitness (note: in a 

minimization problem like equation (1) fitness 
values are minimized) and the step size are depicted 
in Figure 7. A total number of 134 generations has 
been calculated resulting in an overall optimization 
time of approx. six weeks. In the first ten 
generations a (1,6)-strategy has been used but was 
extended to a (1,8)-strategy starting with generation 
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11 because of the high variance of the fitness 
values. Generally, a population size of 10 is 
recommended for the used strategy but could not be 
realized due to restrictions of the computational 
resources. The fitness value of the initial blade is 
about 10.69 and is marked by the dashed line in the 
fitness graphs. 
 

 
 

 

Figure 7. Result of the optimisation run. Upper 
figure: Fitness values of single evaluations (note: 
minimization problem). The best individuals in 
each generation are connected by a line. Lower 
figure: mutation step size.  

It can be seen that in the beginning the fitness 
values of the designs are higher than that of the 
initial design (baseline). During the optimization the 
initial fitness value is recovered by generation 60. 
The reason is likely to be a sub-optimal choice of 
the initial step size. This is not a principle problem 
because the step size is adapted during 
optimization. However, it delays the convergence 
and basically wastes computational resources 
during the early stages of optimization. This is 
supported by the fast decrease of the step size until 
generation 60, thereafter it is kept nearly constant. 
In general the initial step size depends on the 
experience gathered for the problem at hand. 
However it can be observed that the step size 
adaptation in the CMA-ES algorithm finds a proper 
setting. 

The best value of 10.27 is found in generation 
87, which corresponds to a performance gain of 4%.  

The initial blade and the shape of the best 
design of generation 87 are depicted in Figure 8 to 
visualize the changes which occurred. 
 

 
 

Figure 8. Initial and optimized shape of the 
turbine blades [3] 

5. CONCLUSIONS 
In the present paper the techniques of free form 

deformation have been combined with evolutionary 
design optimization. This combination is especially 
promising if coupled with CFD or FEM simulators 
for calculating the performance of the designs under 
realistic conditions. In contrast to a direct definition 
of the shape geometry, e.g. with the help of splines 
or spline surfaces, for free form deformation the 
geometry is embedded in a control volume and the 
shape modifications are calculated via 
transformation equations. Hence, for many complex 
systems the number of optimization parameters can 
be reduced drastically. The additional possibility of 
deforming the shape geometry and the CFD/FEM 
mesh simultaneously is highly advantageous 
because the grid structure is kept and a re-meshing 
procedure is avoided. The easy and successful 
applicability of this representation and the 
comfortable integration in autonomous evolutionary 
design optimization has been illustrated by the 
example of a turbine blade development. 
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ABSTRACT 
In this work the optimisation of the flame shape 

of a laminar burner is investigated using different 
optimisation methods when varying the fuel/air 
ratio in a primary and a secondary inlet. The 
objective is to reduce the CO emission at a 
prescribed distance from the injection plane. An in-
house computer package, called Opal, controls the 
optimisation process in a fully automatic manner. 
The flow involving chemical reactions is solved 
using the in-house CFD code UGC+. 

Keywords: laminar burner, numerical 
simulation, optimisation 

NOMENCLATURE 
h [J/kg] enthalpy 
p [Pa] pressure 
T [K] temperature 
v [m/s] velocity 
Y [-] mass fraction 
ρ [kg/m3] density 
μ [Pa·s] dynamic viscosity 
ω&  [kg/m3s]  reaction rate 
 
Subscript 
k   species index 
 

1. INTRODUCTION 
Designing optimal shapes for practical 

engineering applications has been the subject of 
numerous publications during the last decade. 
Generic and robust search methods inside the 
design shape, such as genetic algorithms (GA), 
offer several attractive features for such problems 
[1]. The basic idea associated with the GA approach 
is to search for optimal solutions using an analogy 
to the evolution theory. During the iteration (or 
“evolution” using GA terminology) procedure, the 
decision variables or genes are manipulated using 

various operators (selection, combination, crossover 
or mutation) to create new design populations, i.e., 
new sets of decision variables. 

For simpler optimisation problems, more 
classical optimisation methods, like the Simplex 
approach, are often better adapted to find the 
optimal solution within a small number of iterations 
[2]. 

The main goal of this work is to achieve cost-
efficient design optimisation of problems involving 
complex flows with heat transfer and chemical 
reactions, using computational fluid dynamics 
(CFD) codes for practical configurations, while 
keeping reasonable overall computing times.  

Laminar flows involving chemical reactions 
play an important role in many practical 
applications. In this work a two-dimensional 
simulation dedicated to solving the Navier-Stokes 
equations in the low-Mach number limit is 
presented, using accurate models for chemistry, 
diffusion and thermodynamics. 

Optimisation involving CFD computations is an 
intensive field of research. In aerodynamics an 
optimal shape geometry is often needed. Thus, the 
design of an airfoil shape was for example 
optimised in [3] and [4]. The wall shapes of 
incompressible diffusers have been investigated by 
CFD and optimised in [5]. Han and Maeng [6] have 
presented a shape optimisation of cut-off in a multi-
blade fan/scroll system analyzed using two-
dimensional CFD. 

In the same way, heat transfer problems often 
involve optimisation. Heat exchange through 
smooth and corrugated walls has been investigated 
in [7]. Shape design of a cylinder with heat transfer 
was carried out in [8]. The optimal shapes of fins 
and pins inside heat exchangers are examined by 
various authors [9-13]. Foli et al. [14] have obtained 
optimal results for a micro heat exchanger based on 
different multi-objective optimisation methods.  

There is also a great interest at present to 
optimise complex flows involving chemical 

,
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reactions. A detailed description of the chemical 
kinetics is generally needed to fully understand the 
chemical processes in such cases. Multi-objective 
evolutionary algorithms are often employed for 
determining and adjusting the reaction parameters 
or for reducing the number of reactions [15-17]. 
Furthermore, the reduction of pollutant emission 
(NOx, CO, soot…) is of major practical interest. 
Evolutionary Algorithms have been applied in gas 
turbines for minimizing NOx emissions and/or for 
reducing combustion noise [18-20]. Mono-objective 
optimisation of a laminar burner was investigated in 
[2], where the objective was to obtain a 
homogeneous temperature profile at a prescribed 
distance from the injection plane. 

As a whole, optimisation of configurations 
involving the coupled simulation of flows and heat 
transfer, especially with combustion, remains a 
fairly new field of research. 

On the other hand, many methods can be found 
in the literature for optimisation problems, based on 
different strategies, most of the time developed for a 
specific class of models. In a previous project a 
multi-objective optimisation problem has been 
considered, since it covers many interesting 
application fields [1]. As a matter of fact, most of 
the time, engineers responsible for the design of 
installations have to face configurations with more 
than one objective to fulfil at the same time. But the 
optimisation problem considered here involves only 
a single objective and should thus be more 
efficiently solved using a Simplex-based 
optimisation technique. 

A two-dimensional configuration is considered, 
involving a primary inlet in the centre of the 
computational domain and a secondary inlet at the 
periphery. The optimisation problem consists in 
finding the minimal mass-flow rate of the pollutant 
species CO; the corresponding integral value is 
computed at a prescribed distance from the inlet. 
The single objective is in this case the minimal 
concentration of CO along the corresponding 
horizontal cut through the solution. The parameters 
modified by the optimisation procedure are the fuel 
and oxidizer mass flows of the primary inlet, while 
the total amount of fuel and oxidizer injected 
through both inlets is of course kept constant. There 
are therefore two parameters that may freely vary 
between a lower bound (0: no fuel or no oxidizer 
injected through this inlet) and an upper bound (all 
the available fuel or all the available oxidizer 
injected through this inlet). 

In this paper it will be shown that it is possible 
using CFD to reach an optimal configuration for a 
problem involving coupled fluid flow and heat 
transfer as well as chemical reactions, within a 
reasonable computing time, even for configurations 
close to practical ones. In the present work laminar 
flows are considered, since it corresponds to 
realistic engineering problems, for example 

domestic burners. A laminar gas flame is thus 
considered, as found in practice in such low-power 
domestic boilers. 

2. GOVERNING EQUATIONS 
Laminar flows involving chemical reactions are 

considered in this paper. In the presented 
application Mach numbers  are very low. It is 
observed that pressure variations through laminar 
flames at low Mach numbers are always of the 
order of magnitude of a few Pascal and stem mainly 
from hydrodynamical and not from compressibility 
effects. Stated differently, density variations only 
result from heat release due to chemical reactions 
and from changes in the mixture composition, but 
not from local fluid compression. Temperature and 
density vary in opposite directions, such that their 
effects within the ideal gas law compensate. These 
physical observations motivate the decomposition 
of pressure into a bulk background uniform 
thermodynamic pressure  and a hydrodynamic 
fluctuation term  [21; 22]: 

 
 . (1)

 
For the presented application (a domestic gas 

burner), the numerical domain is considered open, 
hence  equals the atmospheric pressure and is 
constant. If acoustic waves may propagate in the 
gas mixture, then an additional acoustic pressure 
term has to be considered. Since acoustic/flame 
interactions are not addressed here, it is assumed 
from now on that acoustic waves are either 
inexistent or of negligible effect on the flame 
structure and on the flow. Readers particularly 
interested in flame/acoustic interactions may e.g. 
refer to [23; 24] for further specific details. 

Within the low-Mach number approximation, 
the density appears as a function of temperature  
and mean molar weight . When the numerical 
domain is opened to the atmosphere the influence of 
the hydrodynamic pressure  on the density must 
be neglected. The full problem is then described by 
the following set of balance equations, written in 
conservative form for mass, momentum, mass 
fractions and enthalpy, solved in the present case: 

 

 
(2)

 

 
 

(3)

 

 
 

(4)
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(5)

 
Using a unity Lewis number assumption for the 
diffusion model, Equations (4) and (5) become 
much simpler: 
 

(6)

 

  
(7)

 
Equation (6) is solved for  species, because 
the last species (the nitrogen) is a non-reacting 
species, simply determined using: 
 

  . (8)
 

For all computations presented in this paper, the 
complete set of chemical species and elementary 
reactions, with their Arrhenius coefficients  (pre-
exponential factor),  (temperature exponent) and 

 (activation energy), is taken for methane/air 
flames from [25]. This detailed reaction scheme 
involves 29 species and 141 elementary reactions.  

3. NUMERICAL SOLUTION 
The numerical simulation is performed using 

UGC+. This code has been optimised for the 
computation of steady laminar low-Mach number 
flows with chemical reactions [26; 27]. It is 
designed as an application of the multi-purpose UG 
library [28]. UG is a modular numerical toolbox 
originally aimed at investigations of multigrid 
methods on various model problems described by 
sets of partial differential equations. 

UGC+ is based on two main modules: a low-
Mach Navier-Stokes solver and a thermo-reactive 
solver. A joint module has been developed to 
achieve the full coupling of the two sub-modules 
into one single PDE system. The two solvers are in 
charge of their own diagonal block of the Jacobian 
matrix and there is an information interchange 
between them (mass fluxes, density and viscosity). 

The UGC+ code attempts to find steady 
solutions through time-marching. Time 
discretisation is of first-order implicit type. The 
value of the time-step can be adapted at each 
iteration, according to convergence or any user-
defined condition. The unsteady equations are 
solved by fixed-point or approximate-Newton 
iterations and the user can freely specify how often 
the Jacobian matrix has to be assembled. The 
linearised equations are then solved by a Bi-
CGSTAB algorithm, preconditioned by multigrid 
V-cycles with an ILU smoother. An adaptive grid is 
used to increase resolution for such multi-scale 
problems (thin reaction zones, large geometries). 

The smallest grid spacing obtained in the 
present computations is 31 μm. This resolution is 
needed for very stiff intermediate radicals like HCO 
and C2H2. The numerical grid is refined adaptively 
according to a predefined criterion, here the mass 
fraction of HCO. During these computations the 
numerical grid contains between 7000 and 22 000 
finite-volume cells after reaching the third level of 
grid refinement (see Figure 1). 

 

Figure 1. Part of the numerical grid at the flame front. 

The numerical simulation of a physical problem 
can be performed using various geometries and/or 
boundary conditions. For the present burner the 
computational geometry is fixed for all 
computations, but the boundary conditions 
(composition of the mixture for the primary and the 
secondary inlets) are varied during the optimisation 
procedure. To perform the CFD simulation, we rely 
on the in-house code UGC+ [27; 29]. Since the 
optimisation problem is here simple (single 
objective), the Simplex method is used to speed-up 
the computational procedure [30]. This method 
cannot be described here due to lack of space, all 
details can be found in other publications, for 
example [27; 31]. In a further step a Genetic 
Algorithm is employed to investigate more 
completely the allowed optimisation domain for the 
retained input parameters.  

Another possibility to decrease the simulation 
time is to perform every numerical simulation on 
parallel computers [32] or to use simplified methods 
to describe the chemistry (e.g. the flamelet approach 
[33; 34] or tabulated chemistry [35-38]). These 
issues are not further discussed in the present paper. 

All the simulations are carried out on a single 
Pentium-IV PC with 2.6 GHz/2 GB-RAM running 
under Red Hat 9 Linux. Typical computations times 
for the CFD evaluation vary between 3 and 10 
hours depending on the conditions. 
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4. DISCUSSION 

4.1. OPAL (OPtimization ALgorithms) 
package 

Opal [1; 27] is an object-oriented C++ code for 
Unix/Linux systems, using a Tcl script interpreter. 
A Tcl script is used for coupling Opal with other 
computer codes, and is employed in our case to call 
a C interfacing program responsible for the 
evaluation of the objective functions. For 
computing the burner, both the adaptive mesh 
generation and the flow computations are carried 
out inside the in-house CFD-software UGC+. 

To illustrate the full computational procedure, 
the evaluation of an individual set of parameters 
requires three steps: 
• the computation of the composition of the 

mixture in the primary and secondary inlet, 
knowing the specific design variables;  

• the CFD simulation, i.e. the resolution of the 
governing coupled equations for the flow 
variables, the energy and the species conservation 
equations; 

• the post-processing of the obtained results to 
extract the value of the objective function 
(average mass flow rate of CO along a horizontal 
cut) for these design variables. 

For the case considered here the configuration 
is two-dimensional and can be optimised on a single 
PC with a reasonable computing time, provided a 
CFD software as efficient as UGC+ is employed. 
Nevertheless, this will not always be the case. 
Therefore a parallel version of this optimisation 
procedure has been developed. Due to lack of 
space, corresponding results cannot be shown here, 
but supplementary information can be found in [1]. 

 

Figure 2. General configuration of the laminar burner. A 
methane/air mixture enters through the primary and secondary 
inlets with a varying composition. 

 
The investigated configuration is depicted in 

Figure 2. Due to the symmetry only the right half of 
the domain is considered in the computation. 
Depending on the input parameters methane/air 
mixtures with different compositions enter the 
domain through the primary and secondary inlets, 
with a fresh gas temperature of 298 K. Atmospheric 
pressure is imposed at the outlet. The inlet wall 
temperature is constant and equal to 298 K. 

The optimisation procedure can now be started, 
with the objective of reducing as much as possible 
the average mass flow rate of CO along a horizontal 
cut through the solution at y=0.025 m, near the 
outlet. The trajectory followed by the optimal point 
of the Simplex inside the optimisation space 
controlled, as explained before, by two parameters, 
is shown in Figure 3 to exemplify the search 
procedure. The top left part of the figure contains 
no results. Since the corresponding input parameters 
would yield a configuration in contradiction with 
the concept of a central primary inlet with a 
surrounding secondary inlet, they are considered as 
infeasible configurations and are not computed. 

The evolution of the CO mass flow rate with 
the number of iterations of the optimisation 
procedure is shown in Figure 4, demonstrating the 
high efficiency of the computational method 
employed here. Within a few iterations, the mass 
fraction of CO has been reduced by a factor of 
roughly 4 using Simplex (Case1). 

To quantify in a more precise way the progress 
of the iteration procedure, all computed feasible 
configurations are shown in Figure 4. As usual for 
an optimisation procedure, the process temporarily 
leads to solutions much worse than the starting 
guess. This is expected since the initial guess is a 
random choice and thus should not be associated to 
a particularly bad (or good) solution. 

The Simplex optimisation was performed using 
different initial guess values. Two of these results 
are presented (see Figs. 3 and 4). It was observed 
that this method often finds only a local optimum. 
Therefore, a Genetic Algorithm was employed to 
explore the complete optimisation domain. The 
corresponding results are also shown in Figures 3 
and 4. All GA parameters are listed in Table 1.  

Table 1. Parameters of the Genetic Algorithm 

Parameter Value 
Population size 20 
Generations 20 
Survival probability 0.5 
Average probability 0.3 
Crossover probability 0.2 
Mutation probability 1.0 
Mutation magnitude 70 %* (± 35 %) 

* This value is multiplied by 0.8 at each generation. Mutation 
magnitude should be decreased during the optimization process 
to stabilize the population. 

112



 
Additionally, the evaluation results are also 

depicted in Figure 5 using a contour plot 
representation. The darker values correspond to a 
lower mass flow rate of CO. This figure explains 
why the Simplex method in Case 1, at the 
difference of Case 2, can not come near to the 
global optimum, because the algorithm can never 
jump over the “hill” represented with light colours. 
Depending on the initial guess, the Simplex solution 
is thus constrained to a subpart of the accessible 
domain, leading to a local optimum. 

The mass fraction field of CO obtained for the 
two-dimensional burner considered here with a few 
chosen compositions of the two inlets are presented 
in Figures 6-9. In all figures the mass fraction of the 
radical HCO is also shown to visualise the shape 
and position of the active reaction zone. Fig. 6 
corresponds to a non-optimal solution of the 
Genetic Algorithm. Comparing with Figures 7 to 9 
a large CO mass fraction and thus mass-flow rate is 
found at the outlet of the combustion chamber for 
this set of compositions. 

A much better configuration is achieved with 
the Simplex method (Case 1), presented in Fig. 7. 
Examples of optimal mass fraction distributions for 
CO can be seen in Figures 8 and 9 for the GA. 

Table 2. Primary inlet flow-rates for the selected simulations 

Figure 
number 

Injector1 
Methane mass 
flow rate [g/s] 

Injector1 
Air mass 
flow rate [g/s] 

6 8.31 · 10-2 9.01 · 10-1 
7 5.51 · 10-2 9.18 · 10-1 
8 8.92 · 10-2 7.43 · 10-2 
9 8.71 · 10-2 1.03 · 10-1 

 
The values chosen by the optimisation 

procedure for the primary inlet for the Cases 
corresponding to Fig.6 to 9 are listed in Table 2. 
Considerable variations have been tested by the 
optimisation procedure, corresponding to more than 
40 % of variations for the fuel and more than 50 % 
for the air inflow rate, before identifying the best 
solution. Such large variations would certainly not 
have been considered by a human being carrying 
out a “manual” optimization. 

 
 

 

Figure 3. Input parameters of the optimisation using Simplex and 
Genetic Algorithms 

 

Figure 4. Results of the optimisation using Simplex and Genetic 
Algorithms 

 

Figure 5. Contour plot of the average mass fraction of CO as a 
function of the input parameters. 
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Figure 6. Mass fraction field of HCO (left) and CO (right) in one 
of the worst case for the Genetic Algorithm optimisation 

 

Figure 7. Mass fraction field of HCO (left) and CO (right) in the 
last Simplex (Case 1) iteration 

 

 

Figure 8. Mass fraction field of HCO (left) and CO (right) in one 
of the optimum cases for the Genetic Algorithm optimisation 

 

Figure 9. Mass fraction field of HCO (left) and CO (right) in 
another optimum case for the Genetic Algorithm optimisation 

5. SUMMARY 
This study has demonstrated that optimisation 

of complex flows involving heat transfer and 
chemical reactions is possible, provided very 
efficient numerical methods are used for the 
optimisation process (here the in-house Opal 
library) as well as for the CFD procedure (here the 
in-house UGC+ code). In this case, optimal 
solutions can be obtained with a small number of 
iterations and acceptable computing times. This 
remains true for much more complex multi-
objective problems, as demonstrated in other 
publications. In the present case the Simplex 
method has found several but only local optimal 
configurations depending on the starting point. The 
optimisation domain has been explored using 
Genetic Algorithm with more success, but with a 
considerably higher computational effort. Further 
investigations are presently being conducted to 
decrease even more the needed computing time and 
therefore have access to more realistic, three-
dimensional configurations, described with more 
refined models using a higher number of 
parameters. 
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ABSTRACT 
Nowadays, the growing importance of 

renewable energy sources especially of the wind 
power indicates the necessity of understanding, 
describing and predicting the flow field around the 
planned site of wind power plants.  

The wind tunnel investigations on flow field 
over an escarpment with various angles of 
inclination provide data base for e.g. installation, 
structural sizing and operation of wind power 
plants. Hot wire measurements are carried out in 
atmospheric boundary layer flow upstream and over 
the escarpment. Due to the speed up this type of 
topographical elements is especially appropriate for 
installation wind power plants. The applied 
measurement technique (hot wire) and the 
adequately large number of measuring points allow 
investigation on the fine structure of turbulence 
besides definition of mean flow field. 

The experimental results have ensured wide 
range data base respecting flow and turbulence field 
over simple model escarpment. The data base is 
applicable to wind energy or CFD validation 
investigations, or model development. 

This paper presents that applicability of the 
formulas for fractional speed up (∆S) found in 
literature is limited on the investigated range of 
angle. Based on experimental investigations using 
hot wire technique on flow over model escarpment 
with various angles of inclination (5°≤γ≤20°, 
0,175≤H/L1≤0,728) situated in atmospheric 
boundary layer, the fractional speed up and so the 
specific wind power distribution over the 
investigated topographic elements have been 
determined. This paper presents modified formulas 
to define spatial distribution of speed up and the 
integral length scale variations caused by the simple 
model escarpment are proposed.   

Keywords: fractional speed up over escarpment, 
hot wire anemometry, wind tunnel test 

NOMENCLATURE  
 
Examples: 

∆S [-] fractional speed up ratio 
∆U [m/s] perturbation velocity 
γ [°] slope 
H [m] height of the escarpment 
L1 [m] half-length of the escarpment 
S [-] speed up factor 
Az [-] amplification factor 
d0 [m] displacement height 
α [-] profile exponent 
δ [m] boundary layer height 
Tu [-] turbulence intensity 
Lux [m] integral length scale 
R [-] curve fitting error 
U [m/s] mean velocity, u component 
C [-] constant 
 
Subscripts and Superscripts 
ref reference 
x, z downstream, vertical (coordinate) 

1. INTRODUCTION 
The atmospheric boundary layer flow has been 

affected by non-homogenous terrain. Several 
changing have been come into existence in 
boundary layer properties compared with boundary 
layer flow over homogenous terrain. Considering 
only the surface elevation neglecting the surface 
temperature and roughness modifications and the 
effect of thermal stability, one of the most important 
effects the velocity variance caused by the obstacle 
(hill, escarpment, etc.).  Generally, the flow 
accelerates over a 2D simple hill model and a speed 
up occurs above the surface of the hill (see Figure 
1.). The typical distribution of perturbation velocity 
(∆U) is shown in Fig. 1. A most important feature 
of the wind profile over a hill is that it increases 
with height much more rapidly than over level 
ground. Several possibilities can be found in 
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literature for quantitative determination of speed up.  
For use in wind energy or wind load predictions two 
useful ways of characterizing the increase in 
perturbation velocity, ∆U over a hill have been 
spread. These are the “fractional speed up ratio”, ∆S 
and the “speed up factor”, S.  

 

Figure 1. Speed up over a 2D hill 

The first is the ratio of the increase in velocity a 
distance ∆z above the surface to the upwind 
velocity at the same displacement (1).  

( ) ( )
( )zU

z,xUz,xS
∆

∆∆
=∆∆     (1) 

where ∆z is the height above the surface of hill, 
x is the distance in downstream direction. 

The speed up factor is the ratio of the speed 
relative to the wind speed at the same absolute 
elevation z (2). 

( ) ( )
( )zU

z,xUzUS ∆∆+∆
=     (2) 

The disadvantage of using S near the surface of 
the hill is that it is highly dependent on the value of 
∆z whereas ∆S vary much less with ∆z over the 
surface. Consequently, S is only useful near the hill 
top or above the inner region (the inner region is 
defined by the region from surface to the height of 
maximum of speed up) [1]. 

Besides, the “amplification factor”, Az is used 
which is the ratio of the absolute or increased 
velocity at the height of ∆z above the surface of the 
hill to the upwind velocity at height of ∆z [2]. 
Actually this factor is equal to the fractional speed 
up added to 1.   

Determination of speed up is based on 
theoretical assumptions validated by wind tunnel 
and full-scale experiments [3, 4] and of course 
measured wind data [5 to 8]. The latter empirical 
formulas are widely used in engineering practice 
while the others based on theoretical assumptions 
used in numerical codes. Cook [6] suggests the 
topographic speed increment coefficient, sL for 
calculating the topography factor, which is identical 
to the speed up ratio or amplification factor. The 
topographic speed increment coefficient is given for 
different types of obstacles (hill, escarpment, cliff, 
etc.) in nomograms. For example the flows over 
escarpment have been divided flows up shallow and 
steep escarpment. The border upwind slope is 17° 

which mean that above this slope the flows similar 
to the flows over escarpment with slope of 17°, 
hence the maximum speed up occurs at 17° slope. 
Hereby Cook [6] states that the speed up 
irrespective of the slope (naturally just for the 
slopes which are larger than the critical slope) 
because the upwind separation bubble adjusts itself 
to maintain an effective slope about 17° to the 
external flow.   

Weng et al. [8] and Utsunomiya et al. [7] 
propose formulas for determination of fractional 
speed up over the crest of escarpment. In order to be 
precise Utsunomiya et al. [7] suggest formulas for 
speed up at height z/H=0.1 which height is 
approximately equal to the height of the maximum 
speed up. Contrarily to this the formula proposed by 
Weng et al. [8] describes the whole speed up profile 
over the crest.  

Simple approximation proposed by Lemelin et 
al. [6] appropriate for describing the speed up 
upwind and over an escarpment. This assumption is 
denoted with abbreviation of LSD in followings. 

In several cases i.e. the investigated 
escarpments neither LSD [6] nor Weng et al. 
formulas offers adequate speed up values for the 
entire range. The necessity of development a new 
formula has been justified by this fact.  The wind 
data and the novel estimation presented in this 
paper are compared with LSD [6] and Weng et al. 
[8] formulas.  

2. EXPERIMENTAL SET-UP 
The experiments have been carried out in the 

horizontal wind tunnel of Institute of Aerospace 
Engineering at Dresden University of Technology. 
It is a low-speed close circuit tunnel with an open 
test section 4.5 m long and 3 m in diameter (see 
Figure 2.). The main dimensions of the wind tunnel 
have been shown in Fig.2. The detailed description 
of the wind tunnel and the method of atmospheric 
boundary layer generation can be found in [9].  

 

 Figure 2. Sketch of the low speed wind tunnel of 
Dresden University of Technology 

The ground was situated 0.8 m below the centre 
and was made aerodynamically rough by covering it 
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whit uniformly spaced roughness elements to 
simulate the lower part of a suburban atmospheric 
boundary layer. In order to produce a thicker 
boundary layer, a differently spaced horizontal grid 
was placed at the beginning of the test section.  
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Figure 3. Mean velocity profile of approaching 
flow 

The combination of the grid and the surface 
roughness simulate a suburban neutral boundary 
layer whose properties have been shown in Figure 
3. to 6.  
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Figure 4. Turbulence intensity profile of 
approaching flow 

The vertical velocity distribution in fully 
developed boundary layer can be described by the 
power law,  

α

δ
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−δ
−

=
0

0z

d
dz

U
U     (3) 

where Uδ is the mean velocity at the boundary 
layer height δ, Uz is the mean velocity at the height 
z, d0 is the displacement height, and the wind profile 
exponent α was 0.235.  

The wind velocity is continuously recorded 
using both a Pitot-static tube and a hot-wire, 
DANTEC P11 probe, connected to a constant 
temperature anemometer, DISA model M51. 
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Figure 5. Integral length scale profile of 
approaching flow 

Exact modelling of turbulence parameters like 
integral length scale and power spectra are 
necessary for adequate modelling of atmospheric 
boundary layer flow. The integral length scale is 
scaled down by the model scale in this case 1:750 
(see Fig. 5.). The power spectra calculated at 
various heights has been compared with 
dimensionless Kármán-spectra. The agreement to 
Kármán-spectra is quite satisfactory (see Fig. 6.). 
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Figure 6. Power spectra in various heights versus 
Kármán-spectra in approaching flow 
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The model escarpment has been placed at the 
ground of test section far from the wind tunnel 
outlet in a fully developed boundary layer flow.  
The places where the velocity profiles have been 
measured are shown in Figure 7. 
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Figure 7. Place of the velocity measurements 

The slope of the escarpment has been varied 
between 5° and 20° in 5° steps. The origin of the 
coordinate system has been fixed at the crest of the 
escarpment (see Fig. 7.).  

3. NOVEL ESTIMATION OF SPEED UP 
OVER A 2D ESCARPMENT 

The novel estimation of fractional speed up 
ratio based on wind data obtained from wind tunnel 
experiments. In data fitting procedure a nonlinear 
least-squares data fitting by Gauss-Newton method 
has been used. This method finds the coefficient of 
a nonlinear user defined function. The code has 
been written in MATLAB. The error of the fitted 
curves has been defined as the follows:  

∑ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=

datan

i

2

i

ii

data f
fm

n
1R    (4) 

where ndata means the numbers of data used in 
fitting procedure, mi means the measured while fi 
the fitted value. R tends to zero means better fitting 
and R=0 marks the perfect fitting.  

More than 700 data has been used in fitting 
procedure. The proposed estimation for the 
fractional speed up has been shown in (5) to (8). 
The validity of presented formulas has been limited 
by the measured range. First this is valid in case of 
suburban type atmospheric boundary layer 
approaching flow (characteristics of the 
approaching flow can be seen in Fig. 3. to 6.). The 
validity range has been covered in downstream 
direction -2.5≤x/δ≤0.8 (note the crest of the 
escarpment is located at x=0 position) and 
0.025≤z/δ≤1 in vertical direction. The slope can be 
varied between 5° and 20° (0.175≤H/L1≤0.73). 
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if  i≤1 
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if i=2 
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where x, z denote the downstream and vertical 
direction respectively, H is the height of the 
escarpment and L1 the half-length of slope (the 
distance from the hill top to where the elevation is 
half its maximum), δ is the boundary layer height 
(here δ=0.6 m corresponds to 450 m is full scale), C 
denotes the constants.  

Table 1. Constants for the equations (5) to (8) 

C001 C002 C011 C012 
-28,03 4,6531 27,468 -2,5591 
C021 C022 C031 C032 
-20,01 0,1016 0,0885 -1,0101 
C101 C102 C111 C112 
-22,437 3,3368 8,2753 -19,276 
C121 C122 C131 C132 
-2,6964 32,474 0,24 -0,4381 
C211 C212 C221 C222 
-0,0003 -0,0008 -0,2936 -0,0174 
C231 C232   
-0,0001 -0,0002   
 
Table 1. contains the constants for the equations 

(5) to (8).  

4. RESUTLS 
The measured wind data and fractional speed 

up ratio obtained by LSD [6], Weng et al. [8] and 
the proposed formula (5) to (8) have been shown in 
Figure 9. to 12. In case of the smallest investigated 
slope over the crest the LSD [6] formula provide 
good agreement with the measured data, however 
down- and upstream the error has been increased 
(see Fig. 9.). The gap has been grown extremely 
wide especially in case of higher slopes and far 
upstream from the crest (see Fig. 11. and 12.). 
Generally upstream from the crest near the ground 
the LSD [6] gives no adequate values.  In the near-
ground region over the crest and downstream the 
LSD formula overestimates the measured value 
except at the lowest position where the maximum of 
the speed up has been measured (see Fig. 9. to 12.). 
As regards the maximum of ∆S the LSD values 
over the crest are close to the measured values, 
downstream this tendency changes, the predicted 
values are lower than the measured. Contrarily to 
this trends the formula proposed by Weng et al. [8] 
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underestimates the measured values particularly in 
near wall region. This trend can be observable in 
case of all investigated slope although in decreasing 
degree with increasing slope. The reason of this 
behaviour can be found in the way of determination 
of the maximum speed up. This method 
underestimates the maximum speed up because of 
neglecting the effect of approaching flow. The 
Weng formula takes into account only the shapes of 
hills.  

 

Figure 9. Fractional speed up ratio in case of 5° 
escarpment, measured, fitted and literature data 

Since neither the LSD nor the Weng formula 
give adequate value for fractional speed up ratio in 
whole investigated region, novel estimation of 
speed up has been developed. This method provides 
good approximations for speed up for the entire 
range either the speed loss in front of the slope. The 
best approximations have been found in the region 
near the crest and above the plateau. 

 

Figure 10. Fractional speed up ratio in case of 
10° escarpment, measured, fitted and literature 
data 

These results provides basis for model 
development and structural sizing or operation of 
wind power plants. For example the specific wind 
power can be easily determined from the fractional 
speed up ratio. 
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where Uref is the reference velocity measured at 
height of zref, α is the profile exponent. Naturally 
using the proposed formulas (equations (5) to (8) 
presented in this paper) the value of profile 
exponent is limited to the typical value of suburban 
type atmospheric boundary layer flow. Besides the 
slopes and the places of a planned wind power plant 
has to be in the validity range of the proposed 
formula.  

 

Figure 11. Fractional speed up ratio in case of 
15° escarpment, measured, fitted and literature 
data 

Whereas the investigated slopes and places of 
velocity measurement cover the most cases 
occurred in nature.  

 
Figure 12. Fractional speed up ratio in case of 
20° escarpment, measured, fitted and literature 
data 

The simple geometry used in the presented 
investigations clearly affects the turbulence 
characteristics. The applied measurement technique 
and the adequately large number of measuring 
points also allow the investigation on the fine 
structure of turbulence beside the definition of mean 
flow field. The limitations of this paper do not 
allow to describe this effects. 
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5. SUMMARY 
The wind tunnel investigations on flow field 

over an escarpment with various angles of 
inclination provide data base for (e.g.) the 
installation, structural sizing and operation of wind 
power plants. Due to the speed up, these types of 
topographic elements are especially suitable for the 
installation of wind power plants. Hot wire 
measurements have been carried out in atmospheric 
boundary layer flow upstream and over the 
escarpment. Based on wind data obtained by wind 
tunnel investigation the fractional speed up and so 
the specific wind power distribution over the 
investigated topographic elements have been 
determined. Due to the weakness of the formulas 
found in literature this paper presents a novel 
formula for estimation of fractional speed up ratio. 
The applicability and validity of the proposed 
formula have been shown through comparison with 
measured wind data. 

The experimental results offer a wide-range 
data base concerning flow field over simple model 
escarpment. The data base is applicable either to 
wind energy and CFD validation investigations, or 
to model development. 
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ABSTRACT 
The paper reports on numerical simulations of 

turbulent flows over real hills and urban street 
canyons with dispersion of passive pollutants. 
Several extensions of the standard k-ε eddy-
viscosity turbulence model have been investigated 
expected to remove some few well-known 
deficiencies of the standard model that are 
potentially relevant for accurate predictions of 
environmental flows. These include effects of 
surface roughness, generalized wall-functions, a 
redefined production of turbulence kinetic energy, a 
time-scale limiter and a RANS/LES merging 
approach. The accuracy and the numerical 
robustness of these models implemented in Navier-
Stokes solver for structured non-orthogonal 
geometries are investigated. Another novelty is a 
simple and efficient representation of blocked flow 
regions (passive elements approach) used for 
mimicking entire buildings or their segments. The 
following configurations are simulated: flow over a 
realistic orography (Askervein Hill, U.K.), idealised 
2D and 3D urban street canyons at laboratory- and 
full scale (Goettinger Strasse, Hanover, Germany) 
with traffic pollution sources. For all cases 
simulated, good agreement with the available 
field/laboratory measurements and with previously 
performed numerical studies has been obtained 
demonstrating acceptable accuracy and numerical 
robustness of the approach presented. 

Keywords: numerical simulations, turbulent 
flows, complex urban areas and hills, dispersion 
of pollutant;  

1. INTRODUCTION  
The 18 months long observations by the 

European Space Agency (ESA) satellite ENVISAT 
– launched in February 2002 – revealed that the 
traffic, industry and energy utilities in urban areas 

in Europe, North and South America as well as in 
Asia are the world’s main  producers of nitrogen 
dioxide  (NO2) pollution (http://www.esa.int). It is 
believed that excessive exposure to this mainly 
man-made gas can cause lung damage and 
respiratory problems. As such, it is one of the main 
contributors to urban pollution in big cities. In 
addition, this gas is known to be the main precursor 
of ozone production in the troposphere and thus an 
important parameter in atmospheric chemistry. 
Obviously, reduced emissions can have significant 
positive impacts on public health. Severe air 
pollution of urban areas is usually associated with 
intensive traffic/industrial emissions and critical 
meteorological conditions (windless days, strong 
stratification, temperature inversion capping, etc.). 
Local wind conditions and time dependent intensity 
of pollutant emission determine the air quality, 
Britter and Hanna [1]. In many urban centres with 
environmental pollution problems monitoring 
systems have been established in order to provide 
proper data which can be used as an input to 
computer models and as a basis for the decision-
making by authorities in order to reduce further 
increase of pollution. Since the origin of 
environmental pollution is in complex spatial and 
temporal flow, turbulence and dispersion 
interactions, computer simulations can be powerful 
tools for estimating the impacts of different 
parameters on pollution. Air flow and pollutant 
dispersion at environmental scales are characterized 
by high values of Reynolds numbers (indicating 
highly turbulent flows) and with complex 
geometries (topography of terrain simulated, arrays 
of buildings and streets). Obviously, direct 
numerical resolving of all flow and turbulence 
scales is beyond the reach of present computational 
power – so mathematical models for scales not 
resolved by underlying numerical grid 
(subgrid/subscale contributions) must be 
introduced. These models are based on the solutions 
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of conservative transport equations of mass, 
momentum, energy and species concentration. In 
this paper, we will address several extensions of the 
eddy-viscosity based models that are usually used 
for simulations of environmental flows. 

2. MATHEMATICAL MODEL 
The problem of turbulent flow and dispersion 

of the passive pollutant is mathematically described 
by conservation laws for mass, momentum, 
concentration, turbulent kinetic energy and its 
dissipation rate: 
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where Reynolds stresses and turbulent 
mass/concentration fluxes are calculated from:  
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Following model variants are applied and tested:  
• Standard model, 22,/ SPkT tk νε ==  
• Kato-Launder Modification (Kato and Launder 

[2] ): Ω= SP tk ν2  
• Durbin time-scale limiter (Durbin [3]):  
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In addition to the standard Reynolds-Averaged-
Navier-Stokes (RANS), we considered also a 
recently proposed hybrid RANS/LES approach, 
Kenjeres and Hanjalic [4].  The underlying idea is 
to sensitise the coefficient(s) in the turbulence-
model equations to the mesh size, relative to the 
characteristic length-scale and thus to make them 
sensible to flow instabilities and unsteadiness: 
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It can be seen that this approach asymptotically 
returns the standard RANS when mesh is coarse 
( 1α = ) and with mesh refinements, modelled 
contributions are approaching zero making it finally 
pure DNS (α → ∞ ). We report here on several 
(though preliminary) attempts in using this hybrid 
approach for simulations of environmental flows. 
For flows at realistic environmental scales, two 
additional important issues need to be taken into 
account: surface roughness and generalised 
treatment of the wall boundary conditions that 
depart from the conventional equilibrium wall 
functions. The surface roughness has significant 
impact on levels of turbulence created in the 
proximity of the surface. Since the high Reynolds 
numbers associated with high velocities and large 
physical dimensions prevent the use of the low-Re-
number models (due to enormous grid 
requirements) – the use of wall functions is the only 
viable way of defining the wall boundary 
conditions. The velocity wall-functions with surface 
roughness imply calculation of the wall-friction as 
follows: 
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In order to make it possible to deal (at least 
partially) with the non-equilibrium effects, which 
are common in environmental flows,   a generalised 
form of the wall function is used: 

 Ψ= w
G
w ττ  (9) 

where the correction term is calculated from: 

τκUU
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P
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and the correction parameter C is evaluated from 
the combination of time-dependent, convective and 
source (pressure gradient) terms of momentum 
equations, evaluated at the previous time step or 
iteration. For this particular expression, it is 
assumed that the flow is mainly oriented in the 
tangential direction (U) i.e.: 
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Table 1. Model Coefficients 

1εC  2εC  ΦC  Cσ  kσ  εσ  
1.44 1.92 0.1 0.71 1 1.3 

3. NUMERICAL METHOD  
The equations set given in Section 2 is solved 

numerically using a finite volume Navier-Stokes 
solver in structured general non-orthogonal 
geometries. Cartesian vector and tensor components 
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are used in collocated variable arrangement. The 
second-order central difference scheme (CDS) is 
applied for discretisation of the diffusive terms of 
conservative variables. The second-order quadratic 
upwind scheme (QUICK) is applied for all 
convective terms. In order to keep the numerical 
stability when QUICK scheme is used, deferred 
correction with first-order upwind scheme (UDS) is 
applied. The coupling between the velocity and 
pressure fields is provided trough the SIMPLE 
algorithm. The fully implicit second order three-
time-levels marching scheme is used for the time 
integration. 
       An important issue is how to treat the 
geometrically complex domain occupied with many 
buildings in the simulated domain and yet to 
provide a numerically efficient meshing tool for 
parametric studies. In this work we adopted the 
passive elements approach, Kenjeres et al. [5]. In 
contrast to the conventional multi-block approach in 
structured geometries where the building-blocks 
strategy is applied for fluid-flow regions, here the 
blocks representing complete building or parts of 
buildings are simply excluded from the basic 
underlying numerical mesh (mesh covering the 
empty-fluid flow domain) and treated as a new solid 
boundaries (walls). We proved earlier (in numerical 
simulations of occupied and furnished indoor-
climate configurations) and reconfirmed again in 
this study that this method is computationally very 
efficient and numerically robust – reducing 
drastically time usually needed for re-generation of 
new sets of numerical grids. 

4. RESULTS 

4.1. Flow over realistic complex 
orography: Askervein hill  

Figure 1. Topographic map of the Askervein Hill 
and characteristic experimental locations. 

 

 

Figure 2. Comparison of the horizontal velocity 
and turbulence kinetic energy along the A-A 
line: experiments of Taylor et al. (1983), previous 
simulations of Castro (2003) and present 
simulations;  

Extensive experimental investigations of Taylor et 
al. [6] for flow over realistic hill with a height of 
116 m and moderate slope (Askervein Hill, U.K.) 
formed a basis for numerous benchmark studies of 
different numerical codes for the environmental 
flow simulations, Raithby et al [7], Beljaars et al. 
[8], Castro et al. [9]. Field measurements (based on 
the use of Gill UVW, sonic and cup anemometers) 
were mostly conducted along lines parallel to the 
major and minor hill axes (at 10 m above the hill 
surface, A, AA and B lines), Fig.1. In addition, two 
50 m high towers were placed at the hilltop (HT) 
and at the hill-central point (CP) to collect vertical 
profiles of mean velocity and turbulent stresses. 
Additional reference site (RS) located upstream 
from the hill was constructed in order to provide 
flow and turbulence parameters of an undisturbed 
approaching flow. The flow is characterized by very 
large Reynolds number, Re~109. In order to 
accommodate the approaching wind direction of 
2100 the numerical mesh is created by rotating and 
interpolating hill coordinates from the available 
maps. This is done in order to impose simple inlet-
outlet boundary conditions for simulated flow 
domain. The terrain-following (boundary-fitted 
coordinates) numerical grid consisted from 1762x  
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Figure 3. Vertical profiles of turbulence kinetic 
energy at the CP location; (See caption in Fig.2) 
 
36 control volumes, which together with the applied 
QUICK discretization scheme for the convective 
terms of momentum equations should provide grid-
independent solutions. Effects of the surface-
roughness have been proved to be very influential 
for the final results, so typical roughness of z0=0.03 
m (mimicking the grass over hill surface) is 
specified. The inflow conditions are provided from 
the separately performed simulation of the fully-
developed turbulent boundary layer flow with 
identical specification of the roughness parameter. 
Distribution of relative-speed-up (defined as 

)(0/)](0),,([),,( zUzUzyxUzyxS ∆∆−∆=∆∆ ) of 
the horizontal velocity and of the scaled turbulent 
kinetic energy (defined as 

2
10/),,(),,(* Uzyxkzyxk ∆=∆ ) along the A-line are 

shown in Fig. 2. (here )(0 zU ∆  is value of the 
undisturbed/approaching horizontal velocity and 

10U is the inlet/approaching horizontal velocity at 

10 m above the surface). It can be seen that the 
velocity distribution shows very good agreement 
with experimental data of Taylor et al. [6]. The 
wake region is particularly well captured with the 
newly proposed hybrid RANS/LES approach – 
showing significant improvements in comparison to 
the standard RANS approach. The origin of this 
improvement is in the reduced levels of turbulent 
kinetic energy of the approaching flow (up-hill 
region), which can be seen in Fig.2-below. The 
profiles of turbulent kinetic energy show under-
prediction in respect to experiments (especially 

characteristic peak at the location just after the hill-
top is not well captured) but generally qualitatively 
good agreement is obtained. The vertical profiles of 
the scaled turbulent kinetic energy at the central 
peak (CP) location are shown in Fig.3. Again, good 
agreement with experiments is observed. This first 
stage of numerical validation of few variants of 
eddy-viscosity based turbulence models for real-
scale environmental flows in complex geometries 
demonstrated numerical robustness and good 
agreement with available experimental and 
numerical simulations of other authors.  

4.2. Simulations of simplified 2D urban 
street canyons at laboratory scale  

Flow over an array of 2D obstacles at 
laboratory scale is simulated next. Because of its 
geometrical simplicity, this flow configuration was 
extensively studied in literature – both 
experimentally and numerically. In this paper, we 
selected experimental studies of Brown et al. [10] as 
the most recent one for comparison of velocity and 
turbulence parameters. The configuration consists 
from 7 rectangular blocks fully occupying the span-
wise dimension – so the entire problem can be 
considered as two-dimensional. Experiments are 
performed for different values of approaching 
horizontal velocity - ranging from 0.3 to 8 m/s. In 
this paper we simulated flow situation which 
corresponds to Re=4x104. It is important to note 
that all blocks should be taken into simulations 
since experiments clearly demonstrated different 
flow patterns at particular locations between 
obstacles – indicating still developing phase of 
flow. For this purpose, the passive element 
approach is used for definitions of blocked flow 
regions. Finally, the numerical mesh consisted of 
420x2x80 control volumes – stretched in proximity 
of horizontal bottom walls and levels of obstacles 
heights. In order to provide proper inlet profiles of 
simulated variables, a separate simulation of fully-
developed channel with roughness specification 
identical to height of obstacles are performed. This 
approach resulted in inlet velocity profiles in 
excellent agreement with experiments, but 
unfortunately, turbulent kinetic energy was under-
predicted (for approximately 50%). This difference 
is probably caused by the spires along the bottom 
wall used in experiments – which were not taken 
into account in simulations. Instead of simulating 
all flow details, the inlet profiles of turbulent kinetic 
energy are approximated from experimental data. 
The results of the simulation in the centre of the 
second canyon are shown in Fig.4. The vertical 
profile of the horizontal velocity shows good 
agreement – apart the region close to the bottom 
wall – where the velocity shows significantly 
smaller levels of recirculation - compared to 
experimental data of Brown et al. [10], Fig.4-above. 
It is remarkable that velocity profile does not show  
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Figure 4. Vertical profiles of the horizontal 
velocity and turbulent kinetic energy in the 
second canyon in flow over array of 2D 
obstacles; Comparison with experiments of 
Brown et al. [10] 

any significant dependence on the model used or 
different types of inlet specifications. In contrast to 
that, the vertical profile of turbulent kinetic energy 
shows bigger sensitivity to models of turbulence 
used as well as to specification of inlet conditions. 
In general, models which underpredict the peak 
value, show good agreement in the region further 
away from the obstacle. The concentration 
measurements of a passive tracer gas (ethane) 
emitted from the centre of the sixth street canyon 
are available. Contours of the non-dimensional 
concentration K (defined as ref eK CU HL / Q= ) 
are shown in Fig.5. It can be seen that good  

 

 

Figure 5. Contours of concentration emitted 
from the centre of the second - comparison with 
experiments of Pavageau and Schatzman [11] 

agreement between experimental distributions and 
numerically simulated values is obtained. 

4.3. Flow and concentration distribution 
in idealised 3D urban street canyons   

The following test case replaces the previously 
simulated idealised 2D situations with more 
realistic 3D obstacles – making the flow patterns 
significantly different (now numerical mesh 
consists of 420x100x80 control volumes and in total 
21 cubical obstacles are placed in the simulation 
domain). Identical inlet and boundary conditions are 
used as for the case with 2D obstacles. The 
horizontal velocity profile in the centre of the 
second canyon shows very good agreement with 
experiments, Fig. 6-above. The recirculation length 
is now better predicted than in the previously 
studied 2D case. The turbulent kinetic energy 
profile show two characteristics peaks – as observed 
in measurements – but levels of TKE are under-
predicted in region below obstacle height and over-
predicted in free-stream region, Fig.6-below. It is  
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Figure 6. Vertical profiles of horizontal velocity 
and turbulent kinetic energy for flow over array 
of 3D obstacles, experiments of Brown et al. [10] 

interesting to note that because of 3D effects, levels 
of TKE in lower part of simulated domain is twice 
higher than in 2D case and in upper part (above the 
obstacle height) its peak value is significantly 
reduced. Simulations accurately reproduced these 
main features of flow but exact levels are still 
different when compared to measurements.   
Despite these deficiencies, the predictions of non-
dimensional concentration levels show excellent 
agreement with experiments, Fig.7. Here the 
concentration profiles in the centre of second 
(Fig.7-above) and sixth (Fig.7-below) street 
canyons are plotted. It can be seen that the wall-
emission values, the peak values and values in the 
upper free-stream zone are all very well predicted.  

 

 

Figure 7. Vertical profiles of non-dimensional 
concentration, experiments of Brown et al. [10] 

Now, after detailed benchmarking and validations 
on laboratory scale, we move to realistic (full-scale) 
urban street canyon situations. 

4.4. Simulations of realistic urban street 
canyons: case of Goettinger Strasse in 
Hannover, Germany  

The selected case is the “Goettinger Strasse” in 
Hannover, Germany, Fig.8. This particular cite is 
selected since it served as a benchmark case for 
validation of CFD codes in framework of the 
European research network (TRAPOS-Optimisation 
of Modelling Methods for Traffic Pollution in 
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Streets) and for which extensive experimental 
database is available. The experimental data are 
provided by permanent monitoring station of 
Environmental Agency of Lower Saxony in four-
line street canyon with a traffic load of 
approximately 3x103 vehicles per day including 
about 16% of heavy vehicles. The characteristic 
street canyon width is 25 m surrounded with both 
sides with complex buildings which are 
approximately 20 m high. In addition to field 
measurements, the laboratory scale measurements 
of the scale-down setup are available too. The 
numerical mesh representing the slightly simplified 
geometry of the considered location (in order to 
have identical geometry representation as 
previously done in the TRAPOS benchmark studies, 
Theodoridis et al. [12]) consists of 146x138x50 
control volumes and approximately 35 passive 
elements (obstacles), Fig.9. Since the original 
orientation of the street is 1630 with respect to 
North – numerical mesh is rotated for the same 
angle in order to provide simple inlet-outlet 
boundary conditions along the entire inlet- and 
outlet-planes, respectively. Different wind 
directions are simulated together with their impacts 
on pollutant dispersion. The emission of pollutants 
is mimicked though two line sources located at 
220<X<225m, 100<Y<280m and 230<X<235m, 
100<Y<280m positions, respectively. The velocity 
vectors and contours of vertical velocity and 
turbulent kinetic energy at plane 10m above street 
are shown in Fig.10 (for East-West approaching 
inflow direction). The resulting flow pattern is very 

 

 
Figure 8. Sketch of the ‘Goettinger Strasse’ 
location: specifications of surrounding buildings 
and four-line emissions sources.   

 
Figure 9. Top view of the numerical mesh used 
for series of simulations.  
 

 

 
Figure 10. Velocity vectors and contours of the 
vertical velocity (W) and of turbulent kinetic 
energy at 10 m above the street for West-East 
wind direction; 
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Figure 11. Summary of performed simulations 
(different wind directions) and predicted values 
of pollution levels with field-measurements, 
laboratory-scale measurements and previous 
simulations of Theodoridis et al. [12].  
 
complex – produced by local configuration of 
surrounding buildings. Patches of local extremes of 
vertical velocity (strong flow acceleration or de-
acceleration) and turbulent kinetic energy 
(reattachment and recirculation regions) can be 
easily located. Finally, an overview of performed 
simulations and comparison of predicted levels of 
concentration at monitoring point (indicated in 
Fig.8) are shown in Fig.11. It can be seen that 
presented simulations gave qualitatively good 
agreement with field-measurements for all 
directions of approaching flow, making it possible 
to fully replace laboratory scale measurements of 
this configuration.  

5. SUMMARY 
In this paper we addressed applications of 

numerical simulations of turbulent fluid flow and 
pollutant dispersion over complex geometries – on 
both laboratory and full-scale applications. The 
numerical simulations are based on finite-volume 
approach in non-orthogonal geometries with 
possibility to activate efficient blockage of parts of 
flow (‘passive elements approach’). Numerical 
algorithm with different extensions of standard two-
equations eddy-viscosity models is extensively 
tested and validated on series of cases including: 
flow over arrays of 2D and 3D obstacles at 
laboratory scale, flow over full-scale realistic 
orography (“Askervein Hill”) and realistic urban 
street canyon (“Goettinger Strasse”) with different 
orientations of approaching wind and street 
emissions. It is shown that surface roughness and 
reduced production played important role in 
obtaining good agreement with experimental 
results. Finally, it is demonstrated that numerical 

simulations can be powerful tools for prediction of 
pollutant dispersion in complex urban areas.  
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ABSTRACT 
The AERMOD model is a steady-state plume 

model, developed by the American Meteorological 
Society (AMS) and the US Environmental 
Protection Agency (EPA). It has been designed to 
describe the transport of pollutants over both flat 
and complex terrains in local scale (~ 30 x 30 km2). 
Dispersion of different passive pollutants emitted 
by industrial sources is calculated by a hybrid 
Gaussian scheme using the Monin-Obukhov 
similarity theory. Hourly meteorological dataset for 
model calculation has been derived either from the 
ALADIN model of the Hungarian Meteorological 
Service (HMS) or the NCEP/ETA model. The latter 
is a limited area numerical weather prediction 
model developed by the National Centers for 
Environmental Prediction (NCEP) and adapted for 
the Carpathian Basin being run operationally at the 
Eötvös University. In addition to the description of 
the coupled AERMOD/ETA modelling system, a 
sensitivity study of the AERMOD model for surface 
parameters and mixing layer height is presented in 
this paper. 

Keywords: plume model, dispersion, mixing 
layer, sensitivity study 

1. INTRODUCTION 
Regulatory air pollution modelling is being 

carried out since the early 1960’s in Hungary. First, 
Gaussian puff models were used. Instability and 
boundary layer depth were calculated [1]. For the 
uniform application of transmission schemes, the 
standardization of air quality models is crucial. This 
work ended in the early 1980’s [2]. Pollution of 
point, line and areal sources were modelled. The 
parameterization of dispersion and the calculation 
of effective source height (plum rise) were 
emphasized. Next step was the development of the 
Hungarian Standardized Model (HNS-
TRANSMISSION) in the 1990’s. This Gaussian 
transmission model can consider the contribution of 

up to 50 sources. It is suitable to describe the 
transmission processes from local scale to regional 
scale including orographical effects [3]. 

Modernization of transmission standards 
became actual at the end of the 90's. Surface layer 
characteristics and the profiles of meteorological 
fields were calculated with the Monin-Obukhov 
Similarity Theory. The assessment of the surface 
energy budget components was also standardized. 
The depth of stable and unstable Planetary 
Boundary Layer (mixing layer depth) were obtained 
[4,5] according to the recommendation of the COST 
Action 710 [6]. In order to perform sensitivity 
studies, the EPA AERMOD system has been 
implemented at the Hungarian Meteorological 
Service [7,8]. This system is suitable for the 
estimation of concentration of pollutants above both 
plane and complex terrains. The applied system is a 
result of a multi year development. It is a 
descendant of the earlier EPA models as ISC3 
(Industrial Source Complex) or the CALPUFF [9]. 
All above mentioned models are non-steady-state 
dispersion models for the estimation of dispersion 
of gaseous pollutant from different type of sources 
(point, line, area, etc.) using time and space-varying 
meteorological conditions on the pollutant 
transport, removal by transformation. These models 
are widely used in many countries of the world. 
Earlier model versions were implemented in 
Slovakia [10,11] and in Hungary as well. 
Meteorological pre-processors based on numerical 
model results were developed. Graphical software 
for the visualization of the results was also 
implemented. The AERMOD is integrated into the 
Hungarian Air Quality Regulatory System. In the 
framework of the COST-728/732 program, 
international validation studies are being performed 
[12]. 

Applied research, related to the AERMOD 
model, is being processed at the Department of 
Meteorology at the Eötvös Loránd University. Our 
goals are (i) to couple the model to the NCEP/ETA 
limited area Numerical Weather Prediction model, 
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which yields the input for the meteorological pre-
processor unit, (ii) to perform sensitivity studies to 
test the effects of orography, surface and planetary 
boundary layer (PBL) characteristics, (iii) to test the 
dispersion processes over complex terrain (iv) and 
the adaptation of the model into the Environmental 
Education at the University. Some results of this 
work are given below. We demonstrate the structure 
of the coupled system, the effect of orography on 
the structure of the concentration field and some 
results from the sensitivity studies on mixing layer 
depth. 

2. THE AERMOD SYSTEM 
The AERMOD dispersion model (AMS/EPA 

Regulatory Model), which has been developed in 
the United States, is a multi layer regulatory, 
Gaussian plume model. Atmospheric concentration 
of industrial contaminants, emitted by line, area and 
volumetric sources, can be calculated [13,14]. The 
AERMOD system consists of a main unit 
(AERMOD) and two pre-processor units 
(AERMET and AERMAP) (Figure 1). 

The AERMET unit performs meteorological 
data assimilation and the estimation of PBL 
parameters is also necessary for the calculation of 
dispersion. 

The AERMAP unit characterizes the terrain and 
generates the receptor grid network needed by the 
model. It is suitable for the handling of all types of 
terrain (including simple, moderate and complex) 
and able to handle both discrete receptors and a grid 
of receptors. 

The main unit (AERMOD) performs the 
prediction of concentration values, output results 
are given in tabular form for unlimited number of 
receptors and for unlimited number of sources. 

 

Figure 1. The structure of the AERMOD system.   
NWS: Numerical Weather System 
OBS: Meteorological observations  
PBL PARAM: Planetary Boundary Layer (PBL) 
characteristics. (Illustration taken from the 
Lakes Environmental Web page [15].) 

2.1. The input dataset 
Systematic assimilation of the available 

meteorological data and estimation of the necessary 
PBL characteristics for the calculation of dispersion 
by AERMOD are performed by the AERMET 
meteorological pre-processor. Hourly surface 
observations and rawinsonde measurements twice a 
day of National Meteorological Services as well as 
on-site field measurement data (e.g., tower 
measurements, remote sensing data) can be 
processed. The latter is optional, while the first two 
should be given. Measured data can be replaced by 
numerical model output (e.g., yielded by the 
ALADIN and MM5 models from the HMS, or by 
the NCEP/ETA model from the Department of 
Meteorology at the Eötvös University). 

The input dataset for the calculation of 
transmission includes calculated PBL 
characteristics besides standard meteorological 
measurements. According to investigations using 
various models we know that the model integration 
is more sensitive to the data assimilation technique 
than to the model formulation itself: output results 
of different dispersion models on the same 
meteorological input show small variation while 
different input fields obtained by different 
assimilation techniques applied to the same model 
results in large variation in the output fields [16,17]. 
Inaccuracy in the initial fields carries large errors, 
so quality control of meteorological datasets is 
crucial. This implies standardization of 
measurements and calculation processes. As a 
consequence of the great importance of the 
meteorological pre-processor, a detailed description 
of the calculation process applied by the AERMET 
is given below. 

The main function of the AERMET is to 
calculate necessary boundary layer characteristics 
for the AERMOD, using meteorological dataset and 
surface characteristics representative for the 
considered area and period. These parameters are 
used by the meteorological unit INTERFACE in the 
generation of the profiles of the necessary 
meteorological variables (wind, turbulence, 
temperature). All observations besides are yielded 
by the AERMET for AERMOD. 

Note that an important difference between 
AERMOD and the earlier ISC3 model is the way of 
handling surface effects. While in ISC3 an open 
land surface is assumed by default, in AERMET 
surface characteristics define the state the PBL 
aloft. This dependence is based on the fact that the 
structure and evolution of the PBL is governed by 
heat and momentum fluxes. Boundary layer depth 
and dispersion of contaminants are affected by 
surface characteristics. These characteristics are the 
following: (i) surface roughness (z0) i.e., height over 
surface (or over the replacement height (d) where 
wind speed becomes zero; (ii) albedo (α) i.e., the 
measure of reflectivity of a surface body; (iii) and 
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Bowen ratio (B0) i.e., the ratio of sensible and latent 
heat flux, representing the available moisture 
content of the surface. All above parameters depend 
on landcover-landuse (e.g., urban area, deciduous or 
coniferous forest, agricultural area, water bodies, 
etc) and show seasonal variation and variation with 
wind speed, for example.  

Input variables of AERMET are standard 
meteorological data (wind speed, wind direction, 
temperature and cloud amount) and surface 
characteristics (albedo, roughness length and 
Bowen ratio). The next PBL parameters are 
calculated on these inputs by this unit: friction 
velocity (u*), Monin-Obukhov length scale (L*), 
convective velocity (w*), dynamical temperature 
(T*), mixing layer depth (zi) and sensible heat flux 
(H). The above parameters are taken to the unit 
INTERFACE, and vertical profiles of the following 
variables are calculated using similarity 
considerations: horizontal wind velocity (u), 
deviation of horizontal and vertical wind (σv and 
σw), potential temperature (θ) and potential 
temperature gradient (∂θ / ∂z). 

3. THE NCEP/ETA MODEL 
The National Centers for Environmental 

Prediction (NCEP) "Early" Eta analysis and 
forecasting system was operationally implemented 
in June 1993, replacing the Limited-area Fine Mesh 
model in providing early forecast guidance over 
North America. The current version of the model is 
being run at Eötvös Loránd University with a 
horizontal resolution of approximately 10 km. The 
vertical grid network of the model is a modified 
sigma coordinate (which is a terrain following 
pressure coordinate) that ensures quasi-horizontal 
planes in the vicinity of mountain slopes avoiding 
lee flow instabilities that usually arises from terrain 
following sigma coordinates. The implementation 
of the ETA model was made at the Eötvös 
University in early April, 2005, and operational run 
of the model is performed for a domain including 
the Carpathian Basin in the Central European region 
on daily basis. The initial and boundary conditions 
of the limited area model is taken from NCEP via 
anonymous FTP from the Global Forecasting 
Model datasets. The output fields are stored on 
backup DVD-s for further analysis and research 
purposes. Currently, these input datasets are used 
for coupled model integration with a mesoscale 
dispersion model. From the input fields of the ETA 
model, suitable input meteorological conditions for 
the AERMOD model can also be generated. Our 
future plans include the coupled model integration 
of the AERMOD/ETA modelling system. 

4. SENSITIVITY TEST OF THE AERMOD 
Two cases of the test runs are presented here: 

the first presents the effect of orography and the 
length of the averaging interval on the distribution 

of surface concentration, the second example 
demonstrates the nonlinear effects of the 
uncertainty of PBL height. 

4.1. Orography effect 
In the planning process of industrial facilities 

and for the calculation of surface concentration, it is 
essential to take into account the effect of the most 
common meteorological conditions and the 
orography. The influence of orography on 
concentration has been investigated for different 
point sources with different height (H) and emission 
(E). During the sensitivity study, analyses for four 
different types of orography have been calculated 
(flat terrain, valley, hill and mountain) using 3 
different averaging intervals (1 hour, 24 hours and a 
10 days period). At surface a grid of receptor points 
has been considered. 

Concentration at a hilly terrain is presented. In 
case of an averaging interval of 1 hour, distribution 
of concentration represents atmospheric 
stratification of the considered time interval. In 
unstable case, when plume touches orographic 
obstacles, it deflects vertically following surface, 
and a lateral diffusion can be observed. In a stable 
case, plume deflects laterally as it touches 
orography, and separate polluted districts can be 
generated. For this reason a larger deviation can be 
observed by stable stratification. Figures 2-4 are 
demonstrating the above mentioned features.  

24 hours average contains the effect of both 
stable and unstable periods besides diurnal variation 
of wind direction. Concentrations are lower and the 
angle of the area affected by the plume is larger. 
One can visualize some area where plume is lifted 
and others where it is deflected by orography. 
Distribution of concentration illustrated on Figure 5 
corresponds to hilly terrain for 24 hours average. 

240 hours average represents dominant winds 
of the given period and a larger area is affected by 
pollution. Of course average concentrations are the 
smallest in this case. Results representing the whole 
10 days period are shown on Figure 6. 

 

Figure 2. Plume shape in case of hilly terrain,  
1 hour averaging interval and unstable 
stratification. E = 1 g/s, H = 35 m. 
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Figure 3. Plume shape in case of hilly terrain,  
1 hour averaging interval and stable 
stratification. E = 1 g/s, H = 100 m. 

 

Figure 4. Plume shape in case of hilly terrain,  
1 hour averaging interval and stable 
stratification. E = 1 g/s, H = 35 m. 

 

Figure 5. Plume shape in case of hilly terrain,  
24 hours averaging interval. E = 1 g/s, H = 35 m. 

 

Figure 6. Plume shape. Hilly terrain, 240 hours 
averaging interval. E = 1 g/s, H = 35 m. 

4.2. Sensitivity of the model to the 
mixing layer depth 

The new generation AERMOD-PRIME version 
has been used in this study. This version contains 
algorithms for dry and wet deposition. Our goal was 
to investigate the effect of a change in the depth of 
PBL (i.e., the mixing layer depth) on the 
concentration of a contaminant. PBL is the lower 
0.2 km to 2 km deep layer of the atmosphere, which 
separates surface from the free atmosphere. 
Transport processes of mass and atmospheric 
properties (e.g., momentum, sensible and latent heat 
flux) take place in the PBL. Depth of the PBL 
varies in space and time, having a typical diurnal 
variation governed by the thermal forcing of the 
surface. AERMOD contains different methods for 
the treatment of stable and convective boundary 
layer. 

Investigation has been performed for the oil 
refiner in Százhalombatta for a one week period in 
winter for the next input data: 

Meteorological input data: ALADIN output for 
the period from the 1st till 7th of January, 2005 
       Source data: type: point source  
Emission: E = 20 g s-1 
Emission height: H = 80 m 
Temperature of emitted gas: 300 K 
Vertical velocity of emitted gas: 10 m s-1 
Internal diameter of source: 5 m 
Contaminant: NOx 
       Orography: Terrain of the neighborhood of the 
refiner in Százhalombatta, an area of about   
30 x 30 km2 (Fiugre 7) 
       Grid receptors: The considered area covered by 
a Cartesian coordinate-system of 55 x 55 receptor 
points 
        Surface characteristics: Typical winter values 
of albedo, Bowen ratio and roughness length for 
each sector. 

Average concentrations for 1 hour, 24 hours 
and 168 hours period have been investigated. 
Mechanical and convective mixing layer depth has 
been modified compared to the values given by 
AERMET. A change by 5, 10, 15 and 20% has been 
introduced. 
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Figure 7. Terrain of Százhalombatta with the 
large stack point source of the refiner. 

 

Figure 8. Plume shape for a 24 hours averaging 
interval at 4 January, 2005. 

The 1 hour averages were the highest while 168 
hours averages were the lowest in general.  

In case of 1 hour averages distribution of 
concentration represents the stratification (stable or 
unstable) of the considered time interval. 24-hour 
averages contain both the effects of stable and 
unstable stratification and the diurnal variation of 
wind speed and direction. So concentration values 
are smaller while angle of the area affected by the 
plume is larger. Figure 8 illustrates the shape of 
plume for a 24 hours averaging period. Average 
concentration of a time interval of 168 hours 
represents typical winds of the considered period, 
affecting even larger area. 

Variation of the PBL depth has larger impact in 
case of larger concentrations, so we considered the 
largest values for all averaging periods. Figure 9 
demonstrates the maximum concentration of 
contaminants as a function of PBL height. Figure 9 
upper panel corresponds to a stably stratified 

nocturnal case while the lower panel to an unstably 
stratified case in the midday.  

While unstable stratification improves dilution 
(due to thermal and mechanical turbulence), 
concentrations are smaller in that case than in stable 
case (only mechanical turbulence). So the variation 
is much larger in stable case. Note that for 
meteorological conditions of the considered period 
orography did not influence dispersion, but in 
general, due to an obstacle in the prevailing wind 
direction, contaminants can accumulate 
significantly. It can be seen that an increase in the 
mixing layer depth results in a decrease in the 
maximal concentration, because it allows larger 
scale mixing of contaminants. Similarly, decrease in 
the depth of mixing layer results in an increase in 
the concentration. 

10% change of mixing layer depth results in a 
5-6% variation in the concentration in stable case. 
20% change modifies maximal concentrations by 
10-12%.  The  order  of  magnitude  of  decrease  of 

 
 
Figure 9: Maximal relative concentration by  
1 hour averaging in stable case (top) and in 
unstable case (bottom) as a function of relative 
PBL height. 
concentration resulted from an increase in mixing 
layer depth is smaller than the increase of 
concentration by decrease of depth. This is due to 
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smaller intensity of mixing processes by stable 
conditions.  

 On Figure 10 upper panel maximal surface 
concentration of the contaminant is presented as a 
function of boundary layer depth in a certain 
receptor point for 24 hours averaging. It can be seen 
that an increase in the boundary layer depth results 
in a decrease in maximal concentration values, 
while a decrease in the boundary layer depth results 
in an increase in maximal concentration. 10% 
change in the depth results in a negligible  
0.13-0.14% variation in the maximal concentrations 
and 20% change modifies concentration by only  
0.26-0.29%. 

 

 

 

Figure 10: Maximal relative concentration by  
24 hours (top) and 168 hours (bottom) averaging 
as a function of relative PBL height. 

 
Figure 10 lower panel demonstrates the 

concentration of the contaminant as a function of 
boundary layer depth in a certain receptor point by 
168 hours averaging. The effect of a change in the 
boundary layer depth is the less pronounced in this 
case. Variation of 0.13% at 20% change in PBL 
depth is the largest impact among the investigated 
cases. An interesting feature of this case is that 
similar to the previous cases concentration  
decreases with increasing boundary layer depth, but 
a decrease of the mixing layer does not imply 
necessarily definite increase in the maximal 
concentrations. In case of 20% decrease in the 

mixing layer depth for example, concentration is 
smaller than in the original case. This is probably a 
consequence of a smoother distribution of the 
concentration for a longer averaging period around 
the point of maximum concentration. Due to the 
variation of wind speed and direction, one certain 
point is not always in the direction of maximum 
concentration in the plume. This is a logical 
explanation to the week correlation between 
maximal concentration and variation in mixing 
layer depth for longer averaging intervals. 

5. CONCLUSION 
We have demonstrated the development of the 

ETA/AERMOD system at the Department of 
Meteorology at Eötvös University. The effect of 
complex terrain on the diffusion of contaminants 
has been analyzed. We investigated the uncertainty 
of maximal surface concentrations due to variation 
of mixing layer depth in stable and unstable cases. 
According to our expectations, in stable cases (thin 
layer), hourly surface concentrations are more 
sensitive to the mixing layer depth than in deep 
convective cases. With the increase of averaging 
period the importance of mixing layer depth 
decreases. This is a consequence of a variation in 
the shape and direction of the plume with varying 
wind speed and direction. 

Among our plans are further sensitivity studies 
including the investigation of the effect of surface 
characteristics (albedo, Bowen ratio and roughness 
length) on the distribution of concentration.  

Surface – as a thermal and mechanical 
constraint – induces turbulent exchange processes 
influencing transport of contaminants. Because the 
model the structure of the PBL is a function of the 
surface characteristics beneath, our further 
investigations are towards the analyses of the PBL 
itself. 
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ABSTRACT  
The wind tunnel modeling experiments were 

conducted to examine the shelter effect of the fence 
on the dispersion characteristics of horizontally 
continuous release of heavy gas from an elevated 
source. In the experiments, carbon dioxide was 
adopted as the tracer of heavy gas. The scaled rural 
terrain type of neutral atmospheric turbulent 
boundary layer flow was simulated and used as the 
approaching flow. Measured results show that with 
setting fence behind the elevated source, the 
significant shelter effect for reducing heavy gas 
concentration has been exhibited. The ground-level 
concentration along the downstream distance in the 
leeside of the fence comes to a larger value as 
increasing the released heavy gas densemetric 
Froude number. When the fence porosity reduces, 
the ground-level concentration along the 
downstream distance behind the fence decreases. 

Keywords: wind tunnel modelling, heavy gas, 
ground-level concentration, densimetric Froude 
number, fence, shelter effect, turbulent 
boundary layer 

NOMENCLATURE  
C           [ppm]     concentration 
Cs          [ppm]     initial source concentration 
Ds          [mm] source diameter 
g            [m/s2]     gravity acceleration 
H           [cm]       fence height 
hs          [cm]       elevated source height 
n            [--]         power exponent of velocity profile 
Re          [--]        ambient Reynolds number 
Res         [--]        source Reynolds number 
Uref        [m/s]      free stream velocity 
urms        [m/s]      root mean square of turbulent 

velocity fluctuation 
Zref [m] boundary layer thickness 
X [cm]      downstream coordinates 

Y            [cm]        lateral coordinate 
Z            [cm]        vertical coordinate 
φ            [--]          fence porosity 

sρ          [g/cm3]   heavy gas density 

aρ          [g/cm3]   ambient air density 

aµ          [N-s/m2] ambient air viscosity 
 

1. INTRODUCTION 
In the industrial park, there are many kinds of 

chemical gases storage tanks. Most of the chemical 
gases are toxic and heavier than the air. Usually 
these kinds of gas are called heavy gases or dense 
gases. Accidents of continuous release of heavy gas 
form the storage tank will cause a strong impact on 
the industrial park environment.  

Schatzmann [1,2] indicated that the dispersion 
of the heavy gas is quite different from that of the 
airborne pollutants. Britter [3] had make a review 
on the atmospheric dispersion of heavy gas. Zhu et 
al. [4] investigated experimentally on the flow 
structure within a Dense Gas Plume. Robin et al. [5] 
conducted the wind tunnel study on the dense gas 
dispersion in a neutral boundary layer over a rough 
surface. Donat and Schatzmann [6] had conducted 
experiments on the one single-phase heavy gas jets 
released in the turbulent boundary layer. Nielsen et 
al. [7] made the field tests on the dispersion of 
pressure liquefied ammonia. Khan and Abbasi [8] 
developed the numerical model to simulate the 
heavy gas dispersion on the basis of modification in 
plume path theory. Duijm et al. [9] made a review 
and on the evaluation protocol for heavy gas 
diapersion models. 

To reduce the heavy gas release impacts on the 
environment, fence is one kind of the wind barrier 
which is commonly used to prevent the dispersion 
of the heavy gas. The numerical model developed 
by the Khan and Abbasi [8] did not account for the 
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fence shelter effect. Wind tunnel test made by 
Donat and Schatzmann [5,6] were also in absence 
of fence in their experiments. In the present study, 
measurements of the concentration distribution of 
heavy gas (carbon dioxide) in the turbulent 
boundary layer flows with fence were carried out. 
The urban types of neutral atmospheric turbulent 
boundary layers were simulated as the approaching 
flows. Sheletr effects on the heavy gas dispersion 
for the solid and porous fences under various 
release of densimetric Froude numbers were 
investigated. 

2. EXPERIMENTAL SET-UP AND 
INSTRUMENTS 

The experiments were carried out in the 
National Taiwan Ocean University’s Environmental 
Wind Tunnel. The wind tunnel test section has a 
cross section of 2 m wide, 1.4 m high, and 12.5 m 
long. The tunnel is an open suction type and it 
contracts to the test section with an area ratio of 4:1. 
The turbulence intensity of empty tunnel in test 
section is less than 0.5 % at the mean velocity of 5 
m/s. 

Four spires of 100 cm height and roughness 
elements (2 cm x 2 cm x 2cm) are properly 
arranged at the entrance of test section to generate a 
thick turbulent boundary layer which is used as the 
approaching flow. The turbulent boundary layer 
flow is approximated by the power law.  

An X-type hot-wire incorporating with the TSI 
IFA-300 constant temperature anemometer was 
employed to measure the turbulent flow signals. 
Output of the analog signals for turbulent flow was 
digitized at a rate of 4 K Hz each channel through 
the 12 bit Analog-to–Digital converter. Since none 
of the analog signals containing significant energy 
or noise above 1 K Hz, with the Nyquist criteria, a 
digitizing rate of 2 K Hz was sufficient. The low 
pass frequency for the analog signals is set as 1 K 
Hz in all runs of the experiments. 

We choose carbon dioxide (CO2) as tracer of 
heavy gas, which is with a molecular weight of 44 
(1.52 times molecular weight of air). Dispersion 
experiments were undertaken by continuously 
releasing heavy gas, carbon dioxide (CO2) at a 
controlled flow rate from an elevated point source. 
Sampling tracer of the heavy gas was carried out for 
various spilling flow rates and wind barrier 
downstream distances away from source at different 
downstream stations. For concentration 
measurements, tracer gas sampling system was 
developed. It is composed of 15 sampling tubes that 
arranged in a rake. The 15 tubes attach to 15 air 
bags and suck the tracer gas by pumps. In order to 
obtain sufficient tracer concentration analysis, 5 
minutes of sampling time was executed in every 
downstream station. Mean concentrations of the 
sampled tracer gas in air bags were obtained by 
using the analyzer of Cole-Parmer carbon dioxide 

detector. The detector has the concentration range 
of 0~100000 ppm with a resolution of 10 ppm. 

The solid and porous thin plates of 6 cm high 
and 180 cm long with sharp leading edge were used 
as fences. The porosity of the thin plate is 0% (solid) 
and 26 % (porous). 

The experimental arrangement for approaching 
flow, release of heavy gas, and placement of fence 
in the wind tunnel is shown in Fig.1. 
 

 

Figure 1. The schematic diagram of the 
experimental arrangements for releasing heavy 
gas and fence locating 

3. SIMILARITY ANALYSIS OF 
CONCENTRATION 

From fluid flow modelling laws, some 
similarity requirements have to be performed for 
transferring small scales of wind tunnel model 
results to prototype scales. The similarity laws are 
obtained by dimensional analysis. The sketch of the 
continuously release of the heavy gas and fence 
location is shown as in Fig.1. The local heavy gas 
concentration downstream of the spill source can be 
expressed as the following function: 
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where cooordinates : X is the downstream direcrion, 
Y is the lateral direction, and Z is the vertical 
direction. hs: elevated height of source; Ds: diameter 
of source, H: fence height, φ: fence porosity, sβ : 
heavy gas release angle, Us: release velocity of 
heavy gas, sρ :density of spilled heavy gas;  

)( sa hU :cross mean wind velocity at the height hs; 
n: exponent of power law for approachig flow 
velocity profile; refZ :boundary layer thickness; aρ : 
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ambient air density; aµ :viscosity of the air; C is 
heavy gas concentration at (x,y.z), and Cs is the 
concentration at source. 

After the dimensional analysis, some 
dimensionless groups were obtained, and equation 
(1) can be transoformed into the following non-
dimensionlized form as shown in eqaution (2). 
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where ( Hhs ): dimensionless source height; 

sref DZ : dimensionless boundary layer 
height; as ρρ : density ratio; where 

=sFr sasss gDU ρρρ )( −∆ : densimetric 

Froude number; ( ) ssass hUUU βcos−=∆ :excess 

velocity; ( )sas hUU ∆ : velocity ratio; 

sssss UD µρ /Re = : Reynolds numberof of 
source; aaUL µρ /Re 00= : Reynold  numeber of 
ambient. 

As shown in equation 2, it indicates that the 
local concentration C/Cs in both of the model and 
prototype is the same at the locations X/Ds, Y/Ds, 
Z/Ds, provided that all the remaining dimensionless 
parameters on the right hand side of equation can be 
matched in the wind tunnel experiments. In the 
present study, all the parameters are set the same for 
model and prototype except two parameters, such as: 
ambient Reynolds number, Re and spill source 
Reynolds number, Res. The ambient Reynolds 
numbers kept exceeding the critical number (104) 
for ensuring flow becomes turbulent in the 
experiments. A cross wire was placed at the exit of 
the elevated source to trip the outflow. This is to 
ensure it become turbulent flow. 

The experiments carried out in the present 
study were run for the following dimensionless 
parameters which make sure of both safe 
experimental operating conditions and a variation of 
the similarity parameters dominating the heavy gas 
dispersion. Elevated height of source ss Dh =0.075; 
Fence height Hhs / =1; Release angle sβ =0o; 
Approaching flow profile exponent n=0.27; Density 
ratio as ρρ =1.52; Densimetric Froude 
number =sFr 8; 14, 20; Velocity ratio 

( )sas hUU ∆ =1, 1.725, 2.464; Ambient Reynolds 
number aarefref UZ µρ /Re = =1.29x105; Fence 
porosity φ=0%, 26 %. 
 

4. RESULTS 

4.1. Approaching Flow 
The urban terrain type of neutral turbulent 

boundary layer was generated as the approaching 
flow. Mean velocity profile of the simulated 
turbulent boundary layer flow is approximated by 
the power law shown as equation (3). 

 
n

refref Z
Z

U
ZU )()(

=                                                     (3) 

 

0 0.2 0.4 0.6 0.8 1
U (Z)/ Uref

0

0.2

0.4

0.6

0.8

1

Z / Zref

X=10m,Y=1m
n=0.27

n

refref Z
Z

U
ZU )()(

=

 
 
Figure 2. Mean velocity profile of approaching 
flow 
 
where U(Z) is the mean velocity at height of Z , 

refU  is the free stream velocity, and refZ  is the 
boundary layer thickness. In the present study, a 
rural terrain type of neutral atmospheric boundary 
layer was simulated with a model scale of 1/500. 
The free stream velocity is refU =2 m/s; and the 
boundary layer thickness, refZ  is about 100 cm. 
The measured mean velocity profile is shown in 
Figure 2. Results indicate that the power exponent n 
is 0.27. This value lies in the range of 0.23 to 0.40 
as proposed by Counihan [10] for the urban terrain 
type of neural atmospheric boundary layer flow. 

The simulated turbulence intensity profile is 
shown in Figure 3. Here urms is the root mean square 
of turbulent velocityy fluctuation. It is seen that the 
simulated longitudinal turbulence intensity close to 
the wall is about 23%. Counihan [10] had indicated 
that the longitudinal turbulence intensity close to 
the ground-level in the urban terrain areas fell in the 
range of 20% to 35 %. 
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The Reynolds stress profile of the simulated 
approaching flow is shown in Fig.4. Here '' wu  is 
the Reynolds stress, and U is the local mean 
velocity. As seen in the figure, a constant stress 
layer exists near the ground of the boundary layer. 
This agrees with the results of field observations 
reviewed by Counihan [10]. 
 

 
 
Figure 3. Turbulence intensity profile of 
approaching flow 
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Figure 4. Reynolds stress profile of approaching 
flow 

4.2. Shelter effect of solid fence on the 
concentration of heavy gas cloud 

To examine the solid fence shelter effect on the 
heavy gas cloud dispersion, we carried out five 
cases of experiments to measure without and with 
solid fence located at downstream source distances 
of X/H=1, 8, 15, and 24. Fig.5 shows the isolines of 
concentration in x-z plane along the centreline of 

the heavy gas cloud without and with fence for 
Frs=14. As comparing these figures, it is shown that 
solid fence significantly deflects the isolines of 
concentration. The concentration of heavy gas cloud 
accumulates behind the fence due to the shelter 
effect of the solid fence. The accumulated 
concentration of the heavy gas cloud becomes 
higher when the fence is located as closer as to the 
source. The shelter effect is not significant when 
fence located at a far downstream distance, like 
X/H=24. 

Vertical concentration profiles of the heavy gas 
cloud along the downstream distance for without 
and with solid fence located behind the source of 
X/H=8 are shown in Fig.6. The fence shelter effect 
on the change of concentration profiles are 
pronounced especially for the profiles of the 
location ahead of the fence. 

The function of maximum value of vertical 
concentration profile in each downstream station 
versus the downstream distance of the source for 
different locations of solid fence are plotted and 
shown in Fig.7. Results reveal that at X/H=10, the 
maximum concentration reduces 40% and 20% of 
concentration with no fence for fence located at 
X/H=1 and X/H=8, respectively. 

Ground-level concentration decay with the 
downstream distance for solid fence located at 
different downstream distances of the source is 
shown in Fig.8. To estimate the dangerous reach of 
the hazardous heavy gas cloud, Schatzmann  [2] has 
proposed two parameters, Lower Flammability 
Concentration (LFC) and Lower Flammability 
Distance (LFD). Here we define LFC as C/Cs=0.1%, 
and LFD is defined as the distance from the source 
within which ignitable gas concentrations (i.e. LFC) 
occur. Fig.8 exhibits that ground-level 
concentration is less than LFC for X/H>20 as the 
fence located at X/H=1 downstream of the source. 
When the solid fence is located at a distance of 
X/H=8 behind the source, the ground-level 
concentrations at all downstream distances of 
source are lower than LFC. The ground-level 
concentration is less than LFC for X/H>12 and 20 
as the fence located at X/H=15, and 24 downstream 
of the source, respectively. 

Results of Fig.8 also exhibit that the closer the 
fence is to the source, the shorter the LFD becomes. 
It is noted that when the fence is put at a moderate 
distances from the source, like X/H=8, 15, the 
ground-level concentrations of these cases are all 
lower than the LFC. 
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(b) solid fence set at X/H=1 
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(c) solid fence set at X/H=8 
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(d) solid fence set at X/H=15 
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                    (e) solid fence set at X/H=24 
 
Figure 5. Isolines of concentration in x-z plane 
along the centreline of the heavy gas cloud; 
Frs=14 . (a) without fence, (b) solid fence set at 
X/H=1 downstream of the elevated source, (c) 
solid fence set at X/H=8 downstream of the 
elevated source, (d) solid fence set at X/H=15 
downstream of the elevated source, (e) solid 
fence set at X/H=24 downstream of the elevated 
source 
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Figure 6. Vertical concentration profiles of the 
heavy gas cloud along the downstream distance; 
y/H=0, Frs=14 . 
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Figure 7. Maximum concentrations decay with 
the downstream distance for solid fence located 
at different downstream distances of the elevated 
source 
 

144



0 10 20 30 40
Downwind Distance (X/H)

0

0.1

0.2

0.3

0.4
C

/C
s (

%
)

Downwind Distance 
             of Barriers (X/H)

NO WIND BARRIER
X/H =  1
X/H =  8
X/H =  15
X/H =  24

 
 
Figure 8. Ground-level concentration versus the 
downstream distance as a function of solid fence 
location 

4.3. Densimetric Froude number on the 
variation of concentration 

In practical cases, accidental release of heavy 
gas may happen in different release velocities, flow 
rates, or source diameters. To probe all of these 
variables effect on dispersion of heavy gas cloud, 
the densimetric Froude number as seen in equation 
(2) is an appropriate scaling dimensionless 
parameter to account for all of these variables. 

Fig.9 is the function of maximum value of 
vertical concentration profile in each downstream 
station versus the downstream distance of the solid 
fence for different densimetric Froude numbers. 
Here the solid fence was located at X/H=1. For 
lower value of densimetric Froude number (eg. Frs 
=8), the maximum concentration is shown to be 
smaller than that of for higher value of densimetric 
Froude number (eg. Frs =14, Frs =20). But the 
maximum concentrations seem to be a small 
difference for higher value of densimetric Froude 
number from  Frs =14 to  Frs =20. 

The estimation of the influence reach for heavy 
gas cloud can be inferred from the ground-level 
concentration. LFC and LFD adopted in the present 
study is followed the definition proposed by 
Schatzmann [2]. Fig.10 shows the results of the 
ground-level concentration versus the downstream 
distance for solid fence located at different 
downstream distances of the source. Shown is the 
fence located at X/H=1. Results indicate that LFD 
becomes longer as increasing Frs. It appears that 
LFD shows no dramatic increase when increasing 
the densimetric Froude number from  Frs =14 to  
Frs =20. 
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Figure 9. Maximum concentrations decay with 
the downstream distance for different 
densimetric Froude numbers; solid fence located 
at X/H=1 downstream of the elevated source 
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Figure 10. Ground-level concentration variation 
along the downstream distance as a function of 
densimetric Froude number; solid fence located 
at X/H=1 downstream of the elevated source 

4.4. Fence porosity effect on the 
variation of concentration 

The isolines of concentration in x-z plane along 
the centreline of the heavy gas cloud for different 
porosity of the fence are shown in Fig.11. Shown is 
the fence located at X/H=8. 

The vertical concentration profiles along the 
downstream distance of source for different fence 
porosities are plotted in Fig.12. Here the fence are 
located at X=8H downstream of the source. A 
change of the fence porosity from 0% (solid) to 
26% appeared to have no significant variation on 
the vertical concentration profiles for the distance 
X/H>8 downstream of the source. 

The maximum concentration as a function of 
downstream distance for various fence porosities is 
shown in Fig.13. Here the fence is located at X/H=8, 
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and Frs=14. In the leeward side of the fence (i.e. 
X/H>8), the difference of the maximum 
concentration is slightly as changing of the fence 
porosity.  

The ground-level concentration along the 
downstream distance for various fence porosities is 
plotted in Fig.14. Here the fence is placed at X/H=8 
and Frs=14. Results reveal that the ground-level 
concentration value has a great decrease as the 
fence porosity reduces. In Fig.14, the ground-level 
concentration along the downstream distance for no 
fence is also shown for comparison. The ground-
level concentration of fence porosity 26% (fence is 
placed at X/H=8), is larger than that of without 
fence existing for the distance X/H>8 downstream 
of the source. In the meanwhile, the ground-level 
concentration of solid fence (porosity = 0%, fence is 
placed at X/H=8), is smaller than that of no fence 
existing for the downstream distance X/H>8. 
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Figure 11. Isolines of concentration in x-z plane 
along the centreline of the heavy gas cloud; 
Frs=14 . (a) without fence, (b) fence porosity 0 % 
and located at X/H=8 downstream of  elevated 
source, (c) fence porosity 26 % and located at 
X/H=8 downstream of  elevated source 
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Figure 12. Vertical concentration profiles of the 
heavy gas cloud along the downstream distance 
for different fence porosity; y/H=0, Frs=14 
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Figure 13. Maximum concentration as a function 
of downstream distance for various fence 
porosities; fence located at X/H=8 downstream 
of the elevated source and Frs=14 
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Figure 14. Ground-level concentration versus the 
downstream distance as a function of fence 
porosities; wind barrier located at X/H=8 
downstream of the source and Frs=14 
 

5. CONCLUSION 
Study of the fence shelter effects on the 

dispersion of horizontally continuous release of 
heavy gas (carbon dioxide) from an elevated source 
were carried out in wind tunnel. The scaled rural 
terrain type of neutral atmospheric turbulent 
boundary layer flow was properly simulated and 
used as the approaching flow. Measured results 
show that fence was set at where the location closer 
to the elevated source, it could creat a better shelter 
effect for reducing heavy gas concentration. The 
ground-level concentration along the downstream 
distance in the leeside of the fence comes to a larger 
value as increasing the released heavy gas 
densemetric Froude number. When the fence 
porosity reduces, the ground-level concentration 
along the downstream distance behind the fence 
decreases. 
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ABSTRACT  
In the last few years the number of tall 

buildings constructed in Bucharest has increased 
dramatically. New buildings have lighter and more 
flexible structures and their envelopes are more 
continuous and fragile, easily damageable by winds. 
In this respect, the civil engineers became more 
attentive and began to demand wind engineering 
tests on the buildings when the envelope shape is 
more complicated. Our laboratory performed 
numerical and experimental tests for a 110 m tall 
building that is to be erected in the suburban area. 
Numerical tests were performed using the FLUENT 
CFD code while experimental ones were conducted 
on a 1/100 model of the building in our boundary 
layer wind tunnel. Both numerical and experimental 
investigations aimed at the determination of wind 
loads on the envelope (which is important for the 
determination of the way in which the envelope will 
be anchored on the structure) as well as on the 
quasi-steady forces induced by wind on the 
structure. At the express demand of the civil 
engineers, forces were calculated for all the tested 
wind directions with respect to the axes of the 
building. The results of the experimental 
investigation are in good agreement with the results 
obtained by numerical modelling. 

Keywords: boundary layer wind tunnel, CFD, 
quasi-steady forces induced by wind, wind 
engineering  

NOMENCLATURE 
A [m2] area assigned to a pressure value 

AC [m2] characteristic area of the building 
Ax [m2] projection of A on the yOz plane 
Ay [m2] projection of A on the xOz plane 
Az [m2] projection of A on the xOy plane 
C [-] force coefficient 
CM [-] moment coefficient 
Cp [-] local pressure coefficient 
Fx [N] force along the Ox axis 
Fy [N] force along the Oy axis 
Fz [N] force along the Oz axis 
h [m] height above the ground 
Mx [Nm] moment around the Ox axis 
My [Nm] moment around the Oy axis 
Mz [Nm] moment around the Oz axis 
TI [-] turbulent intensity 
U [m/s] velocity 
U10 [m/s] standard velocity at 10 m above 
  the ground 
lC [m] characteristic length 
p [Pa] local pressure on model 
x [m] coordinate along the Ox axis 
y [m] coordinate along the Oy axis 
z [m] coordinate along the Oz axis 
α [−] power law coefficient 
ρ [kg/m3] air density 
θ [grd] angle between wind direction and 
  the Ox axis of the building 
Subscripts and Superscripts 
i denotes discrete values 
max maximal value 
M, N on the model, in nature 
ref reference 
t total 
x, y ,z related to the coordinates of the building 
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1. INTRODUCTION 
In the last few years the number of tall 

buildings constructed in Bucharest has increased. 
New buildings have lighter and more flexible 
structures and their envelopes are more continuous 
and fragile, easily damageable by winds. In this 
respect, the civil engineers became more attentive 
(although in our country the main loads are 
supposed to be induced by earthquakes) and began 
to demand wind engineering tests on the buildings 
when the envelope shape is more complicated. Our 
laboratory performed numerical and experimental 
tests for a 110 m tall building with a metallic 
structure that is to be erected in the suburban area of 
the town. 

Numerical tests are cost effective and relatively 
easier to perform than experimental ones, which are 
difficult and expensive. The disadvantage of 
numerical tests is that they have to be validated by 
experimental measurements in order to ascertain 
their accuracy. That is the main reason why the 
approach used in our study comprises both 
numerical and experimental tests. Wind tunnel tests 
allowed to validate the numerical model, which is 
used in the sequel, to yield more complete results 
(i.e. greater number of discrete values). The 
numerical model was also used to compute results 
for different conditions than the initial experimental 
ones. 

Numerical tests were performed using the 
FLUENT v.6.02 Computational Fluid Dynamics 
(CFD) code, while experimental ones were 
conducted on a 1/100 model of the building in our 
Boundary Layer Wind Tunnel (BLWT). Both 
numerical and experimental investigations aimed at 
the determination of wind loads on the envelope 
(which is important for the determination of the 
way in which the envelope will be anchored to the 
structure), as well as on the quasi-steady forces 
induced by wind on the structure. 

At the express demand of the civil engineers, 
forces were calculated for all the tested wind 
directions with respect to the axes of the building 
(standard values are usually calculated with respect 
to the wind direction [1]). The results of the 
experimental investigation are in good agreement 
with the results obtained by numerical modelling. 

2. EQUATIONS OVERVIEW 
Both experimental and numerical tests aimed 

primarily at determining discrete local pressure 
( M,ip ) distributions on the models. 

Experiments were performed in each of the 
studied cases for 8 wind directions (i.e. North, 
North-East, East, South-East, South, South-West, 
West and North-West) and results were all reduced 
with respect to the axes of the building. The 
relationship between wind directions and building 
axes is presented in Figure 1. 

The shape of the envelope, axes and positive 
directions of forces and moments are presented in 
Figure 2.  

The building consists of 2 major parts (see Fig. 
2): the base part that is strongly developed in the 
horizontal plane but has a reduced height, and the 
tower that is slim and tall, asymmetrically 
positioned on the base part. 

 

Figure 1. Relation between wind directions and 
building axes 

 

Figure 2. Axes system of the modelled building 
and positive directions for forces and moments 
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Local pressure coefficients were computed as: 
 

2

2
Mref,

M,M,

U
pp

C refi
ip ρ

−
=  

(1) 

 
Reference values on the experimental model 

were chosen at 0.94 m above the bottom of the 
BLWT. 

From those values of the local coefficients, civil 
engineers can compute values of the pressures 
exerted on the real building in the same analogous 
points where the pressure coefficients are defined, 
with the following equation: 
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Reference velocity values in nature can be 

computed form the standard velocity at 10 m above 
the ground, provided by the Romanian National 
Meteorological Institute, by taking into account the 
power law mean velocity profile of the suburban 
area [2] and the corresponding reference height (i.e. 
94 m above the ground), with the following 
equation:  

 
α
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10
Nref,

N10,Nref,

z
UU  (3) 

 
A specific area from the lateral surface of the 

envelope was allocated to each point with available 
pressure values. The areas were projected on 
normal planes formed by the axes of the building 
(e.g. the projection of the area Ai,M on the plane 
formed by the Oz and Oy axes will be denoted 

M,ixA  in the sequel) by taking into account the 

angle  formed between the axis and the normal 
direction to the surface  . 

With this notations, global force coefficients on 
the entire building were calculated with the 
following equation: 
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In Eqs. 4 to 7, AC represents a reference area (in 

our study it is the horizontal cross-section of the 
tower) and lC represents a reference length (in our 
case the height of the building). The values 
corresponding to the experimental model are used 
to determine coefficients while values in nature are 
used in the sequel to compute forces and moments 

on the building. Global moment coefficients with 
respect to the axes of the building were computed 
with the following equation: 
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With those values of the global coefficients, 

civil engineers can compute forces exerted on the 
real building with the following equation: 
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The global moment coefficients acting around  

the building axes are computed with the following 
equation: 
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3. EXPERIMENTAL SETUP 
The BLWT used for the experiments is 27 m 

long, with a cross section of 1.80 m×1.80 m. It is 
an opened circuit wind tunnel in which air flow is 
obtained with a fan, driven by a 75 kW electric 
engine with adjustable rotation speed (continuous 
from 0 to 100%) [3]. 

This facility is different from wind tunnels used 
in aerodynamics. The length of the BLWT is 
imposed by the natural development, in the 
experimental zone, of a boundary layer similar to 
the atmospheric one. Aerodynamic wind tunnels are 
built with the purpose of achieving a constant 
velocity distribution in the experimental zone. 

On the bottom of the BLWT we have disposed 
concrete bricks in order to obtain the desired 
roughness needed for the suburban mean velocity 
profile [4]. Velocity measurements for the 
calibration of the BLWT were performed with a 
T.S.I. thermo anemometer, and digitized at a 100 
Hz frequency [5]. The α coefficient obtained for the 
power law describing the best fit (in the least 

150



squares sense) on the experimental velocity data 
was of 0.23 (see Figure 3.a – the continuous curve), 
which is a normal value for the suburban area [2] in 
which the modelled building will be erected. 

The Reynolds number computed with the 
reference velocity and the reference height (94 m 
above the ground in nature, i.e. 0.94 m above the 
bottom of the BLWT in our study) was of about 7.8 
105, which insures the auto modelling with respect 
to that criteria. 

The turbulent intensity TI profile variation with 
height was also computed and is presented in Figure 
3.b. 

 

Figure 3. Mean velocity profile (a)  and turbulent 
intensity profile (b) used in the experimental 
investigation 

The model of the building was built in 
Plexiglas. The length scale of 1/100 was chosen so 
that the model would not produce significant 
blockage in the experimental zone of the BLWT. 

On the model, 114 pressure taps were placed on 
the tower and none on the base part although this 
part was also modelled in order to ensure a similar 
flow around the tower (see Figure 4). We 
considered that for the experimental model, the base 
part is not that important due on one hand to it’s 
small height and on the other to the relatively small 
wind velocities appearing near the ground. The 
tower proved enough for the calibration of the 

complete numerical model that took also into 
consideration the base part. 

 

Figure 4. Experimental model in the BLWT 

 

 

Figure 5. The experimental setup 

Pressure taps were 0.6 mm in diameter and 
were divided into 3 groups that lead pressure values 
to the 48 gates scanning valve used during the 
experiments (i.e. 3 passes of the scanning valve 
were needed for each studied wind direction) 
Pressure measurements were performed with an  
AutoTran Model 600D-011 differential pressure 
transducer with the measuring range between 0 and 
256 Pa. Two of the gates of the scanning valve 
were reserved to the Pitot tube situated in front of 
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the model. As the tunnel is on the suction side of 
the fan, pressures measured on the building were 
connected to the low pressure tap of the transducer, 
while the high pressure tap was connected to the 
total pressure tap of the Pitot tube tp (see Figure 5). 

The pressures measured on the model were 
acquired via an acquisition board directly into a 
computer. Pressure, force and moment coefficients 
were computed in an M.S. Excel spread sheet and 
the results were presented with the use of the 
MATLAB code that permits similar representations 
to the ones given by the FLUENT code [6]. 

4. NUMERICAL SETUP 
For the numerical modelling we used the 

FLUENT v.6.0.12 CFD code. The building was 
modelled at its natural geometrical size. The mesh 
was generated using the GAMBIT v. 2.0.4 code that 
is part of the FLUENT CFD code. 

The flow domain was considered rectangular, 
600 m long, 200 m wide and 200 m high. The origin 
of the axis system of the building was placed in the 
flow domain, at 200 m from the inlet. We used 
tetrahedral elements  with different sizes varying 
from 2.5 m (near the building) up to 10 m (on the 
boundaries of the flow domain). The sizes of the 
elements were computed by the program and the 
matrix associated to the flow domain resulted of 
300000 elements, which is a suitable size for our 
computational capabilities (see Figure 6). 

The inlet into the flow domain is a square 
vertical surface positioned relatively close to the 
building. Velocity distribution is considered 
constant along the Oy model axis, while it varies 
along the Oz axis as a Davenport mean velocity 
profile (see Fig. 6) [7]. 

 

Figure 6. The numerical model with boundary 
conditions 

The outlet of the flow domain is also a square 
vertical surface positioned farther to the building 

than the inlet. It has a boundary condition of zero 
gage scale pressure. 

The bottom of the flow domain is a rigid wall, 
which doesn’t permit mass or energy transfer. The 
roughness of this surface was set to 10-6 mm. Such 
an extremely small value is due to the fact that the 
velocity distribution at the inlet must not be altered 
by the roughness. Using this approach we were able 
to reduce the distance between the inlet and the 
building and subsequently to magnify the distance 
between the building and the outlet. This allowed us 
to observe boundary layer separation on the 
obstacle without increasing the flow domain and the 
number of cells used in the computations. 

On the lateral and upper sides, the flow regime 
is bounded by walls permeable to mass and energy, 
which represent in fact an infinite space [8]. 

The turbulence model used with this numerical 
model was the k-ε standard model implemented in 
FLUENT, as long as we were not interested in 
temporal pressure fluctuations. 

Numerical tests were firstly performed for the 
same mean velocity profile as the one used in 
experimental modelling. The results were compared 
(for the tower) to the experimental ones and the 
numerical model proved to yield consistent results. 
The values obtained on the numerical model (more 
numerous than the experimental ones and 
distributed over the whole surface of the building, 
tower as well as base part) were then processed in 
order to obtain the force and moment coefficients, 
we presented to the beneficiaries of the study. 

Additional tests were also performed for the 
case in which the configuration of the surrounding 
buildings will change in the near future. In this 
respect the inlet velocity profile was changed in 
order to meet the values corresponding to the city 
centre [7]. 

5. RESULTS 
In order to give a global image of the pressures 

acting on the envelope, pressure coefficients 
obtained experimentally were mapped on a 3D 
representation of the tower. As there were no 
pressure taps on the horizontal part of the roof, all 
the values corresponding to the nodes in that area 
were set to 0 and interpolation between successive 
values was only performed between adjacent 
horizontal nodes. The results for wind blowing from 
the N-E (which is the dominant wind direction for 
Bucharest) are presented in Figure 7. 

Pressure coefficients obtained numerically on 
the complete model of the building are presented in 
Figure 8 for wind blowing from the N-E. 

The differences that may appear between Figs. 
7 and 8 are due, on one hand, to a different 
perspective view applied by FLUENT to the 3D 
numerical model and on the other, to the differences 
that exist between FLUENT and MATLAB in the 
way colours are interpolated between values. 
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Figure 7. Experimentally obtained values of the 
pressure coefficients for the N-E wind direction 

For this paper we were obliged  to perform 
manual changes of colours in order to be able to 
match the same palette on both MATLAB and 
FLUENT representations. 

 

Figure 8. Numerically obtained values of the 
pressure coefficients for N-E wind direction 

As already mentioned above, the general rule is 
that for the experimental results (where the number 
of discrete values is relatively small with respect to 
the ones obtained in FLUENT) the interpolation is 
less accurate between adjacent values. 
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That is why the results computed with 
MATLAB present more ample zones of high as 
well as low pressures in comparison with the 
relatively sharper ones obtained from FLUENT. 

In Figure 9.a, we present the variation of force 
coefficients. In Figure 9.b we present the variation 
of moment coefficients with respect to the studied 
wind directions. 

Forces on the Oz axis of the building were very 
small and thus were not plotted in Fig. 9.a. 

Pressure, force and moment coefficients have 
significant values for this building, especially Cy, 
which is important for the cross-section structural 
design. 

Values of the moment coefficients (
xMC  and 

yMC ) are relatively high, especially 
xMC , which is 

important for the dimensioning of structural 
elements of the building. 

In spite of the asymmetry of the tower, its shape 
leads to a relatively constant torque (

zMC  has 
moderately high values) with respect to all studied 
wind directions. 

 

Figure 9. Global force (a) and moment (b) 
coefficient variation with respect to the wind 
direction 

Figure 10 presents the stream lines formed 
around the building for wind blowing from the N-E 
(views from the front, as well as from behind the 
numerical model of the building). 

With the use of such representation, ground 
zones that could eventually present discomfort for 

the pedestrians or that can be subjected to excessive 
snow deposits were identified around the building. 

6. CONCLUSIONS 
The present paper presents the methodology 

used to determine quasi-static wind loads on one of 
the tallest buildings that is to be erected in 
Bucharest, Romania. The obtained values for this 
tall (110 m high) and slim building, with flexible 
metallic structure proved useful to the civil 
engineers in the design process of the envelope, as 
well as of the structure itself. 

 

 

Figure 10. Stream lines around the building for 
wind blowing from the N-E direction 

The procedure used to perform this study (i.e. 
extended numerical modelling validated by 
experimental results) has also proven useful by the 
significant reduction in the amount of time 
necessary to complete the study, as well as by 
reducing the costs that were allocated to this 
project. 

ACKNOWLEDGEMENTS 
Part of this work has been supported by the 

Romanian National University Research Council 
(CNCSIS), under the Consortium Grant 33/2005, 
entitled “Vortex Hydrodynamics and Applications”. 

154



REFERENCES 
[1] Romanian Standard Institute, 1990, “Loads due 

to wind”, STAS 10101/20. 

[2] Degeratu, M., 2002, Stratul limită atmosferic, 
Ed. Orizonturi Universitare, Timişoara, ISBN 
973-8109-89-2. 

[3] Sandu, L., Degeratu, M., Hasegan, L., 
Georgescu, A., Stefan, R., Cosoiu, C., 2005, 
“Actual and Perspective Research in Wind 
Engineering”, Trans. on Mechanics, Sci. Bull. 
Politehnica University of Timisoara, Romania, 
Vol. 50 (64), pp. 23-32. 

[4] Iamandi, C., Georgescu, A., Erbasu, C., 2003, 
“Experimental Modelling of a Four Steel Tanks 
Battery”, Proc. 11th International Conference 
on Wind Engineering, (T21), Lubbock, Texas, 
USA. 

[5] Iamandi, C., Georgescu, A., Erbaşu, C., 2002, 
“Atmospheric Boundary Layer Change”, Int. J. 
of Fluid Mechanics Research, Begell House 
Inc, New York, Vol. 29, ISSN 1064-2277 

[6] Nakamura, S., 1996, Numerical analysis and 
graphic visualization with MATLAB, Prentice 
Hall. 

[7] Davenport, A., Mackey, S., Melbourne, W., 
1973, “Wind Loading and Wind Effects”, Proc. 
International Conference Lehigh University, 
Bethlehem, USA. 

[8] FLUENT Incorporated, 2001, FLUENT user’s 
guide. 

155



External Fluid Dynamics



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

APPLICATION OF VORTEX CLOUD FLOW MODELLING TO CYLINDERS 
IN ORBITAL MOTION AT LOW REYNOLDS NUMBERS AND COMPARISONS 

WITH SOME PUBLISHED GRID-BASED CFD PREDICTIONS. 

R. Ivan LEWIS1 

 
1 Corresponding Author. 2-16 Bruce Building, University of Newcastle upon Tyne, Newcastle upon Tyne, NE1 7RU, U.K. Tel: +44 
(0)191 2226201, E-mail: r.i.lewis@ncl.ac.uk 

 

ABSTRACT 
Cylinders in elliptical orbital motion at low 

Reynolds numbers have been fairly extensively 
researched by grid-based Computational Fluid 
Dynamic (CFD) methods, revealing discontinuous 
behaviour of the rms lift coefficient from positive to 
negative values for low transverse amplitudes and 
orbital periodicity close to the Strouhal number. 
Following published grid-based analyses, this paper 
studies a few flows for Reynolds numbers of  130, 
160 and 180 with orbital periodicity set at 85% of 
the Strouhal frequency.  The orbital amplitude in 
the mainstream flow direction Ax is fixed at 0.3 of 
the cylinder diameter, while the transverse 
amplitude is varied over the range 0<Ay<0.3. A 
brief outline of the vortex cloud analysis is first 
given followed by a presentation of predicted lift 
and drag coefficients for this range of flow 
conditions plus selected flow patterns for regions of 
main interest. While the detailed predicted CLrms 
results are not identical to the published grid-based 
analysis, similar proneness to this switching 
phenomenon is found to occur. The flow 
mechanism underlying this is shown to be that of 
vortex pair formation in the downstream wake and 
is illustrated by predicted vortex-cloud patterns. 

Keywords: CFD, Cylinder orbital motion, vortex 
shedding, vortex cloud model, vortex wakes.  

NOMENCLATURE 
Ax, Ay Amplitudes of orbital oscillation in the x, y 

directions 
CD Drag coefficient, )dU/(LC 2

L 2
1 ρ=  

CL Lift coefficient,  )dρUD/(C 2
D 2

1=  
d Cylinder diameter 
f, fx , fy Frequency of orbital oscillations 
fv Vortex shedding frequency 
K(sm,sn), k(sm,sn)    Coupling coefficients linking 

body points m & n 

L,D Lift and drag forces 
Re Reynolds number, νdURe ∞=  
s Distance along the body profile measured 

from the leading edge 
St Strouhal number, ∞= U/dfSt v  
uo , vo Orbital velocity components in the x,y 

directions 
U∞ ,V∞ Components of W∞ in the x,y directions 
vs Surface slip velocity 
W∞ Uniform stream 
x,y Cartesian coordinates 
xo , yo Orbital coordinates 
Z Number of discrete vortex elements ∆Γj 
α∞ Angle of inclination of W∞ to the x axis 
γ(sn) Surface vorticity sheet strength at point sn 
Γb Cylinder bound vorticity 
∆Γj Strength of the discrete shed vortex j 
∆t Time step 
ν Kinematic viscosity 
ρ Fluid density 

 

1. INTRODUCTION 
Formation of vortex streets behind bluff bodies 

has fascinated large numbers of researchers since 
the early experiments of Strouhal [1] in 1878 
concerning the generation of ‘Aeolean tones’ and 
the famous 1911 paper by Theodore von Kármán 
[2] bequeathing his name to the ‘von Kármán 
vortex street’. Vortex streets are created as the 
outcome of periodic shedding of vorticity created 
initially at the suface and subsequently diffused and 
convected within the body boundary layer. The 
consequent fluctuations result in large periodic 
variation of the lift and drag forces and their 
associated lift and drag coefficients CL and CD 
defined as follows. 
 

)dU/(DC,)dU/(LC 2
2

1D
2

2
1L ∞∞ == ρρ        (1) 

157



 
Shedding frequency fv is categorised by the 

dimensionless Strouhal number defined by 

∞
=

U
df

St v          (2) 

As discussed elsewhere [3-5], the onset of 
regular vortex street shedding occurs above Re≈47 
and remains two-dimensional in character until 
Re≈190, above which, as convective processes gain 
ascendency over viscous diffusion, three-
dimensional instabilities begin to occur as proven 
theoretically by Barkley & Henderson [6] and 
Posdziech & Grundmann [7] and experimentally by 
Williamson [8]. The present studies using two-
dimensional modelling are thus restricted to this 
range but towards the upper end for the three values 
Re=130, 160 & 180 for which convective processes 
begin to dominate. 

Because of vortex wake periodicity, flexibly 
mounted bodies such as struts, heat exchanger 
tubes, chimney stacks etc. may deflect and oscillate 
in response to these forces, possibly in linear or 
orbital motion. In such cases the vortex shedding 
properties will change resulting in quite different 
lift and drag variations with time. The main aim of 
this paper is to simulate these conditions for a 
cylinder in elliptical orbital motion at low Reynolds 
numbers. Studies of this type were previously 
undertaken by Baranyi [3,4] employing a very 
precise grid based Eulerian type method of CFD for 
solving the two-dimensional Navier Stokes 
equations. Vortex cloud modelling provides a quite 
different CFD method based on Lagrangian 
modelling of the same situation and the second aim 
of this paper is to compare results obtained by these 
two techniques of fluid-flow simulation. Such 
comparisons of the now well established CFD codes 
for classical datum cases are crucial at this stage of 
increasingly wide engineering design/analysis 
application and one such paper has already been 
published by Baranyi and Lewis [5] for low Re flow 
past a stationary cylinder. The present paper 
extends these cross-checks to cylinders in orbital 
motion.  

 

 

Figure 1. Elliptical path for a cylinder in orbital 
motion 

The main advantage of the vortex cloud model 
is its ability to keep account of all the vorticity in 
the downstream wake without the restriction of any 
reference grid and the consequent ease for obtaining 
simulated wake patterns. A full account of the 
fundamentals of vortex cloud analysis have been 
given by Lewis [9] and of its application to moving 
bodies and cascades [10,11]. Thus only a brief 
summary of the underlying theory will be given  
here in section (2) followed in section (3) by 
comparisons of predicted lift and drag coefficients 
and presentation of selected wake patterns.  Before 
proceeding with this we begin with a presentation 
of the underlying geometrical definitions of the 
proposed orbital motion as illustrated in Figure 1. 

As shown here the cylinder is located in a 
uniform stream U∞ but subjected to an orbital 
motion following an elliptical path with semi-major 
and minor axes Ax , Ay where the cylinder leading 
edge point O is taken here to define this path. In 
practice oscillations might occur with different 
frequencies fx and fy parallel to the x and y axes. For 
elliptical motion however we will impose equal 
values f=fx=fy and adopt anticlockwise motion 
beginning in the downstream direction for which 
the cylinder displacements xo, yo at time t become 

 
)ft2sin(Ay),ft2cos(Ax y0x0 ππ −=−=  (3) 

 
and its velocity components u0 and v0 in the x,y 

directions are thus 
 

)ft2cos(fA2v),ft2sin(fA2u y0x0 ππππ −==  (4) 
 

2. THE VORTEX CLOUD METHOD. 

 
(a)  Vortex cloud wake flow simulation.   

 
(b)  Numerical model       

Figure 2. Numerical model for vortex cloud 
analysis 
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The flow model for vortex cloud analysis is 
illustrated in Figure 2. At any instant the flow past 
the cylinder generates a surface vorticity sheet of 
local strength γ(s)=vs equal in magnitude to the 
surface slip-velocity vs. If the cylinder is 
represented by M surface elements, the vorticity at 
element n is assumed to be shed as a discrete vortex 
element of strength ∆Γn = γ(sn)∆sn. Although only 
12 elements are shown in Fig 2, typically fifty 
surface elements would be adopted for acceptable 
resolution as in the present project. For further 
accuracy sub-elements may be used as illustrated in 
Fig 2(b), where the line vortex element γ(sn)∆sn has 
been modelled by three sub-elements of strength 

nn3
1

n s)s( ∆γ∆Γ = . The governing integral equation is 
then given by (6) 
 

0)sinVcosU(sin)vV(

cos)uU(ds)s()s,s(k)s(
Z

1j
mmjmmjjm0

m0nnnmm2
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 (5) 
 
which states that the velocity on and parallel to 

the body surface of point m is zero. This equation 
may be represented numerically by the following 
set of M linear equations, 
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where the cylinder is located in the uniform 

stream W∞ and Z discrete vortex elements ∆Γj have 
been shed into the fluid since initiation of the 
motion. 

The vortex cloud computations are undertaken in 
a time-stepping sequence, in the present case for 
3000 steps of size ∆t=0.05, with a uniform stream 
U∞=1.0 and a cylinder diameter d=1.0. A summary 
of the computations undertaken for each time step is 
as follows: 

 
Vortex Cloud analysis time-stepping procedure. 
1. Potential flow analysis by equation (6), to 

calculate the body surface slip flow and the 
newly created surface vorticity γ(sj). 

2. The shedding of discrete vortices ∆Γj = γ(sj )∆sj 
from each surface element, thus creating a 
cloud of vortex elements. 

3. Use of the random walk procedure [9] for each 
discrete vortex ∆Γj to simulate viscous 
diffusion over the time step ∆t. 

4. Mutual convection of all members of the vortex 
cloud for this time step. 

5. Recombination of any vorticies which become 
excessively close due to the random walk. This 

has the beneficial side effect of reducing the 
total volume of the vortex cloud.  

6. Deletion of any discrete vortices which stray 
inside the body profile during diffusion and 
imposition of the circulation theorem to ensure 
that the equivalent loss is restored during the 
subsequent potential flow analysis (step 1 
above) in order to ensure overall conservation 
of vorticity. 
 
Output data of importance to categorise the 

resulting motions are the predicted vortex wake 
motions and the lift and drag coefficients CL, CD.  In 
view of the oscillatory nature of the latter, helpful 
practice is to evaluate their average values and their 
rms fluctuations, defined as follows. 
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   (7) 

 
and similarly for CDmean and CDrms, where 

the interval t1 to t2  includes a large number of 
completed oscillations. 
 

3. PREDICTED RESULTS FOR THREE 
TEST CASES 
Baranyi [3]  published results predicted by his 

grid CFD method for the three configurations given 
in Table 1 below, which will be the focus of the 
present studies. The orbital semi-major axis Ax is 
fixed at 0.3 for all cases and the semi-minor axis is 
varied over the range 0.0≤Ax≤0.3. For each Re 
value the orbital frequency f is set at 85% of the 
Strouhal number for the fixed cylinder. 

 
Table 1.  parameters for test cases 

Case Re f Ax Ay range 
1 130 0.1521 0.3 0.0 to 0.3 
2 160 0.1598 0.3 0.0 to 0.3 
3 180 0.165665 0.3 0.0 to 0.3 
 
Vortex cloud calculations were undertaken for 

these three test cases for a cylinder modelled by 50 
elements, with two sub-elements. Further to this, to 
reduce the "numerical noise" inherent in the random 
walk model for viscous diffusion, it was also 
decided to undertake the viscous diffusion in three 
sub-steps of value ⅓∆t. Vortex cloud predictions 
will now be presented for these three cases in 
comparison with Baranyi [3]. 
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3.1 Case 1 - Re = 130, f = 0.1521 
 

 

 

 

Figure 3. Comparison of predicted force 
coefficients for Re = 130, f=0.1521, Ax = 0.3 

The mean and rms lift and drag coefficients are 
compared in Figure 3, where, of particular interest, 
are the predicted CLmean values. As previously 
predicted by Baranyi, Fig 3(a), these resolve into 
two distinct envelopes which show a major 
discontinuity in the lower range of Ay values. His 
results shift discontinuously from the upper 
envelope to the lower one at Ay≈0.02 and revert to 
the upper at Ay≈0.07. 

The present vortex dynamics predictions, Fig 
3(b), show good general agreement of CLmean with 
Baranyi's results but with some very interesting 
variations in the lower range Ay<0.07 for which 
results fell on either the upper envelope ABC or the 
lower one DEB. The immediate deduction to be 
drawn from this is the likelihood of some major 
instability between two possible stable vortex wake 
regimes and we will return to this later. Good 
agreement was also obtained between the two 

methods for the predicted values of CLrms and 
CDmean but less so for CDrms for which vortex 
cloud modelling shows much higher values. Next 
we will take a look at the actual variations of CL and 
CD with time, Figure 4. 

 
(a) Ax=0.3, Ay=0.0 

 
(b) Ax=0.3, Ay=0.15 

 
(c) Ax=0.3, Ay=0.3 

Figure 4. Predicted lift and drag coefficients for 
Re = 130, f=0.1521 

The predicted variations with time of CL and 
CD are shown in Fig 4 for Ax=0.3 for three values of 
Ay spanning the orbital range from purely 
horizontal motion Ay=0.0, on to elliptical motion 
Ay=0.15 and finally for circular motion Ay=0.3. The 
CD curves are remarkably similar which explains 
the fairly constant values for CDmean and CDrms 
in Fig 3 and it is of some interest to note that this 
wide variation in orbital motion should have such 
little impact on the magnitude and character of the 
drag coefficient. On the other hand much more 
variation can be observed in the predicted lift 
coefficient CL. There are fluctuations in the 
amplitude and variations in the predicted wave 
pattern for all three cases but increasingly so as the 
vertical orbital displacement Ay is increased. The 
most regular of these is for horizontal motion 
Ay=0.0, Fig 4(a), particularly over the first half of 
the time sequence. Attention should be drawn to the 
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general wave shape which has sharp maxima and 
more rounded minima, a characteristic discovered 
by Baranyi[3,4]. This same feature in conspicuous 
in Fig 4(c) for circular motion, Ay=0.3, if less 
conspicuously so for the elliptical orbit, Fig 4(b). 

For further insight into some of these 
characteristics we will now focus attention on 
predicted wake patterns for these three orbital cases, 
Figure 5. 

 
(a)  Motionless cylinder with zero orbital motion, 

f=Ax=Ay=0.0 
 

 
 

(b) Cylinder in orbital (horizontal) motion with 
f=0.1521, Ax=0.3, Ay=0.0. 

 

 
(c) Cylinder in orbital (elliptical) motion with 

f=0.1521, Ax=0.3, Ay=0.15. 
 

 
(d) Cylinder in orbital (circular) motion with 

f=0.1521, Ax=0.3, Ay=0.3. 

Figure 5. Predicted wake flow for Re=130 for 
various orbits. 

Figure 5 portrays the predicted wake patterns 
for these three cases in comparison with that for the 
motionless cylinder with its typical von Kármán 
vortex street, Fig 5(a). Here the cylinder in practice 
sheds vortices of alternate sign and equal magnitude 
into the wake at regular intervals, namely the 
Strouhal frequency St, as borne out here by vortex 
cloud simulation. The predicted flow pattern for 
purely horizontal motion, Fig 5(b), is quite similar 
to this but with some evidence of vortex pairing of 
the two +ve and -ve vortices shed during each orbit. 
For the cylinder in orbital motion however, Figs 
5(c) and 5(d), much more development of this 
phenomenon is observed, namely the formation in 
the wake of very distinct vortex pairs. Thus in Fig 
5(c), attention is drawn to the pairing of a clockwise 
+ve vortex shed from the upper surface with an 
anticlockwise -ve vortex shed slightly previously 
from the lower surface and we observe also a new 
vortex pair being shed just downstream of the 
cylinder as it completes it's upstream orbiting 
motion. These −+ /  vortex pairs have a natural self-
convection effect in the downwards direction 
resulting in a general net downward drift of the 
cylinder wake. The same phenomenon can be 
observed in Fig 5(d) for the circular orbit. Once 
again the vortex pairing is of −+ /  type as for the 
elliptical orbit, Fig 5(c). It is of particular interest to 
observe however that the opposite +− /  vortex 
pairing occurred for the case of purely horizontal 
motion Ay=0.0 shown here in Fig 5(b). In this case, 
Fig 3(b), the related CLmean value was at point D 
located on the lower envelope whereas the CLmean 
values for the elliptical and circular orbiting cases 
Ay=0.15&0.3 actually lie on the upper envelope. 
There thus seems to be a direct connection between 
the sign of vortex pairing and the particular 
envelope on which the CLmean results lie. 

3.2 Case 2 - Re = 160, f = 0.1598 
 
Results for the higher Reynolds number of 

Re=160 are shown in Figure 6 where the 
behavioural trends of CLmean are again similar for 
the two CFD methods, with good agreement for the 
wider orbiting range 0.15<Ay<0.3. As before 
Baranyi discovered the switching of CLmean 
between upper and lower envelopes, in this case for 
Ay>0.07. However it is of considerable interest to 
note that his predicted CLmean curve is an 
inversion of that for Re=130, Fig 5(a). Vortex cloud 
predictions here suggest a more progressive switch 
over the range 0.09<Ay<0.15 and many more points 
were obtained on the lower envelope than the upper 
for Ay<0.08. The reason for the greater stability of 
the CLmean curves for the higher Ay values is 
probably due to the stronger stirring effect of the 
wider elliptical orbit shedding large amounts of 
clockwise vorticity. This leads here to anticlockwise 
bound vorticity and large negative lift. However 
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one stray point A was found for Ay=0.21 seeming to 
lie on the extended upper envelope, Fig 6(b).   

 

 

Figure 6. Comparison of predicted force 
coefficients for Re=160, fx=fy=0.1598, Ax=0.3 

A re-run of this situation resulted in the 
CLmean value B lying on the lower envelope 
having the normal vortex pairing, as can be seen 
from Figure 7 below. 

 

 

Figure 7. Opposite vortex pairing of points A & 
B in Fig 6. 

As can be seen from Figure 7 the stray point A 
has −+ /  vortex pairing which is opposite to the 
normal more stable +− /  pairing of Case B. What is 
of particular importance to note here however is 
that at the higher Re of 160 the vortex pairing for 
the wider y orbital range of 0.07<Ay<0.3 of stable 
vortex motion is of Case B +− /  type which is quite 
contrary to that exhibited for Re=130 orbital motion 
where the stable vortex pairings were of −+ /  type, 
a remarkable switch of behaviour for such a small 
Reynolds number rise. Comparing Baranyi's results 
for these two Reynolds numbers, Figs 5(a) and 6(a), 
the same shift of vortex pairing between the −+ /  
and +− /  types was in all probability also occurring, 
judging by the shift from the upper envelope to the 
lower for Ay>0.07. We now consider results for a 
further increase to Re = 180 for the same orbital 
motions. 

3.3 Case 3 - Re = 180, f = 0.165665 

 

Figure 8. Comparison of predicted force 
coefficients for Re=180, fx=fy=0.165665, Ax=0.3 

Predicted results for the third case at the 
highest Reynolds number Re=180 with orbital 
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frequency f=0.165665 are shown in Figure 8. As 
before Baranyi[3], Fig 8a, found there to be two 
envelopes, with a fairly similar distribution of 
CLmean. Thus all CLmean values for Ay>0.1 are 
lying on the lower envelope following the same 
trend as the Re=160 results. For Ay<0.l on the other 
hand his predicted values lay mainly on the upper 
envelope with deviations from this in the very low y 
amplitude range Ay ≈ 0.004 to 0.02.  

Vortex cloud analysis predicted similar overall 
trends for the lower envelope for Ay>0.1 but also, 
surprisingly, the presence of the an upper envelope 
over most of  this wider orbiting range. The strategy 
adopted here on the evidence of section 3.2 was to 
plot points with −+ /  vortex pairing on the upper 
envelope and +− /  pairs on the lower one. Within 
the small range 0.18<Ay<0.25 however no points 
were found on the lower envelope. It is difficult to 
escape the conclusion, comparing Figs 3, 6 & 8, 
that these developments of the upper envelope for 
the range Ay>0.1 at the increasing Reynolds number 
are caused by the progressive dominance of 
convection over viscous diffusion. At the lower 
orbital range of Ay<0.1 the same indeterminacy of 
vortex pairing type is present and the upper 
envelope is in good agreement between the two 
CFD methods. A couple of points were however 
still found on the lower envelope by vortex cloud 
modelling. 

Another feature of test runs for Re=180 was the 
tendency so switch occasionally between the −+ /  
and +− /  vortex pairing modes for some of the Ay 
values. Similar switching occurred to a very limited 
extent at Re=160 in the lower Ay range. At these 
lower Re values of 130 and 160 however stable 
locking of the vortex pairs generally occurred as the 
norm for each test run. 

 

4. CONCLUSIONS 
The following conclusions may be drawn from 

this study: 
 

1. Reasonable agreement has been obtained 
between a high resolution grid based CFD 
method and vortex cloud modelling of 
cylinders in orbital motion within the low Re 
range 130 to 180, with special focus on the 
time averaged lift coefficient CLmean. Best 
agreement was obtained at the lower Reynolds 
number Re=130. 

2. Although vortex shedding is dependent 
ultimately upon boundary layer formation and  
separation, which is more rigorously modelled 
in the grid-based method of Baranyi, for bluff 
body flows periodic vorticity shedding is also 
strongly dominated by the formation of large 
scale vortex structures within the downstream 
wake and their upstream influence. Both CFD 

methods are well adapted to predict these 
strongly convective motions. 

3. Both methods revealed the presence of upper 
and lower envelopes of the CLmean curves. For 
Re=130 results for the larger y orbits over the 
range 0.1<Ay<0.3 lay on the upper envelope. 
For Re=160 & 180 however CLmean values 
predicted by Baranyi lay on the lower envelope 
over this range. 

4. For the higher Reynolds number Re=180 
however, the present method predicted the 
presence of CLmean values lying on both upper 
and lower envelopes over almost the entire y 
orbiting range 0.023<Ay<0.3 which can be 
attributed to the greater influence of convective 
motions as one approaches the upper limit of 
Re≈190 below which the flow locks into two-
dimensional motion and above which three-
dimensional instabilities begin to set in. 

5. The present studies have revealed that the 
orbital motion results in regular vortex pairing 
in the downstream wake. These are shown to 
be of the two possible types, namely −+ /  and 

+− / . Points on the upper envelope are found 
to be of −+ /  type and those on the lower 
envelope are of +− /  type.  

6. Wake patterns at the higher Re=180 were 
sometimes found to switch between −+ /  and 

+− /  type, whereas at the lower Reynolds 
numbers much more stable locking of the 
vortex pairs was occurring as the norm. 
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ABSTRACT
Unsteady two dimensional incompressible

viscous uniform flow over an oscillating cylinder at
Reynolds number 300 is simulated using an implicit
second order fully coupled resolution method, an
original and interesting alternative approach to
classical segregated method. The cylinder is forced
to oscillate in both transverse and longitudinal
directions, that can result in an orbital motion.
Computations are carried out for different values of
frequency and amplitude of the oscillation. The
flow field changes significantly as a result of the
cylinder oscillations and manifests in the forces
experienced by the body and the Strouhal number
for the vortex-shedding frequencies. The cylinder
exhibits the phenomenon of lock-in in a range of
frequency. For longitudinal oscillations, the vortex-
shedding frequency locks-on the cylinder frequency
in a wide frequency band, around twice the natural
vortex-shedding frequency observed for a stationary
cylinder. For cross-flow oscillations, lock-in is
observed in a narrow frequency band around the
natural frequency and the vortex-shedding
frequency matches the cylinder oscillations. For an
orbital motion the same phenomena occur, but the
two bandwidths of lock-in frequency are slightly
different than those observed for in-line or
transverse oscillation.

Keywords: finite volume method, fully coupled
resolution method, lock-in, orbital motion of a
circular cylinder, unsteady flow, vortex shedding

NOMENCLATURE
CD, CL [-] drag and lift coefficient
Cp [-] pressure coefficient
D [m] cylinder diameter
Re [-] Reynolds number, U∞D/ν
S [-] non-dimensional cell surface
St [-] Strouhal number, fD/U∞

U∞ [m/s] free stream velocity
V [-] non-dimensional cell volume
a [-] discretised equation coefficient
b [-] source term
f [Hz] frequency
n [-] interface normal vector
p [-] pressure
t [-] time
u [-] velocity
u* [-] pseudo-velocity
ub [-] cylinder velocity
xi [-] Cartesian co-ordinates
ν [m2/s] viscosity
Subscripts and Superscripts
c central cell of discretised molecule
e amplitude of velocity oscillation and

frequency  of cylinder
f interface of  two adjacent cells
i i=1,2; horizontal and vertical directions
nb neighbour cell of a central cell
o reference values for a stationary cylinder
p coefficient of pressure scheme
ui coefficient of convection-diffusion scheme
rms root-mean-square value
− temporal mean

1. INTRODUCTION
Study of flow past a circular cylinder is of

special interest for basic understanding of the
aerodynamics of aeroelastic phenomena. Despite
the simplicity of geometry the flow around a
cylinder is very complicated and of particular
importance, since it may induce unsteady forces on
structures associated with vortex shedding.
Unsteady forces acting in both directions, in-line
and cross-flow, respectively represented by drag
and lift coefficients, can induce structure vibrations.
These oscillations result in a general orbital motion.
These types of flow have been extensively studied:
oscillatory flows [1], oscillating cylinder in uniform
flow [2] [3], and particularly the case where the
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cylinder oscillates in the cross flow direction in an
uniform stream. More recently, Baranyi [4]
investigated the orbital motion of a circular cylinder
in an uniform flow.

This paper focuses on the case where cylinder
oscillations, in a uniform flow, occur in-line, cross-
flow and both in-line and cross-flow directions that
can result in an orbital motion. Computations are
carried out for various values of the structural
frequency, including the natural shedding
frequency, and velocity amplitude of cylinder, 10 to
30% of the free stream velocity. The flow field
changes significantly and manifests in the forces
experimented by the cylinder and the related
Strouhal number.

Computational investigations are performed
considering unsteady two-dimensional flow for an
incompressible viscous fluid. An implicit second
order fully coupled resolution method [5] [6] [7],
developed for structured and unstructured meshes
with a finite volume framework for cell-centered
collocated grids is presented. This approach is an
alternative to classical segregated method, like
SIMPLE [8] or PISO [9]. Whereas the segregated
methods lead to a sequential resolution of discrete
equations, with the fully coupled resolution method
only one linear system in velocity-pressure is
solved. This approach does not require correction
steps, relaxation parameters or other special
treatment to ensure convergence and reduces the
number of non-linear iterations needed to converge.

1. GOVERNING EQUATIONS
The unsteady bidimensional Navier-Stokes

equations for incompressible viscous fluid are
considered in conservative dimensionless integral
form and written in the referential of the cylinder.
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These equations involve the fluid viscosity ν,
the Cartesian components ui of the velocity, the
pressure p. V is the volume of the element, S is its
area and ni the components of the outward unit
vector normal to the surface.

The motion of the centre of the cylinder is
specified as follows:

ub1(t)=ue1 cos(2π fe1 t)
ub2(t)=ue2 sin(2π fe2 t)

(3)

where ue1, ue2 and fe1, fe2 are the non-dimensional
amplitude velocity and frequency of cylinder
oscillatory motion in longitudinal and transversal
direction. When the two amplitudes and frequencies
are equals, fe1=fe2 and ue1=ue2, the orbital path
becomes a circle. If one of the amplitudes is zero,
longitudinal or transverse oscillation is obtained.
When both amplitudes are zero the cylinder is
stationary.

2. FULLY COUPLED RESOLUTION
METHOD

The fully coupled resolution method is
developed for structured and unstructured grids and
unsteady flow within a finite volume framework.
This method defers from segregated formulations
by the implicit treatment of pressure-velocity
coupling. Only one linear system is solved and no
relaxation parameters or special operations are
required to ensure convergence.

2.1.  Finite volume mesh convention
Finite volume discretization schemes are used

with collocated cell-centered unknowns. The central
control volume is denoted by c and the
neighbouring control volumes, around the central
one, are denoted by nb. Mnb is the face midpoint of
two adjacent cells. For non-orthogonal grid, the face
midpoint may be different from the intersection
point defined by the cell-centroids line and the face.
Therefore a correction is required to transfer the
values from the cell center c and nb to the points c'
and nb' (Figure 1).

c

c'

nb

nb'

S

n
Mnb

nb

Figure 1. Interface between two adjacent cells
and notations used for discretization

2.2. Discrete schemes
The fully coupled resolution method involves

solving a complex linear system of algebraic
equations. It is thus necessary to consider compact
implicit schemes, based only on the adjacent cells,
conserving in the same time a precision of second
order.

An implicit three-level second order scheme is
used to discretize the transient term. Central
differencing scheme, that involves only the values

166



of adjacent cells, is used to evaluate the viscous
term. The pressure term is calculated using a linear
interpolation. The advection term is calculated
using the deferred correction approach [10],
combining a first-order UDS and a higher-order
scheme, WACEB [11], with the factor ωDC set to 1.
The ith component velocity at the interface f of the
control volume can be written as follows:

( ) ( )
( )

u u

u u

i f i
UDS

f

I mp

DC i
WACEB

i
UDS

f

Expl

=

+ −ω
(4)

Corrections are required to estimate pressure
and velocity at the face midpoint when the grid is
non-orthogonal. These corrections are added expli-
citly to the source term of discrete equations.

2.3. Fully coupled system
The momentum equation can be written as

follows
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The source term bui  gathers contributions of
explicit part of discretization schemes.

Following Prakash and Patankar [12], the
convected velocity (ui)c can be considered as the
sum of a pseudo-velocity (ui*)c and a pressure
gradient term.
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The pseudo-velocity gathers all contributions of
discrete momentum equations, except the pressure
gradient contribution.
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The velocity in the discrete continuity equation
can be substituted using the discrete velocity Eq.
(6). The continuity equation, expressed in terms of
pseudo-velocity and reconstructed pressure [13],
allows to obtain a pressure equation.

nb
i c

c
u c

p
c

nb
p

nb
nb

i
nb

nb

i∑

∑

−









+





 =

( )* (

)

u
a

a p

a p n s b p

1

(8)

2.4. Resolution strategy
The fully coupled system is constructed

gathering Eqs. (6) to (8).

I I G
C  I

D DG
B
B

u

P

−































=

















0
0

0U
U
P

* (9)

The matrix of this linear system is sparse, non-
symmetrical, with large dimension and an ill-
conditioned pressure block. The linear system is
solved using the iterative algorithm BiCGSTAB-ω
[14], in conjunction with a LU preconditioner.
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Figure 2. Convergence history for a stationary
cylinder, Re=300, at t=100: (a) non-linear
normalised residue, (b) number of iterations to
solve the fully coupled linear system

In opposition to segregated methods, like
SIMPLE [8] or PISO [9], that lead to a sequential
resolution of discrete equations, the fully coupled
resolution method allows to solve only one single
linear system, gathering pressure and velocity, to
obtain the solution.

The residual convergence is fast due to
velocity-pressure coupling. A residual reduction of
six to seven orders is obtained in a few number of
non-linear iterations (Figure 2). At the beginning of
the non-linear process, a rather high number of
iterations is mandatory and a severe variations of
normalised residual is observed. This step
corresponds to the main non-linear reduction phase.

3. CFD RESULTS AND DISCUSSION
CFD results at Re=300 are presented for

motions with various velocity amplitudes and
frequencies, respectively: 10, 20 and 30% of the
free stream velocity and normalised frequencies
between 0.2 to 3.0. Before simulating the flow past
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an oscillating cylinder the flow around a stationary
one is considered. It serves as a reference to analyse
forces and flow topology when oscillations occur.
These reference values are represented in all figures
by a solid line.

3.1. Stationary cylinder and mesh
Let us therefore first consider the flow around a

stationary cylinder. Not only is this good to test the
accuracy of the fully coupled resolution method, it
also serves as reference. A grid refinement study
made revealed that an O-grid with 200 and 155
nodes respectively in angular and radial direction,
with a first grid-point near to the wall situated at
5.10-4D is well adapted to the present simulation. A
radius equal to 30D ensures that external boundary
effects are sufficiently minimised (Figure 3). The
time step is equal to 10-2.

-20 0 20
x

-30

-20

-10

0

10

20

30

x 2

1

Figure 3. O-grid around the cylinder

Table 1 shows good agreement obtained for the
shedding frequency and the drag coefficient, if
compared with results of Singh et al. [15] and
Henderson, from Williamson [16]. The rms drag
and lift coefficients are equal to 5.3.10-2 and 0.62.
Efficiency and accuracy of the present resolution
method were demonstrated by the authors [7] [17].

Table 1. Comparison of present results with
literature data

Present
method

Singh et al.
[15]

Henderson
from [16]

CD o, 1.352 1.357 1.360

Sto 0.214 0.210 0.212

3.2. In-line oscillation
When in-line oscillation occurs, the cylinder

oscillates only in the direction of the free stream
velocity. Calculated Strouhal number and drag

coefficient are presented in Figures 4a and 4b.
Figures 5a and 5b show the rms drag and lift
coefficients versus the normalized in-line excitation
frequency fe1/fo, with fo the natural frequency of
vortex shedding for a stationary cylinder in an
uniform flow.
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Figure 4. In-line oscillation: (a) Strouhal number
and (b) mean drag coefficient

It can be observed that, as has been reported by
various authors, the in-line oscillation alters the
flow field significantly. These effects manifest
themselves in the forces experienced by the cylinder
and the related Strouhal numbers for the vortex-
shedding frequencies.

As can be seen, in-line cylinder oscillations
cause a global diminution of the shedding
frequency. This is not true for frequencies higher
than 2fo, where the Strouhal number is either higher
or equal than Sto. The minimum shedding frequency
decreases when velocity amplitude of the cylinder
increase. The shedding frequency locks-on the
excitation frequency, in a large frequency band for
frequencies lower or slightly higher than 2fo, with
the following relation: St/Sto=fe1/2fo. The bandwidth
of lock-in increases with the amplitude of velocity
oscillation. For fe1=2fo the lock-in is strong, the
shedding frequency is equal to the natural shedding
frequency. It is the so-called synchronization.
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Figure 5. In-line oscillation: (a) rms drag and (b)
lift coefficients
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Figure 6. Uniform flow: (a) drag and lift
coefficient and (b) vorticity field

The longitudinal and transversal forces acting
on the cylinder globally increase if compared to the
values calculated for stationary uniform flow. Mean
drag and rms lift coefficients are larger when lock-
in occurs. Maximum of mean drag and rms lift
coefficients take place for synchronization, i.e.
fe1=2fo. However, another smaller peak appears
when fe1~fo for the larger amplitude velocity
fluctuation. For normalised frequency fe1 under 0.3
or above 2.7, mean drag and rms lift coefficients
converge to stationary ones. The rms drag
coefficient does not follow this behaviour and
increases with frequency. This is connected with
inertial effects. Effectively, numerical values well
agree with theoretic formulation, considering the
added mass and neglecting viscous effects, more
especially at high frequencies where the inertial ef-
fects dominate the viscous non-linear phenomenon,
as shown previously [18].

Figures 6a and 7a show the time history of drag
and lift coefficients for an uniform flow and for an
in-line cylinder oscillation in an uniform flow, with
ue1=0.20 and fe1=0.30. Figures 6b and 7b show the
vorticity field at the non-dimensional time 0.1/St,
considering the temporally periodic solution for the
two cases. As can be seen, the rms lift coefficient is
larger than the natural one. The CL temporal signal
becomes asymmetric, while the uniform flow lift
coefficient is harmonic. This is a characteristic
feature of lock-in phenomena. As can be seen in
Figs. 6b and 7b, the near vorticity field is rather
affected by the cylinder oscillations. The structure
of positive and negative vorticity is significantly
modified.
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Figure 7. In-line oscillation: (a) drag and lift
coefficient and (b) vorticity field
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3.3. Cross-flow oscillation
Figures 8a, 8b and 8c show the Strouhal

number, the mean and rms drag coefficients versus
the normalized cross flow excitation frequency
fe2/fo.
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Figure 8. Cross-flow oscillation: (a) Strouhal
number, (b) mean drag coefficient and (c) rms
drag coefficient

Cross-flow oscillations cause only a significant
variation of the shedding frequency in a band
around the natural shedding frequency fo. This
frequency band is reduced compared with that
obtained for an in-line oscillation. The shedding
frequency locks-on the excitation frequency, with
the following relation: St/Sto=fe2/fo. For fe2=fo the
shedding frequency is equal to the natural one. It is
the synchronization. The lock-in frequency band

increases with amplitude velocity of cylinder
motion. For higher frequencies it can be seen that
the frequency is slightly lower than the natural
frequency. However, it seems to tend toward the
natural frequency, like mean drag and rms drag
coefficients tend toward mean natural CD,o and
CDrms,o.

For each amplitude the mean drag coefficient
presents a linear variation in the lock-in zone, like
the rms drag. For low lock-in frequencies the mean
drag is slightly lower than the natural one. For the
higher lock-in frequency the mean drag is
maximum and much higher than the natural drag.
The rms drag coefficient presents a type of crisis
before the lock-in zone. The CDrms decrease brutally
to reach its minimum value. It increases again
linearly in the lock-in band until its maximum value
and decrease slowly, tending to the natural CDrms,o.

3.4. Orbital oscillation
Computations are carried out for cylinder

velocity ue1 and ue2 equal and set to 10% of the free
stream velocity. In-line and cross-flow frequencies
motion are equal and denoted fe. Results are
compared with reference values and with results
obtained for in-line and cross-flow motion.
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Figure 9. Orbital oscillation: (a) Strouhal
number and (b) mean drag coefficient

Figures 9a and 9b show the Strouhal number
and the mean drag coefficient vs the normalised
frequency. The lock-in occurs in two frequency
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bands around fe=fo and fe=2fo. However, frequency
lock-in bands are different than those obtained for
in-line or cross-flow oscillating cylinder. The first
one is located in the frequency interval 0.200 to
0.214 and can be defined by the relation St=Stofe/fo.
The lock-in occurs in a restricted bandwidth,
narrower than the frequency band associated to the
cross-flow oscillation cylinder motion. The second
one, defined by St=Stofe/2fo, appears between 0.348
to 0.456. The lock-in bandwidth is slightly broader
than the frequency band defined for an in-line
oscillating cylinder.

In Fig. 9b, it can be seen that mean drag
variation in the first lock-in band, around fe/fo=1, is
not equal to mean drag evolution obtained for cross
flow cylinder motion. Firstly, the band frequency is
smaller. Secondly, minimum and maximum mean
drag coefficient values in the lock-in band are
larger. The jump of mean drag coefficient in this
lock-in zone presented a slightly larger intensity
than that occurring for transversal motion.

Figure 10 shows the mean and rms pressure
coefficient on the cylinder in transversal and orbital
motion, compared with a stationary one. Mean Cp is
similar between the mean front stagnation point and
60 degrees. Beyond 80 degrees, the mean Cp for
orbital motion is larger than the others, like the
Cp,rms, and minimum mean drag coefficient is
smaller than for the other motions. Flow topology
analysis shows that separation points, for orbital
motion, moved further downstream. So, the
variation of mean drag coefficient is larger than that
obtained for the cross-flow cylinder motion. The
line slope defined by d CD /d(fe/fo) is twice the line
slope obtained for only cross-flow oscillation. For
high frequencies, around fe/fo=2, the mean drag
coefficient is similar for both cases.
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Figure 10. Mean and rms coefficient pressure for
fe=0.20

Figures 11a and 11b show the rms drag and lift
coefficients. Inertial effects are observed for both
coefficients at higher frequencies. As can be seen in
Fig. 11a, the rms drag coefficients for orbital
cylinder motion and in-line motion present a similar
evolution. Only small lock-in effects are observed

around fe/fo=1 and fe/fo=2. In Fig. 11b, evolution of
rms lift coefficient is similar than that obtained for
cross-flow motion of cylinder: inertial effects are
observed like the influence of the lock-in in the
band frequency around fe/fo=2. The jump of rms lift
coefficient in the lock-in zone, around fe/fo=1,
presented a slightly larger intensity than that
obtained for cross-flow oscillating cylinder.
Particularly, the rms lift coefficient is almost half
than the reference value. Like the mean drag
coefficient, the line slope variation d C rmsL, /d(fe/fo)
is twice the line slope obtained for only cross-flow
oscillation. This effect is clearly induced by the
longitudinal component of the orbital motion of the
cylinder.
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Figure 11. Orbital oscillation: (a) rms drag and
(b) lift coefficients

5. CONCLUSIONS
Numerical simulation of flow past an

oscillating cylinder was done using an implicit fully
coupled second order resolution method, developed
by the first author, an original approach to solve
Navier-Stokes equations. Lock-in and synchroni-
sation were observed for all cases studied: for in-
line and cross-flow cylinder oscillation and for the
various amplitudes of cylinder motion. It can be
observed that in-line and cross-flow oscillating
cylinder in an uniform flow alter the flow field
significantly.
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For in-line oscillation, the shedding frequency
locks-on the excitation frequency, in a large
frequency band for frequencies lower and slightly
higher than 2fo, with the following relation:
St/Sto=fe1/2fo.  The flow is perturbed, in comparison
with the uniform flow, in a large band of
normalised frequencies, between 0.3 to 2.6. Mean
drag and lift rms coefficients are both larger than
natural values when lock-in occurs and also for the
normalised frequency band 0.25 to 2.6.

For cross-flow oscillation, the flow is disturbed
in a much reduced frequency band. The shedding
frequency locks-on the cross-flow oscillation
around the natural frequency fo, with the following
relation: St/Sto=fe2/fo. Mean drag and drag and lift
rms coefficients present a sharp variation in this
narrow band. The lock-in bandwidth is narrower
than the in-line oscillation case.

The analysis of the orbital motion of the
cylinder shows that aerodynamical coefficients and
the related Strouhal number are equivalent to an
addition between the in-line and cross-flow results.
However, differences are observed: first, lock-in
bandwidth is narrower than the cross-flow one;
second, lock-in zone is broader than the in-line one;
the slope of mean drag and rms lift coefficients in
lock-in around fe/fo=1 is twice the slope obtained for
the cross-flow oscillation. Those differences are
clearly due to the cylinder orbital motion. Around
fe/fo=2, mean drag and rms lift coefficient are not
significantly affected by the orbital motion if
compared with the in-line ones. The rms drag
coefficient is not modified.
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ABSTRACT 

 In earlier works, the present authors found that 

the Kármán vortex excitation of a circular cylinder 

is effectively suppressed by setting another cylinder 

in cruciform arrangement downstream with a 

gap-to-diameter ratio s/d less than 0.5, and that new 

vortex excitations are induced by two types of 

longitudinal vortices shedding periodically near the 

cross in higher velocity ranges. In this work, 

influence of a strip-plate set downstream in 

cruciform arrangement on the vibration of a square 

cylinder is investigated by wind tunnel experiment. 

The Kármán vortex excitation is well suppressed by 

the strip-plate with a width w equal to the side of 

square d when s/d<2. The galloping is also 

completely suppressed by the plate when s/d<4, 

except the range of 1<s/d<2. In the latter range of 

s/d, a new vibration occurs and its maximum 

amplitude at s/d around 1.3 is double the original 

galloping. Flow visualization by tuft grid and 

velocity measurement show that this vibration is 

caused by the longitudinal vortex shedding 

periodically near the cross which synchronizes with 

the cylinder motion, similar to the case of two- 

circular-cylinder system. 

Keywords: Flow induced vibration, Galloping, 

Longitudinal vortex, Vibration control, Vortex 

excitation 

NOMENCLATURE 

 d [mm] side-length of square cylinder, =26mm 

 fn [1/s] system natural frequency 

 fv [1/s] vortex shedding frequency 

 fv0 [1/s] vortex shedding frequency for fixed

  systems 

 fz [1/s] vibration frequency 

 Re [ - ] Reynolds number (= Ud /!) 

 s [mm] gap between bodies 

 St [ - ] Strouhal number (= fv d /U) 

 St0 [ - ] Strouhal number for fixed systems 

    (= fv0 d /U) 

 Su [ - ] spectrum of velocity u 

 U [m/s] free stream velocity 

 u [m/s] velocity component in the x-direction 

 w [mm] width of downstream strip-plate 

 Z [mm] z-displacement of upstream cylinder 

 Zrms [mm] root-mean-square value of Z 

 Zrms* [ - ] Zrms divided by Zrms of single cylinder 

 " [ - ] logarithmic damping factor 

 ! [m
2
/s] kinematic viscosity of fluid 

1. INTRODUCTION 

Since vibrations of cylindrical bodies in fluid 

flow have caused many serious accidents in 

mechanical and structure engineerings, various 

methods for controlling of flow-induced vibration 

of a cylindrical body have been proposed so far, 

such as suction holes on the surface of the body, 

tripping wires near separation points, a splitter plate 

in the wake, and so on [1]. The innumerable number 

of such techniques shows the practical importance 

of the phenomenon. 

Tomita et al. [2] reported that the acoustic noise 

from a circular cylinder can be suppressed by 

setting another cylinder downstream in cruciform 

arrangement with a certain gap between them as 

shown in Figure 1. Inspired by Tomita's work, the 

present authors investigated effect of the 

downstream cylinder on the Kármán vortex 

excitation of the upstream cylinder, and found that 

the vibration is effectively suppressed when the 

gap-to-diameter ratio s/d is less than around 0.5. 

However, it was also found that two types of 

longitudinal vortices, i.e. necklace vortex (Figure 

1(a)) or trailing vortex (Figure 1(b)), shed 

periodically depending on the gap-to-diameter ratio 

and that these longitudinal vortices induce resonant 

excitation similar to the Kármán vortex excitation 
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over respective velocity regions, several times 

higher than that of the latter [3, 4]. 

In the case of a square cylinder, it is well 

known that another crossflow vibration called a 

"galloping" occurs at velocities higher than the 

Kármán vortex excitation caused by flow-elastic 

instability [1].  

The specific aim of this work is to investigate if 

a cylindrical downstream body in cruciform 

arrangement is effective also to suppress the 

galloping, and if the longitudinal vortex excitation 

is induced with it also for the case of a square 

cylinder. 

 

Figure 1. Longitudinal vortices from cruciform 

two-circular-cylinder system 

 

2. EXPERIMENTAL APPARATUS AND 

MEASUREMENT 

Arrangement of the experimental apparatus and 

the coordinate system used in this paper are shown 

in Figure 2. The test section of the wind tunnel has 

a 0.32 m square cross-section (the upper and lower 

walls of the test section are not drawn in Figure 2) 

and a 1 m length. 

A rigid rod passes through slots on the side 

walls of the measuring section and is fixed rigidly 

or supported elastically at both ends outside the 

measuring section. In the latter setup, two 

twin-plate-springs are used as shown in Figure 2 so 

as to make its motion pure crossflow mode [5]. A 

square cross section cylinder with side-length d=26 

mm and spanwise length le=318mm is fixed to the 

rod. End plates are attached to the cylinder to 

remove influence of flow through the slots [6]. 

A strip-plate is mounted rigidly on a traversing 

table set beneath the measuring section, which 

enables to adjust the gap s within a preciseness of 

0.05mm. The downstream strip-plate is spanned 

over the whole height of the measuring section. The 

width of the downstream strip-plate w is varied 

from 10mm to 26mm, while its thickness is fixed at 

5mm. Preliminary experiments have shown that the 

influence of the plate thickness is insignificant. 

The natural frequency fn and logarithmic 

damping factor " are obtained by free damping 

oscillation in air otherwise at rest. The effective 

mass me is calculated from fn thus determined and 

the spring constant k measured separately. The free 

flow velocity U is measured by the ring-type 

velocimeter [7]. The vortex shedding frequency fv is 

determined from a spectrum Su of x-component 

velocity u, measured by using a hot-wire probe 

placed at an appropriate location to detect the 

periodic shedding of vortices.  

The vertical displacement of the square cylinder, 

Z, is defined as the average of values measured by 

laser displacement sensors at the both ends of the 

supporting rod outside the measuring section 

(Figure 2). The tuft grid method is applied to 

observe the cross section of the longitudinal vortex 

in the wind tunnel. 

 

Figure 2. Arrangement of the experimental 

apparatus and the coordinate system 

 

3. RESULTS AND DISCUSSIONS 

3.1. Kármán vortex excitation and 
galloping of an isolated square 

cylinder 

Vibration of the isolated square cylinder (i.e. 

without downstream strip-plate) and the vortex 

shedding frequency were measured with an 

increasing and then decreasing flow velocity. 

In Figure 3, the oscillation amplitude expressed 

by the RMS value of z-displacement, Zrms, and the 

vortex shedding frequency fv are plotted against the 

flow velocity U. As well known for the case of a 

single square cylinder, the Kármán vortex excitation 

and the galloping are clearly observed in separated 

velocity regions in the figure. The former is 

observed over a range of U, where the spectra of 

displacement Z and velocity u have a sharp peak at 

the frequency fn, showing occurrence of the lock-in 

phenomenon. While, the latter vibration increases 

with velocity and fv is much higher than fn. The 

spectra of displacement Z show that vibration 

frequency fz is fixed at fn over the whole velocity 

range of galloping, being much lower than the 

Kármán vortex shedding frequency fv. 

(0.25 ! s/d ! 0.5)        (s/d ! 0.25) 
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Figure 3. Vibration behavior of an isolated 

square cylinder (Hot-wire probe position:  

x/d = 1.5, y/d = 0, z/d = 0.4 ) 

3.2. Suppression of Kármán vortex 

excitation 

To see the suppression effect of the 

downstream strip-plate on the Kármán vortex 

excitation, the flow velocity was set constant at the 

value where the Kármán vortex excitation is 

maximum in Figure 3, and then the downstream 

plate was made to approach from s/d = 6.0. The 

vibration amplitude Zrms is normalized by the value 

for the isolated cylinder. 

 

 

Figure 4. Effect of downstream strip-plate on 

the Kármán vortex excitation ( U = 3.4 m/s)  

 (a) Vibration amplitude normalized by its 

value of isolated cylinder 

 (b) Vortex shedding frequency (Hot-wire 

probe position: x/d=1.5, y/d=1.25, z/d=0.4) 

The results thus obtained are plotted against s/d 

in Figure 4 for five strip-plates with different widths, 

together with the vortex shedding frequency. By 

approaching the w=26mm plate (w/d=1), the 

vibration begins to decrease when s/d=4 and almost 

completely suppressed when s/d<1.5. However, this 

effect becomes weaker for narrower plates and it is 

paradoxical that the vibration amplitude becomes 

considerably larger than the original Kármán vortex 

excitation by the plates with w!19.5mm over a 

certain region of s/d<1.5. The vortex shedding 

frequency fv in Figure 4 (b) is seen to be 

considerably lower than fn or to vanish, when the 

vibration is small. 

In Figure 5, the suppression of Kármán vortex 

excitation is compared for the cases of three 

different configuration cruciform systems with 

w/d=1, i.e. System I : two circular cylinders, System 

II : circular cylinder and strip-plate, and, System 

III : square cylinder and strip-plate (the present 

setting but supported by single plate springs) [8] . In 

this figure, Zrms* begins to decrease around s/d = 

2~3 for all the systems. Compared with the other 

two systems, i.e. the two-circular-cylinder and the 

circular-cylinder/strip-plate systems, the effect is 

strongest for the square-cylinder/strip-plate system 

in the sense that the maximum value of s/d to 

suppress the vibration is largest among the three. 

 

Figure 5. Suppression of Kármán vortex 

excitation for three systems with different 

configurations (w/d = 1) [8] 

3.3. Suppression of galloping 

The suppression effect of the strip-plate on the 

galloping was observed in the same way as for the 

Kármán vortex excitation described above. The 

velocity was set constant at 7.6 m/s selected as the 

representative value (see Figure 3) and the results 

are presented in Figure 6. Compared with the case 

of Kármán vortex in Figure 4, the effect is more 

remarkable in that the vibration is completely 

suppressed with s/d as large as around four when 

w/d=1. The maximum value of s/d where the 

vibration begins to become lower is smaller with 

the smaller width strip-plates. However, there 
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appears again a large vibration when s/d is made 

still smaller, in the cases of w=10 mm, 13 mm and 

26 mm. This second vibration peak is indefinite for 

the plates with intermediate width plates (w=16 mm 

and 19.5 mm). In the case of the w=26 mm plate, the 

peak value of the second vibration in the range of  

s/d=1.2 ~ 1.5 is double the original galloping. The 

vortex shedding frequency fv in this range of s/d is 

equal to fn for the w=26 mm plate, while fv for the 

second vibration peak is a slightly higher than the 

value of single cylinder for the w=10 mm and 13 

mm plates. Note that the vibration frequency fz is 

fixed at fn for all the measurements shown in Figure 

6. 

The results shown in Figure 6 infer that the 

origin of the second vibration peak for the w=26 

mm plate is the longitudinal vortex similar to those 

observed in the two-circular-cylinder system as 

shown in Figure 1. In contrast, the second vibration 

of the w=10 mm and 13 mm plates are not attributed 

to the longitudinal vortex but may be to the 

galloping. 

 

 
 

Figure 6. Effect of downstream strip-plate on 

galloping ( U=7.6 m/s)  

 (a) Vibration amplitude normalized by its 

value of isolated cylinder 

(b) Vortex shedding frequency (Hot-wire probe 

position: x/d=1.5, y/d=1.25, z/d=0.4) 

3.4. Longitudinal vortex excitation 

The w=26mm plate was set at s/d = 1.2, the gap 

at which the second vibration is clearly observed in 

Figure 6, and the flow veloicity was increased and 

then decreased. As seen in Figure 7, both the 

Kármán vortex excitation and the galloping in 

Figure 3 disappear and a new vibration is induced 

instead over a velocity range of U = 6.5 ~ 8 m/s, 

where the peak frequency fv in velocity spectrum 

remains fixed on fz=fn. Except this range of U, fv 

increases proportionally with U and is much lower 

than that of an isolated cylinder. Therefore, the new 

vibration is inferred to be caused by the longitudinal 

vortices.

 

Figure 7. fv and Zrms vs. U of square cylinder 

with w/d = 1 and s/d= 1.2  (Hot-wire probe 

position: x/d=1.5, y/d=1.25, z/d=0.4) 

To assure it, the flow downstream the cross of 

the vibrating square cylinder was visualized by 

tuft-grid method as shown in Figure 8. There, the 

cross section of longitudinal vortex is clearly 

observed at the two antiphase instants, (a) and (b), 

in a period of cylinder displacement Z. It is clearly 

seen that the pattern is symmetric about the x-z 

plane both in photos (a) and (b), and that the vortex 

pattern is observed only one side of positive or 

negative z region. However, it cannot be discerned 

whether the longitudinal vortex in Figure 8 is the 

necklace or the trailing vortex shown in Figure 1. 

  

(a) #  = $ /4     (b) #  = 5$ /4 

(#  is the phase angle in a cycle of the cylinder 

displacement Z) 

Figure 8. Longitudinal vortices synchronizing 

with the square cylinder oscillation in  

wind tunnel (w/d = 1, s/d = 1.2, "  = 0.069, 

single-plate-springs, Re = 13200,  

Grid position : x/d =2.7 ) 

176



3.5. Characteristics of longitudinal 

vortex from fixed system 

The square cylinder in the same setting as in 

Figure 8 was fixed rigidly and the hot-wire probe 

was traversed towards the side wall parallel to the 

y-axis. Figure 9 shows velocity spectra for various 

spanwise position thus obtained. A sharp peak 

appears in Su when y/d < 3 and no peak is observed 

beyond this position, showing that the Kármán 

vortex shedding is removed by the downstream 

plate. 

 

 

Figure 9. Velocity spectra for various spanwise 

position (w=26 mm, s/d=1.2, U=7.6m/s, probe 

position x/d=1.5, y/d=0.8 ~ 5.0, z/d =0.4)  

The hot-wire probe was set at the position 

where the peak in spectrum Su is most clearly 

observed in Figure 9, and the gap s was varied 

while the velocity U was set constant. The spectra 

and the peak frequency fv0 thus obtained are shown 

in Figure 10, the latter being normalized by its 

single-cylinder value and compared with the results 

by Fox [9] on a two-square-cylinder system. The 

peak in Su in the region s/d>5 is caused by the 

Kármán vortex with a frequency essentially equal to 

that of the isolated cylinder. The continuous nature 

of the changes in the shape and peak frequency of 

Su in the region 2<s/d<6 inferrs that the Kármán 

vortex sheds there and that its frequency and 

regularity become lower by the interference of the 

downstream plate. 

The abrupt changes in Su and fv0 at around 

s/d=1.7 show that the vortex structure becomes 

different from that of Kármán vortex when s/d is 

smaller than this value. The observation of flow as 

seen in Figure 8, and also by Fox [9], may suggest 

that the low frequency vortex in the region s/d<1.7 

is the necklace vortex as shown in Figure 1 (a). The 

peak frequency fv0 in Su near the cross of the fixed 

system is reduced to the Strouhal number St0 and 

plotted against the Reynolds number Re as shown in 

Figure 11, together with results for the other two 

configuration systems. Figures 9 ~ 11 verify that the 

periodic shedding of the longitudinal vortex is 

inherent to this boundary condition but not induced 

by the cylinder vibration, and show that the 

Strouhal number of the longitudinal vortex is 0.05 ~ 

0.06, while that of the Kármán vortex is around 

0.13. 

 

 

 

Figure 10. Variation of velocity spectrum and its 

peak frequency with gap for fixed system 

(w=26 mm, U=7.6 m/s, Probe position:    

x/d=1.5, y/d=1.25, z/d=0.4) 

 

Figure 11. Strouhal number of longitudinal 

vortices vs. Reynolds number for fixed system  

I : Two Circular-cylinder, 

II : Circular-cylinder / Strip-plate, 

III: Squqre-cylinder / Strip-plate 

 (present system) 
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CONCLUSIONS 

Wind tunnel experiment was carried out to 

investigate interference effect of a strip-plate set 

downstream in cruciform arrangement on the 

crossflow vibration behavior of a square cylinder in 

uniform flow. The results are compared with 

differnt configuration systems, i.e. cruciform 

two-circular-cylinder and circular-cylinder/strip- 

plate systems. The conclusions are summarized as 

follows. 

1. Both the Kármán vortex excitation and the 

galloping of the square cylinder are effectively 

suppressed by the downstream strip-plate in spite of 

the fact that the mechanisms of the two vibrations 

are absolutely different. 

2. A longitudinal vortex excitation similar to 

that observed for the two-circular-cylinder system is 

induced by the downstream strip-plate over a range 

of non-dimensional gap s/d considerably larger 

compared with the latter. 

 Generally speaking, effect of a cruciform 

downstream strip-plate is stronger in the 

square-cylinder/strip-plate configuration in the 

sense that the range of s/d to influence the vibration 

is much larger than in the other two cases. Most 

remarkable effect is that the galloping is completely 

suppressed by the w/d=1 strip-plate even when the 

gap is as large as four times the side length of 

square. 

However, the above effects of the downstream 

plate are largely different when the width of the 

plate is smaller. Since the flow around the cross is 

of highly three dimensional nature accompanied 

with periodic vortex shedding of longitudinal 

vortices superimposed by turbulence, mechanisms 

to cause the influences on vibration are left for 

further investigations. 
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ABSTRACT 
This paper presents an experimental 

investigation on the effect of surface roughness on 
legs and arms of an athlete. Because of their 
cylindrical shape, arms and legs of an athlete can be 
approximately studied as flow over circular bodies. 
The variation of roughness has been obtained using 
three different textiles and changing the diameter of 
the cylinder. To evaluate the results, two textiles 
from two alpine suits used by the Norwegian alpine 
ski team have been tested. All the results have been 
compared with a cylinder with a smooth surface. 
The critical Reynolds number for a significant drop 
in the drag coefficient decreases by increasing 
surface roughness. 

Keywords: Aerodynamic, Bluff bodies, Cylinder, 
Drag, Roughness, Sport. 

NOMENCLATURE 

A [m2]    Projected area normal to the                                                           

wind 

Diam [m]   Diameter of the cylinder  

υ  [m2/s]   Dynamic viscosity 

 D  [N]    Drag 

ρ  [kg/m2]  Density  

Cd [-]   Drag coefficient 

w,d [m]   Roughness width, depth  

k [µm]   Roughness parameter  

r [-]   Roughness coefficient  

V [m/s]   Free stream velocity 

1. INTRODUCTION 
In many sports the aerodynamical resistance 

(drag – D) is of primary importance for the athlete’s 
performance – e.g. in speed-skating where D is 
about 80% of the physical forces acting against the 
athlete’s speed; and in a ski-jumper’s in-run where 
the velocity at take-off is determined by 60% for the 
ski/snow friction and 40% by D. Estimates using 
these figures show that a speed-skater will reduce 
his lap-time by one tenth of a second per % reduced 
D, and that a ski-jumper significantly can increase 
the velocity at take-off by a modest reduction in D. 
The drag D is proportional to the square of the 
velocity V, (D=ρV2CdA/2),where CdA is the product 
of the Drag coefficient and a characteristic cross 
sectional area – and is an important parameter to 
evaluate and work on to minimize. One can work 
on this parameter by either 1)reducing A  and 
‘streamlining’ the body, and/or 2) by manipulating 
the flow close to the body such that flow separation 
from the body is delayed – producing a smaller 
wake zone and thereby less drag force.  
The athletes themselves normally have no 
quantitative feedback on how effective their body 
posture and equipment is minimizing D. The wind 
tunnel equipped with instrumentation for 
measurement of physical forces represents an 
efficient way of quantitatively optimizing body 
posture and develop aerodynamically clothing and 
equipment for the athletes. 
For a speed-skater the leg, from the skate and up to 
the knee, represent about 1/3 of the skater’s total air 
resistance. By tripping the airflow boundary layer 
on the leg, using certain material textures, 
separation can be delayed and the leg’s  D 
significantly reduced.  
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Working on body postures for ski-jumpers (in-run)  
resulted in an increased speed of 1 km/h at take-off 
for the Norwegian national team (in average) In the 
experiments carried out it has been chosen to focus 
the attention on the reduction of drag in legs and 
arms using different textiles with different surface 
roughness (or dimples).   
Using the approximation that legs and arms are 
cylindrically shaped the textiles has been tested on 
cylinders with different diameters. 
For smooth cylinders in a cross flow the critical 
Reynolds number (when transition is happening and 
the drag coefficient fall) is around 3x105.  

 

Figure 1. Variation of Cd with Reynolds number 
for smooth and rough sphere and golf ball. (3)  

The introduction of surface roughness on the 
cylinder surface can shift the transition to lower 
Reynolds number.  
Usually the larger the roughness parameter, the 
lower is the value of the critical Reynolds number, 
but the smaller will be the fall in Cd. That has been 
shown by Achenbach (1) for spheres and by 
Bearman and Harvey (2) for cylinders. From 
Achenbach’s experiments(1), for the post-critical 
regime, to increase the roughness on a sphere means 
increasing the drag coefficient if it is compared with 
a smooth surface sphere (see Fig.1).  
Flows around spheres and cylinders are very similar 
so it can expected that the results carried on from 
the experiments done will be close to the results 
what Achenbach and Bearman-Harvey found(1).  
The target is to obtain the same drag reduction for a 
cylinder as obtained for a golf ball (Fig 1) by 
covering the cylinder surface with clothing of 
different textures thereby varying the roughness 
coefficient.  
This will permit to estimate the drag reduction in 
the cylindrical parts of the athlete’s body. 

 

2. EFFECTS OF TRANSITION AND 
SEPARATION 

The total drag can be split in two different 
parts. A part of drag is due to skin friction and is 
called friction drag and another part is due to the 
difference between the high pressure in the front 
part of the body (close to the stagnation point) and 
the low pressure on the rear region (separated 
region) and is called pressure drag. 

 

TOT FRICTION PRESSURECd Cd Cd= +         (1) 
 
The relative contribution of friction and pressure 
drag depends on the body shape, especially its 
thickness. The cylinder is a bluff body and most of 
the drag, even with a rough surface, will be 
contributed to by the pressure drag.  
For cylinders (and in general for bluff bodies) the 
transition from laminar to turbulent increases the 
skin friction because of  the Reynolds stress but, on 
the other hand, the pressure drag decreases by a 
large margin by moving the separation point to the 
back of the cylinder and diminishing the width of 
the wake.  

 

Figure 2. Flow around cylinder  

3. EXPERIMENTAL SETUP 

3.1 Wind tunnel 

For the experiments, the wind tunnel of NTNU 
(Norwegian University of Science and Technology) 
in Trondheim has been used. (Fig.3). The 
contraction ratio is 1:4.23, and the test section of the 
wind tunnel is 12.5 meters long, 1.8 m high, and 2.7 
m wide. The wind tunnel is equipped with a 
220KW fan that can produce a variation of speed 
between 0 - 30 m/s. 
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Figure 3. Wind tunnel 

3.2 Cylinder position in the wind tunnel 

The cylinder is mounted as shown in Fig 4 and 
it is connected to a balance positioned under the 
wind tunnel floor. The cylinder is mounted in the 
wind tunnel on a support and two dummy cylinders 
are connected to the wall but not to the balance to 
reduce the finite cylinder length effect. This 
solution permits a comparison of the results with an 
infinitely long cylinder. . The cylinder length is 
120cm (for all the 3 cases: 11cm, 20 cm, 31cm 
diameter.) 

 

Figure 4. Cylinder in the wind tunnel 

3.3 Six components balance 

The balance (Carl Schenck AG) used is a six 
components balance capable of measuring the three 
forces and the three momentums around the three 
axes. Variations of forces and momentum are 
measured using strain gauges glued to the balance 
body.   

The voltage outputs are measured by a LabVIEW 
based PC program. 

3.4 Textiles 

 

Figure 5. The five different textiles used  

The following chapter shows the different 
textiles used to change the surface roughness on the 
cylinders. The five textiles have all different surface 
roughness (Table 1). 
Different roughness has been obtained 
manufacturing each textile in a different way and 
with a different pattern. (See Table 1).  
The roughness factor for each textile was found 
using an electronic microscope with a magnification 
factor of 20X. Based on structure width and depth a 
surface parameter can be defined as: 
 

surfacek w d= ⋅      (2) 
 

Only for the black textile it has been chosen to use a 
different surface because of the different structure 
of this textile. The black textile presents in fact an 
inner-seam and an outer-seam. The roughness 
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calculated is the average between inner and outer 
roughness.  
 

2
inner outer

surfaceTOT
k kk +

=    (3) 

 
Fig.5 represents five pictures of the textiles. The 
first three (1), (2) ,(3), are obtained using a 
magnification factor of 4X.  

Table 1. Roughness parameters of the different 
textiles used  

 k r 

11cm Red     (1) 642 5.84E-03 

11cm Black  (2) 386 3.51E-03 

20cm Red    (1) 642 3.21E-03 

20cm Black  (2) 386 1.93E-03 

31cm Red     (1) 642 2.07E-03 

31cm Black  (2) 386 1.25E-03 

11cm White  (3) 108 9.82E-04 

20cm White  (3) 108 5.40E-04 

31cm White  (3) 108 3.48E-04 

20cm 0405   (4) 273 1.37E-03 

20cm 0506   (5) 335 1.68E-03 

  

The red textile is the roughest and some dimples are 
present on the structure. The black structure 
presents a roughness parameter k between the red 
and the white textile. Some dimples are presents 
also in the black textile structure but it is not 
possible to localize them in the picture shown 
Fig. 5(4) and 5(5) shows the pictures obtained with 
a magnification factor of 6.3 of the two textiles used 
in the alpine suits.  
The roughness parameter k is a surface length scale 
that will influence on the flow close to the cylinder 
surface.  
The surface curvature (given by the cylinder 
diameter) determines the pressure gradient that 
influences on the flow separation conditions. Then 
combining these two parameters in a dimensionless 
roughness coefficient r : 
 

Diam
kr =        (4) 

 

 

 

4.RESULTS 

4.1 Cd-Re curves 
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Figure 7. 11cm cylinder 

The four curves in fig 7 represent the Cd-Re 
curves for the 11cm diameter cylinder. The 
transition for the black (r=3,51·10-3) and the red 
(r=5,84·10-3) textile happens at  lower Reynolds 
number than for the smooth cylinder and for the 
white (r=9,82·10-4) material.  
The results are conform to the literature: increasing 
the roughness, the transition to turbulent start at a 
lower Reynolds numbers which means that it is 
possible to reduce the drag of about 40%. Over a 
certain Reynolds number range the white textile has 
a Cd-Re curve similar to the Cd-Re curve for the 
smooth cylinder.  
Choosing the correct material for the correct speed 
makes it possible to reduce the drag coefficient of 
40-45%. 
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Figure 8.  20cm cylinder 
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Comparing the 20 cm diameter cylinder results (Fig 
8) with the same graph for the 11cm diameter (Fig 
7) it is easy to recognize the same trend (increase 
roughness means shift the transition to lower 
Reynolds number). 
 Until a certain Reynolds number (Re=1.75·105) the 
red textile (r=3.21·10-3 minimizes the drag 
coefficient most. Between Re=1.85·105  and 
Re=2.7·105  the black (r=1.93·10-3) and for a 
Re>2.7·105  the white textile (r=5.40·10-4) produce 
the lowest drag coefficient. Increasing the Reynolds 
number (Re>3.2·105), the cylinder with the red 
textile has a Cd higher than the Cd measured for the 
smooth cylinder.  
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Figure 9.  31cm cylinder 

The Cd-Re curves trend for the 31cm diameter 
cylinder is comparable to the tendency shown in 
Fig.7 and Fig 8 for the 11cm and 20cm diameter 
cylinders.  
For the lower Reynolds number region the cylinder 
dressed with the red textile (r=2.07·10-3) is the one 
with the lowest Cd, for the middle region the black 
textile (r=1.25·10-3) minimizes the drag coefficient 
and for high Reynolds number the material that 
minimizes the drag coefficient more than the others 
is the white textile (r=3.48·10-4). It is also easy to 
see, that now the drag coefficient reduction is about 
20-30% less than the 40-45% found for the other 
cylinders (11cm and 20 cm diameter).  

4.2 Roughness coefficient correlation 

The correlation between the roughness 
parameter r and the trend of the Cd-Re curves has 
been analyzed defining a specific Reynolds number 
Retrans. This specific Reynolds number has been 
chose to give an approximate description of where 
transition occurs. Defining Retrans as the Reynolds 
number where the Cd curve has gone through half 
its drop (∆Cd /2), Retrans can be correlated with the 

roughness coefficient r (Fig 10), and the results can 
be expressed by the correlation  

 
r = A + B ln(Re trans)   (5) 
 

where the best fit for our limited data base is for 
A=0.0594, B=-0.0048 
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Figure 10. Correlation between r and Retrans. 
The 2 round marks present in the figure are 
relatives to the data acquired for 2 textiles from 
2 different ski suits used by the Norwegian 
national team. 

6. CONCLUSIONS 
Experiments carried out on cylinders dressed 

with different textiles show that the introduction of 
surface roughness (dimples), cause the critical 
regime to occur at lower Reynolds numbers than 
that for smooth cylinders. For increasing roughness, 
the experiments show that transition occurs at lower 
Reynolds. An explicit correlation the roughness 
factor r and the typical Reynolds number Retrans has 
been suggested  
The results for drag reduction presented here can be 
used for choosing the right textiles when designing 
suits for athletes, thereby reducing the athlete’s 
aerodynamical resistance. 
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ABSTRACT 
Computational Fluid Dynamics models range 

from the Lagrangian style vortex cloud simulation 
technique to the finite difference type grid-based 
method for solving the Navier-Stokes equations. 
This paper undertakes a comparison of these two 
methods for the classical datum case of flow past a 
stationary circular cylinder at low Reynolds 
numbers in the range 10 to 220. Comparisons 
include time-history, time-mean and root-mean-
square values of oscillating drag and lift 
coefficients, frequency of vortex shedding and 
related vortex street wake flow patterns. Particularly 
close agreement was obtained for Strouhal number 
versus Reynolds number, and good agreement for 
time-mean value of drag coefficients; comparison 
was also made with experimental results. Attempts 
are also made to calculate the skin friction and 
surface pressure components of the cylinder drag, 
revealing the significance of skin friction drag 
within this range and its relative insignificance 
above a Reynolds number of 220. 

Keywords: CFD, grid-based method, stationary 
circular cylinder, Strouhal number, vortex cloud 
method 

NOMENCLATURE 
CD [-]   drag coefficient, ( )dU/D 22 ρ  
CDf [-]   drag coefficient due to skin friction 
CL [-]   lift coefficient, ( )dU/L 22 ρ  
d [m]  cylinder diameter, length scale 
D [-,N]  dilation, drag force 

vf  [1/s]  vortex shedding frequency 
k(sm,sn), K(sm,sn) [1/m,-]  coupling coefficients 

linking points m and n on a body 
L [N]   lift force 
p [-]  pressure, non-dimensionalised by 2Uρ  
Re [-]  Reynolds number, νUd  

St [-]   Strouhal number, Udfv  
t [-]   time, non-dimensionalised by d/U 
u,v [-] velocities in x,y directions, non-    

dimensionalised by U 
U [m/s]  free stream velocity, velocity scale 
U∞   [m/s] free stream velocity in the x 

directions 
Umj , Vmj  [m/s]  velocity components at m due to a 

unit strength vortex element at j 
vsn [m/s]  body surface velocity at point n 
x,y [-] Cartesian coordinates, (grid-based 

method), non-dimensionalised by d 
βm [-]   body profile slope at point m 
γ [m/s]   surface sheet vorticity strength 
∆Γj [m2/s]   discrete vortex element strength 
∆t [-] time step (non-dimensionalised by d/U) 
� [kg/m3]   fluid density 
ν [m2/s]   kinematic viscosity 
ω [1/s]   vorticity   
Subscripts 
c critical 
D  drag 
f skin friction 
L lift 
m, n points on a body surface  
mean time-mean value 
rms root-mean-square value 

1. INTRODUCTION  
An interest in the formation of vortex streets 

behind bluff bodies has fascinated large numbers of 
researchers since the early experiments of Strouhal  
[1] in 1878 concerning the generation of ‘Aeolean 
tones’ and the famous 1911 paper by Theodore von 
Kármán [2] on the phenomenon later called the 
‘Kármán vortex street’. Serious early attempts at 
discrete vortex modelling were made by Rosenhead  
[3], who studied the related phenomenon of the 
Kelvin-Helmholtz instability of vortex sheets. 
Abernathy and Kronauer [4] extended Rosenhead’s 
model to simulate instabilities of a parallel pair of 
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vortex sheets of equal and opposite strength 
subjected to an initial sinusoidal perturbation along 
their length, a flow akin to two separating vortex 
sheets released by a bluff body. Also asserted by 
these authors was the constancy of mean drag 
coefficient and Strouhal number for a circular 
cylinder over a wide range of Reynolds numbers, 
Re=300 to 100,000, demonstrating the negligible 
influence of viscosity upon these flows. Below 
Re≈300 viscosity is very important, while above 
this range three-dimensional instabilities due to 
convection set in. Within this range however there 
are considerable variations of both Strouhal number 
and cylinder drag coefficients, which are one 
interest of the present study. 

This problem is of such practical importance 
that there are numerous studies dealing with flow 
past cylinders that are fixed, oscillating, rotating, or 
in orbital motion. Among these, the fixed cylinder 
is usually the starting point of investigations, as it is 
relatively simple to carry out experiments, and thus 
also for numerical studies it is favoured because 
comparison with experimental data is possible to 
confirm validity of the computer method used.  

A huge number of researchers have 
investigated flow around a single circular cylinder 
through experimental, theoretical, and numerical 
approaches. Despite its simple geometry, the 
problem is not only extremely complex but also one 
with many applications. Knowledge of flow 
patterns around bluff bodies is important in the 
design of large structures such as smokestacks or 
bridges, which in winds are often subjected to large 
amplitude oscillation due to alternating vortex 
shedding, sometimes causing collapse of the 
structure. Slender struts or tubes are likewise 
subject to vibration due to vortex shedding, which 
can also cause noise generation in both external 
aerodynamics and internal aerodynamic. Roshko 
[5], Norberg [6], and Bearman [7] are among those 
who have provided invaluable experimental data on 
flow around a fixed cylinder. Computations on the 
same problem have been performed by many 
researchers [8,9]. 

The main purpose of this study is to compare 
two very different CFD methods against the 
important datum case of flow past a stationary 
circular cylinder at low Reynolds numbers. The first 
author has developed a vortex cloud analysis that 
follows the creation and diffusion from the body 
surface in Lagrangian fashion, Lewis [10], and that 
is well suited for modelling separated flows where 
boundary layer modelling is less key. This analysis 
is reviewed briefly in section 2.1. The second 
author on the other hand has developed a finite 
difference method based on Eulerian description 
with grid transformation that facilitates simulation 
of the flow of a viscous fluid past a cylinder. This 
was developed to study the flow past a cylinder in 
oscillating or orbital motion, Baranyi [11], and his 

method is reviewed briefly in section 2.2 for 
application to a stationary cylinder. Both methods 
deliver solutions of the Navier-Stokes equations for 
two-dimensional flow and are thus suited to 
simulation of cylinder wake studies in the low 
Reynolds number range 10 to 220. 

2. OVERVIEW OF THE TWO METHODS 
OF ANALYSIS  

This section gives an overview of the vortex 
cloud and grid-based methods for simulating a low 
Reynolds number flow around a circular cylinder 
placed in a uniform stream. 

2.1. Overview of the present vortex 
cloud CFD method  

The fundamental basis of vortex element 
representation of the Navier-Stokes equations has 
been given by the first author [10]. According to 
this method the entire flow is controlled by vorticity 
continuously being created at the body surface, 
diffused by viscosity and convected. The numerical 
method is Lagrangian in character and involves 
discretisation of the surface vorticity into discrete 
free-vortex elements which are released from the 
body surface at successive small time steps and 
subjected to convection and viscous diffusion, the 
latter being undertaken by random walks as defined 
by Chorin [12], and Porthouse [13]. 

 

Figure 1. Numerical model for vortex cloud 
analysis  

Central to the vorticity creation process is the 
boundary integral equation for potential flow past 
an arbitrary body in the presence of a uniform 
stream U∞ and a surrounding cloud of vortex 
elements ∆Γj, Figure 1, namely  

  
( ) ( ) ( )

( ) 0sinβVcosβU∆Γ

cosβUdsss,sksγ
Z

1j
mmjmmjj

mnnnmm2
1

=∑ ++

+∫+

=

∞γ
. (1) 

 
The slip flow at the body surface is created by 

the vorticity sheet γ(s) where, for the boundary 
condition of zero internal velocity inside the body, 
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the surface velocity vsn is equal to the local surface 
vorticity vsn=γ(sn). 

In a viscous fluid the surface vorticity γ(s) is 
being continuously created in the boundary sub-
layer and diffused away from the surface where it is 
also subject to convective processes. For practical 
computations Eq. (1) may be expressed in the 
following equivalent numerical form 

 

( ) ( )
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cosβUss,sK γ
 ,         (2) 

 
where, as illustrated in Fig. 1, the body surface is 
represented by M elements.  

Over a sequence of small time steps ∆t vortex 
cloud theory assumes that these vortex sheets are 
shed as discrete vortex elements of strength 
∆Γn=γ(sn)∆sn. As indicated in Fig. 1, greater 
resolution may be achieved by shedding this 
vorticity from nsub sub-elements, where, for the 
example of three illustrated, the discrete vortex 
strengths would be ∆Γn = γ(sn)∆sn/3. In addition to 
this vorticity creation and shedding process for each 
time step ∆t and in accordance with the Navier-
Stokes equations, the vortex cloud is subject to 
convection and diffusion, the latter being 
accomplished by imposing random walks. 

2.1.1. Lift and drag forces 
Lift and drag forces comprise two components 

due to surface pressure and shear stresses. As 
shown elsewhere [10], the pressure distribution on 
the cylinder surface at any instant may be calculated 
from the equation 

 
 t/nt/s)s(p nsubnnn ∆∆Γρ∆∆ργ∆ −=−= ,          (3) 

 
where ∆pn is the pressure change along the surface 
of element ∆sn during the time step ∆t. Pressure 
forces Px and Py on the cylinder in the x and y 
directions then follow from 
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Frictional shear stresses may be estimated for 

each surface element by considering the shear stress 
after time t on a plane wall parallel to the x axis 
shedding surface vorticity γ(sn) = U at time t=0. As 
shown elsewhere [10,14], the frictional forces Fx 
and Fy on the cylinder may then be approximated by 
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The lift and drag forces then follow from 

 
,FPL yy +=       xx FPD += .           (6) 

 
One problem of vortex cloud analysis is the 

presence of significant numerical noise due to the 
use of random walks for simulation of viscous 
diffusion. Smoothing can be achieved by using a 
running average of say three time steps before and 
after the current one when evaluating lift and drag, 
the practice adopted here. 

2.2. Overview of the grid-based method 
of CFD analysis   

The second author's earlier studies dealt with 
computation of the flow around a fixed circular 
cylinder at different Reynolds numbers, from Re = 
10 to 1000, and up to Re = 180 for an oscillating 
cylinder, e.g. Baranyi and Shirakashi [15], and good 
agreement was obtained with experimental data for 
the variation of Strouhal number and time-mean 
drag coefficient with Reynolds number, especially 
up to Re = 190 above which three-dimensional 
instabilities occur. Further features of flow are 
investigated for a fixed cylinder in Baranyi [16], 
and the time-mean value of base pressure 
coefficient, which influences the near-wake 
structure, compares well with the experimental data 
of Roshko [17]. In [16] the energy equation for a 
stationary circular cylinder with constant surface 
temperature placed in a uniform flow is also solved 
from Re= 50 to 180 and the predicted dimensionless 
heat transfer coefficient or Nusselt number agrees 
well with available experimental results. In Baranyi 
and Lakatos [18], computational results obtained by 
this method are compared in the Reynolds number 
domain of Re = 50 - 180 with existing experimental 
results for the root-mean-square value of lift 
coefficients shown in Norberg [19], and a very good 
agreement is observed. Additional evidence for the 
reliability of the method has been given by 
comparison with other computational methods. De 
Sampaio [20], reports that his results for time-mean 
drag coefficient, obtained by the finite element 
method, agree well with those in  [16].  

At the time  [15] was published the computing 
power of computers was more limited. In this paper 
some of the earlier computations are repeated with 
much finer temporal and spatial resolution, and new 
computations have also been added and compared 
with those of the vortex cloud method.  

2.2.1. Governing equations 
Constant property incompressible Newtonian 

fluid flow is assumed. When deriving the governing 
equations, which in non-dimensional forms are the 
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Navier-Stokes equations, the equation of continuity 
and a Poisson equation for pressure: 
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The gravity force is included in the pressure 

terms in Eqs. (7) and (8). Although the dilation D is 
theoretically zero by continuity (9), it is advisable to 
retain the term ∂D/∂t to avoid computational 
instability. 

On the cylinder surface, no-slip boundary 
condition is used for the velocity and a Neumann 
type boundary condition is used for the pressure. At 
the far region, potential flow is assumed. 

2.2.2. Transformation of domain and 
applied numerical methods 

To be able to impose the boundary conditions 
precisely, a boundary-fitted coordinate system is 
used. The physical domain and the governing 
equations with boundary conditions are all 
transformed to the computational plane with an 
equidistant mesh, see [16]. This mapping (see 
Figure 2) provides a very fine mesh near the 
cylinder surface to capture the fluid-structure 
interaction in the near wake, but is gradually 
reduced to a coarse mesh in the far field to reduce 
computational cost. The equidistant mesh for the 
computational plane is beneficial for computational 
ease. The transformed equations are solved by finite 
difference method, [16]. 4th order central difference 
is used for the diffusion term and pressure 
derivatives, and the convective term is handled by a 
3rd order upwind scheme [8]. Equations of motion 
(7) and (8) are integrated explicitly in time, and the 
S.O.R. method is used for solution of the pressure 
Poisson equation. Continuity (9) is satisfied at every 
time step. The code has been extensively tested 
against experimental results for stationary cylinders 
and good agreement has been found.  

 

Figure 2. Physical and computational planes  

For this study of flow around stationary 
cylinders the non-dimensional time step was 0.0005 
and the number of grid points for the majority of 
runs was 301x177, but at the lowest three Re 
numbers 201x118, 251x148, and 270x159 were 
used, respectively, for convergence reasons. Even 
for the highest Re investigated, the solution was 
mesh independent. The computational domain 
shown in Fig. 2 is characterised by R2/R1=40. For 
further details see  [15,16]. 

3. COMPARISON OF CL/CD, STROUHAL 
NUMBER AND WAKE FLOW PATTERN 
VERSUS REYNOLDS NUMBER 

As we shall see, over the chosen range of 
Reynolds number Re there are considerable 
variations of both lift coefficient CL and drag 
coefficient CD. Vortex street development is 
associated with large oscillations of CL as Re 
increases above a value of about 47. A summary of 
the variations in amplitude of CD and Strouhal 
number St predicted by the two analyses is given in 
section 3.1 

The drag on a circular cylinder originates from 
two sources, namely pressure forces normal to the 
body surface or “form drag”, and viscous shear 
stresses parallel to the surface or “skin friction 
drag” CDf. For this low Re range there are also 
considerable variations of these and comparisons of 
the predicted values are given in section 3.2. As a 
consequence of this the fluid motion is dominated 
by viscous effects at the low values Re in this range 
and by convective effects at high Re. This has 
considerable influence over the wake flow patterns 
and will be illustrated in section 3.3. 

3.1. Comparison of lift and drag 
coefficients and of Strouhal number 
versus Reynolds number  

In this section comparisons are given of 
predicted lift coefficient and Strouhal number for 
the two CFD methods. To begin with in Figure 3, 
comparisons are given of the predicted lift and drag 
coefficients for a sample mid-range value of 
Re=120, assuming a uniform stream U=1.0, a 
cylinder diameter of unity and an overall elapse 
time of t=400, ample to establish periodic motion. 

As may be seen from Fig. 3, the lift coefficient 
settles down quickly into oscillating von Kármán 
vortex shedding with a mean value of zero. The 
predicted Strouhal number for Re=120 is of value 
0.173 from the vortex cloud analysis and 0.175 
from the grid-based method which compare well. 
As is well known, the frequency of the drag 
coefficient signal is double that of the lift 
coefficient as predicted by both methods. There are, 
however, considerable differences in the predicted 
time-history curves obtained by the two methods. 
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The grid-based analysis predicts that the motion 
settles down into a very regular periodic motion in 
which both CL and CD oscillate with constant 
amplitudes. The vortex cloud method on the other 
hand, exhibits some randomness in these 
amplitudes, although the mean values are in 
reasonable agreement as can be seen from the 
dashed curves in Fig. 3a. The predicted variations 
of amplitude of CL and CD are probably due to the 
random walk method for simulation of viscous 
diffusion in vortex dynamics. However, good 
agreement between the methods was obtained for 
the two performance parameters that most affect the 
excitation characteristics of cylinder wake flows, 
the Strouhal number and the root-mean-square 
value of the lift coefficient fluctuations CLrms. As 
further evidence of this, comparisons of the 
predicted values of St, CDrm and CLrms versus Re for 
the two methods are given below in Figures 4 & 5. 

 

 
(a) Vortex cloud method 

 
(b) Grid-based method 

Figure 3. Comparison of the time histories of the 
lift and drag coefficients predicted by the vortex 
cloud and grid-based methods for Re=120 

Fig. 4 shows excellent agreement between the 
two methods of analysis for the predicted value of 
St up to Re= 190. The grid-based analysis illustrated 
clearly that the onset of a von Kármán type vortex 
wake occurs at Re ≈ 47, below which the influence 
of viscous diffusion predominates over that of 
vortex convection (bearing in mind that vortex 
street formation is fundamentally a convective 
process). Vortex cloud simulations are in general 
agreement with this although it was just about 
possible to detect slight wake fluctuation from 
seven diameters downstream of the cylinder for Re 
= 40 and an intermittent fluctuation of CL. Above 
Re = 47, however, the Strouhal number rises 
steadily from 0.12 to about 0.2 for Re=210, in very 
good agreement. However, note that grid method 
computations were carried out from Re = 10 to only 
190. This is because of experimental evidence from 
Williamson [21], and Floquet stability analysis by 
Barkley and Henderson [22], proving that a three-
dimensional instability (mode A) begins to appear 
at around Re = 190. Above this Re number the 
application of a three-dimensional code is needed to 
capture the three-dimensional instabilities. 

 
Strouhal number for stationary cylinder
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Figure 4. Comparison of predicted Strouhal 
numbers  

The second author investigated the critical 
Reynolds number for the onset of vortex shedding. 
However, grid method computations in the vicinity 
of this critical Re require a lot of CPU time to reach 
the quasi-steady state of vortex shedding (although 
the possibility exists that introducing turbulence 
into the free stream may reduce the time needed for 
the establishment of vortex shedding). That is why 
in this study the case pertaining to Re = 47.2 was 
the nearest Reynolds number investigated above the 
critical one. By extrapolating the present CLrms 
values to zero the critical Reynolds number is about 
Rec ≈ 46.8. Other studies have found similar values. 
For sufficiently large aspect ratios Norberg [23] 
found experimentally that the critical value of 
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Reynolds number where periodic vortex shedding 
starts is about Re = 47. By using the Stuart-Landau 
model Thompson and Le Gal [24] found that the 
supercritical Hopf bifurcation characterising the 
onset of periodic vortex shedding is at Re = 46.4. 

Stationary cylinder
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CD rms-Lewis CL rms-Lewis CD rms-Baranyi CL rms-Baranyi  

Figure 5. Variation of rms lift and drag 
coefficient fluctuations with Reynolds numbers  

Fig. 5 shows the variation of the rms values of 
lift and drag coefficient over the chosen Re range, 
comparing the two CFD methods. It can easily be 
seen that predicted CLrms values are much larger than 
CDrms values above the critical Reynolds number of 
Re ≈ 47, especially for the grid-based method. 
There is a good measure of agreement in CLrms 
between the two CFD methods in the supercritical 
region, albeit with a scatter in the vortex cloud 
results. On the other hand the predicted CDrms values 
are excessively high for the vortex cloud method. 

3.2. Comparison of predicted form and 
skin friction drag coefficients 

  

Figure 6. Comparison of predicted total and skin 
friction drag coefficients with published 
experimental values 

The final comparison of the two CFD methods 
is shown in Figure 6, namely predicted values of 
both the total drag coefficient CD and the skin 
friction component of this CDf compared also with 
experimental results published by Massey [25] for 
the selected Re range. 

As Massey's results show (Fig. 6) the total drag 
coefficient drops considerably over the range 
10<Re<200 from about 2.75 to 1.25 (a ratio of 2.2) 
and both methods predict this trend well, the grid 
method particularly so. It is encouraging to see this 
mutual agreement over such an important widely 
varying Re range of twenty to one, within which the 
shift transfers from the dominance of viscous 
effects to those of convective processes (as will be 
illustrated by other considerations in Section 3.3 
and Table 1 below). Thus also from Massey’s data 
the skin friction drag component falls from roughly 
CDf = 0.75 to 0.14 over this Re range (a ratio of 
5.4!) and is thus only a small fraction of the total 
drag, decreasing to negligible values at the top end 
of the Re range. The two CFD methods here 
produce predictions that lie on either side of 
Massey’s experimental results, reflecting the 
general dramatic trends while not in such good 
agreement with each other. 

3.3. Selected flow patterns for low Re 
predicted by the vortex cloud method 

 

Figure 7. Predicted vortex shedding flow 
patterns for Re range 20 to 220 
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One advantage of the vortex cloud method is 
the economy in modelling wake patterns by the 
cloud of discrete vortices, which can then also be 
viewed in movie style. Application of this method 
for the selected Re range produced the comparisons 
presented in Figure 7 revealing the developing 
significant changes in wake pattern.  

As shown by these results, the onset of periodic 
vortex shedding only begins to appear above 
Re=20, below which viscous diffusion dominates 
sufficiently over convection to avert this. At the 
higher value of Re=60 however a very regular wake 
periodicity is established which continues right 
through the higher Re range up to Re=220. Through 
Re=100-140 the actual vorticity wake sheet thins 
down to a fairly constant thickness in the near wake 
oscillations. At the higher range of Re =180-220 
however, one observes that as convection begins to 
dominate, the near wake oscillations begin to roll up 
into distinct vortex cores while remaining still in a 
regular vortex street pattern. 

A simple analysis that bears up this expectation 
follows from a comparison of the average 
convective and diffusive displacements of a typical 
vortex element as a function of Re. Assuming an 
average convective velocity of say ½U, the average 
convective displacement ∆xav of a vortex cloud 
element during a time step ∆t would thus be 
∆xav=½U∆t. As also shown elsewhere [10,14], the 
diffusion average random walk may be expressed 

 
( ) Re/lntUdlntrav 2224 ∆∆ν∆ ==      (11) 

Table 1. Vortex cloud average convective and 
diffusive shifts for U=1.0, d=1.0, ∆t=0.05 

Re Ave. convective 
shift ∆xav 

Ave. diffusive 
shift ∆rav 

10 
20 
60 

100 
140 
180 
220 
260 
300 

0.025 
0.025 
0.025 
0.025 
0.025 
0.025 
0.025 
0.025 
0.025 

0.117741 
0.083255 
0.048068 
0.037230 
0.031468 
0.027752 
0.025101 
0.023091 
0.021496 

 
Table 1 compares these predicted average 

convective and diffusive shifts ∆xav and ∆rav for 
10≤Re≤300. The extremely interesting observation 
to be made here is that for a typical vortex element 
∆xav and ∆rav are equal when Re≈220. Thus 
convective processes may be expected to dominate 
above this Re value and diffusive processes below 
it, in agreement with the vortex wake motions 
presented in Fig. 7. For the lowest value Re=10 
tabulated here however, the average diffusive shift 
of the vortex cloud random walk process is almost 5 
times the average convective shift. It should be 

mentioned that for this Reynolds number the 
numerical vortex cloud scheme arranges for the 
random walk simulation of viscous diffusion to be 
undertaken in five sub-steps to maintain equal 
resolution with the convective process.  

4. CONCLUSIONS 
Two completely different CFD simulation 

techniques based on vortex dynamics and a grid-
based method have been compared for the classic 
datum case of flow past a stationary circular 
cylinder over the low Reynolds number range 
10≤Re≤220 with the following conclusions:  
1. Good agreement was obtained in prediction of 

the Strouhal number which varies between 
0.12<St<0.2 over the Re range considered, and 
both methods predict the formation of a von 
Kármán vortex street above Re ≈ 47. Using the 
grid method and extrapolating the CLrms values 
to zero, the critical Re for the onset of vortex 
shedding was found to be Rec≈46.8.  

2. Both methods are in reasonable agreement with 
the experimental measurements published by 
Massey [25] and with one another for the total 
drag coefficient CD. Predictions of the 
contribution to this due to skin friction CDf are 
in less good agreement but show similar trends. 

3. Predictions of the rms fluctuations CLrms and 
CDrms are in less good agreement. The grid CFD 
method predicts zero values of these below the 
critical level Re=47 due to the total absence of 
a vortex street and rapidly rising values 
0.0<CLrms<0.46 for 47<Re<190. Vortex cloud 
results agree with the latter reasonably well but 
predict excessive values of both CLrms and CDrms 
for subcritical Reynolds numbers Re<47. 

4. With regard to the last mentioned item, it is 
noted that the grid CFD method used extremely 
small time steps ∆t=0.0005 resulting in tight 
control of the discretisation errors in this time 
sensitive motion. The vortex cloud method on 
the other hand used time steps 100 times 
bigger, namely ∆t=0.05 resulting in a much 
greater scale of “numerical turbulence”. The 
main impact of this is felt within the body 
boundary layer due to the random walk method 
for simulation of viscous diffusion and its 
resulting impact on surface vorticity creation. 

5. The average convective and diffusive shifts of 
a typical vortex element during a time step 
become equal at about Re=220. Above this, 
convective processes become more dominant.  

6. Vortex dynamics handles heavily convective 
wake motions extremely well providing easy 
graphical presentation of the vortex street wake 
patterns. Furthermore the method has proved 
extremely flexible for adaptation to any other 
stationary or moving body flow and has been 
useful for simulating such other phenomena as 
rotating stall in turbomachinery blade rows. 
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ABSTRACT 
Flow structure around circular cylinders of 

various finite heights has been numerically 
investigated by Large Eddy Simulation (LES) with 
local refinement using STAR-CD V4 software. The 
two aspect ratios tested are 6 and 10 and the 
Reynolds number (Re) based on cylinder diameter 
and free stream velocity is kept at 20,000 for both 
the cases. A Cantilever cylinder mounted on a flat 
plate was chosen since it gives insight into two 
entirely different flow phenomena; the end tip 
effects of the cantilever cylinder which shows 
strong three-dimensional wake structures and the 
base effects due to interaction of flow between the 
cylinder and the flat plate. Regular vortex shedding 
was found in the wake of the higher aspect ratio 
case as was anticipated, along with a strong 
downwash originating from the flow over the free 
end of the cylinder, whereas irregular and 
intermittent vortex shedding was found in the lower 
aspect ratio case. Pressure distributions were 
computed all along the length of the cylinder and 
compared to experimental results. Lift, drag and 
their root mean square values were also computed 
along with Strouhal numbers.  

Keywords: aspect ratio, CFD, finite cylinder, 
hanging nodes, large eddy simulation, vortex 
shedding  

NOMENCLATURE 
CP [-] pressure coefficient 
CS [-] Smagorinsky coefficient 
D [m] diameter of cylinder 
P [N/m2] pressure 
Pref [N/m2] reference pressure 
Re [-] Reynolds number 
SGS [-] Subgrid-scale 

S  [1/s] filtered strain rate magnitude 

ijS  [1/s] filtered strain rate tensor 
St [-] Strouhal number 

0

Y
U  [m/s] inlet velocity 

+ [-] non dimensional cell distance  
from wall 

∆  [m] filter length 
ν  [m2/s] kinematic viscosity 

tν  [m2/s] turbulent SGS eddy viscosity 
Ω  [m3] cell volume 
ρ  [kg/m3] density of fluid 

wτ  [N/m2] wall shear stress 

ijτ  [N/m2] stress tensor 
Subscripts and Superscripts 
′  fluctuating component 

 filtered quantity 

1. INTRODUCTION 
A cantilever cylinder with one end fixed and 

the other free to vibrate has been numerically 
simulated to study the dynamics of flow around 
cylinder bodies. The long-term objective of this 
study is to apply LES to Flow Induced Vibrations 
(FIV). The present fixed cylinder case is intended to 
serve as validation and analysis of the flow-physics. 
It has been observed in the past that the flow over a 
finite cylinder’s free end has a complicated three 
dimensional wake structure: the free end plays a 
direct and significant factor for the flow three 
dimensionality. In fact a finite cylinder has 3D flow 
characteristics over all Reynolds number ranges [1]. 
It has also been reported earlier that the three 
dimensionality of the flow around a finite cylinder 
is due to the counter rotating vortices generated by 
the free end itself. In cylinders with both ends fixed 
however the scenario is somewhat different where 
the fluid must first be accelerated and then 
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displaced sideways in order to pass over the 
cylinder body and enter the wake region. 

The applications of finite cylinders are vast and 
numerous, including tall rising buildings in city 
centres and nuclear cooling towers. At lower Re 
numbers one finds applications to internal structures 
of nuclear plants such as fuel or control rods and 
various instrumentation. Notable papers containing 
extensive experimental data are those of Park and 
lee [1-3] and that of Okajima et al. [4]. In this study 
flow over such configurations is numerically 
simulated. Two aspect ratio cases are tested and 
then compared to experimental results. Non 
conforming local mesh refinement is implemented 
in all three directions to reduce the size of the 
computational grid since the finite cylinder poses a 
huge computational grid requirement. 

2. GEOMETRY 
The geometry consists of a finite cylinder 

vertically mounted on a flat plate with one end fixed 
and the other free (and in later cases also allowed to 
vibrate). Due to vortices being shed from the 
cylinder and a strong downwash from its free end a 
fairly long computational domain had to be used. 
The downstream length was kept at 20 diameters 
whereas the upstream length was taken as 12 
diameters. Complete geometry is shown in Figure 1 
where a uniform flow enters from the left. 

 

Figure 1. Geometry under consideration 

3. NUMERICS 
A finite volume code for complex geometries, 

STAR-CD V4, is used to solve 3D Navier-Stokes 
equations on unstructured grid. The flow is assumed 
Newtonian and incompressible (density ρ is 
constant). For LES the filtered Navier-Stokes 
equation is shown in Eq. (1). For Subgrid-scale 
modelling (SGS) standard Smagorinsky model is 
used which is shown in Eq. (2). S ij  is the filtered 

strain rate tensor ( S S Sij ij= 2 ), νt  the 

turbulent viscosity and ∆  the filter length. As the 
cells used in the present work are hexahedral one 

can take 1/32∆ = Ω , where  is the cell volume. 
The Smagorinsky constant, C

Ω
S, is set to 0.065 . 
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In the collocated finite volume approach used 

here, all variables are located at the centres of the 
cells (which can be of any shape). The momentum 
equations are solved by considering an explicit 
mass flux and a fully cantered convection scheme. 
Velocity and pressure coupling is insured by a 
prediction/correction method with a SIMPLEC 
algorithm [5]. The Poisson equation is solved with a 
conjugate gradient method. The collocated 
discretization requires a [6] interpolation in the 
correction step to avoid oscillatory solutions. 

 

Figure 2. 3D view of the entire grid

The three time level implicit time advancing 
scheme (TTLM), [5], is used for time discretization 
in STAR-CD V4. This scheme performs the 
integration over an interval cantered on the new 
time level which makes the scheme a 2nd order 
approximation. The non-orthogonalities are taken 
into account with a reconstruction technique 
explained in [5, 7-8]. When a non-orthogonal grid is 
used, the matrix contains the orthogonal 
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contribution only and the non-orthogonal part is 
included in the right hand side of the equation. This 
is known as the deferred correction (the non-
orthogonal part is explicit), however one can iterate 
on the system to make it implicit. 

Suitability of this commercial code for LES has 
been extensively tested at Manchester, on 
homogeneous grid turbulence and channel flows [9-
11]. In Moulinec et al. [10] conservation of kinetic 
energy with collocated unstructured finite volumes 
is discussed, and it is recommended to use 
polyhedral cells or Cartesian cells with localized 
refinement. Conserving kinetic energy not only 
eliminates numerical diffusion, but it also ensures a 
bounded solution even with pure central 
differencing as herein. Indeed it is well known that 
upwinding, even in small quantity or via higher 
order terms is not suitable for LES; see e.g. 
Grotzbach and Worner [12], Kravchenko and Moin 
[13]. 

 

Figure 3. 2D cross sectional view of grid in XY 
plane 

 

Figure 4. 2D cross section of grid in XZ plane 
showing the cylinder 

Grid generation was thus carefully controlled 
rather than automatic with moreover economy 
concerns as the complex finite cylinder geometry 
poses a huge computational resource requirement. 
Thus the biggest constraint was of limiting the grid 

to be less than 2.6 million cells in line with limited 
computational resources (8 CPU’s of an in house 
Beowulf cluster). The numerical results from 
private communications (contributions of M. 
Strelets and S. Krajnovic to the DESider database) 
will be used for comparison only. The first 
(Strelets) results are based on a grid of 2 million 
cells for detached eddy simulation (DES). However 
the present LES grid in comparison is of the same 
fineness level near the cylinder surface and flat 
plate, significantly finer at the tip of the cylinder, 
but fairly coarse in the far field. This was achieved 
by use of non-conforming refinement in all 
directions. The interface cells are not treated as 
“hanging nodes”, but as polyhedral cells with more 
than 6 faces. In fact a total of 9 levels of local 
refinements have been used with the cell size 
change ratio limited to a maximum of 33% in every 
case (i.e. 3 cells matching with 2 cells rather than 2 
facing 1 as this latter case has been observed to lead 
to oscillations in some cases, see Laurence [11]). 
Thus for every direction the grid has three levels of 
non-conforming refinements. Figures 2 to 4 show 
the various views of the computational grid with 
hanging nodes in different directions. The cell next 
to the cylinder is fixed at around 1, viscous unit 
(Y+=1) in both azimuthal and normal directions 
whereas the Y+ value for the flat plate is around 5 
which is reasonable enough to model the near wall 
damping effect (admittedly not fine enough for an 
accurate reproduction of BL development, but the 
latter is very short in the experiment). 

For the numerical simulations all side and top 
domains are kept as slip planes to reduce the size of 
the computational mesh. The solid cylinder surface 
and the flat bottom plate however are kept as no slip 
adiabatic walls. The LES simulations were run for 
around 15 complete flow cycles with time 
averaging of results done over the last 10 cycles. 

4. DISCUSSION OF RESULTS 

4.1. Pressure Distribution 
For the finite cylinder one notices that the mean 

pressure on the cylinder surface is a direct result of 
the free end interference. From Fig. 5 it is seen that 
the mean pressure upstream the windward side 
increases as one moves towards the fixed end due to 
the blockage effect of the cylinder, while near the 
free end the mean pressure is significantly reduced. 

Looking at the pressure distributions in Figs. 6 
to 7 one sees that the LES results are in close 
agreement with the experimental values of Park and 
Lee [2]. These figures show the pressure coefficient 
(CP) distributions around the cylinder at Z/L = 0.5 
and 0.75 location respectively for aspect ratio 6 
case. It is observed that the peak values almost 
overlap each other, the local pressure minima is also 
predicted decently by all simulations but the biggest 
discrepancy is in the wake of the cylinder at 180 
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degrees where one sees a gradual increase in mean 
pressure values. Experimental findings of Park and 
Lee [1-3] report such phenomenon but for the 
aspect ratio 10 case. In fact as we move closer to 
the free end of the cylinder the prediction of 
pressure rise becomes steeper and more abrupt. 

 

Figure 5. Instantaneous pressure distribution 
along the height of the cylinder for aspect ratio 6 
case 

 

Figure 6. CP distribution along the cylinder 
surface for aspect ratio 6 case at Z/L=0.5 

 

Figure 7. CP distribution along the cylinder 
surface for aspect ratio 6 case at Z/L=0.75 

In Figs. 6 to 9 the PC  was obtained by dividing 
the difference between surface pressure (P) and a 
reference pressure (Pref) by the dynamic pressure to 
get 2

02( ) /refPC P P Uρ= − . 
However the pressure is variable along the 

vertical stagnation line, hence data has been 
rescaled with a variable pressure Pref(Z) such that 
CP=1 for each altitude. 

 

Figure 8. CP distribution along the cylinder 
surface for aspect ratio 10 case at Z/L=0.883 

 

Figure 9. CP distribution along the cylinder 
surface for aspect ratio 10 case at Z/L=0.950 

At Z/L=0.5 the DES (Strelets), the present LES 
and the ongoing (hence not shown here) fine LES 
by S. Krajnovic tend to show somewhat a higher 
plateau than the experimental in the leeward side of 
the cylinder. In any case the plateau for all data is 
significantly higher than that found for infinite 
cylinder at similar Re (which is around -1.2 to -1.5). 
This pressure recovery (gradual pressure rise) is 
accompanied by suppression of vortex shedding 
behind the cylinder. Experimental findings of [1] 
report irregular and weak vortex shedding in aspect 
ratio 6 case. Numerical simulations on the other 
hand predict intermittent yet visible vortex shedding 
where the downwash effect is strong but not enough 
to totally eliminate the vortex shedding. The 
pressure recovery behind the cylinder (at 180 
degrees) is better seen in the larger aspect ratio 
case, where both experimental and numerical results 
show this sharp pressure rise in the wake of the 
cylinder (see Fig. 9). It is also noted that the down-
wash effect which was very strong in the smaller 
aspect ratio case is now some what reduced leading 
to regular vortex shedding in the lower half of the 
aspect ratio 10 case. 

It is established that as the aspect ratio 
decreases the vortex shedding frequency also 
decreases. But classification of vortex shedding 
behind the cylinder depending on the aspect ratio is 
a debatable issue. Various experimental and 
numerical sightings report differently. According to 
Farivar [14] the regular vortex shedding disappears 
for cylinders with aspect ratios lower than 7.5, 
Zdravkovich et al. [15] on the other hand found 
regular vortex shedding behind a cantilevered 
cylinder with an aspect ratio of 4. Hence drawing a 
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clear limiting value of aspect ratio where vortex 
shedding is suppressed is not possible at present. 

4.2. Velocity Distribution 
Due to the strong downwash near the free end 

of the cylinder in the wake there is a sharp and 
sudden increase in the velocity magnitude. The 
maximum velocity which at the inlet was 10 m/s 
goes as high as 14 m/s. 

 

Figure 10. Mean velocity vector plot in the wake 
of the cylinder at Z/L=0.6 for aspect ratio 6 case 

 

Figure 11. Mean velocity vectors in YZ plane in 
the wake of the cylinder at X/D=2 for aspect 
ratio 6 case 

Fig. 10 shows the mean velocity vector plot in 
XY plane at Z/L=0.6 location for smaller aspect 
ratio case. It is interesting to note that the pair of 
narrow recirculation bubbles in the wake is 
generating a strong and wide back-flow (towards 
the cylinder), a significantly different pattern from 
the infinite cylinder case which can explain the 
higher CP plateau. Fig. 11 shows the mean velocity 
vector plot for the same case in YZ plane at X/D=2 

location. One sees another elliptical vortex pair 
below the top which can emanate from the tip as 
Figs. 12-13 tend to show down flow at 45 degrees. 
For a much smaller aspect ratio of H/D=2.5 
Frohlich et al. [16] observed an arch vortex 
structure in the cylinder wake, which is consistent 
with the well separated vortex pair in Fig. 10, but 
the top arch is not so clear in Fig.13. Near the base 
in Fig.11, an opposite sense vortex pair can be 
attributed to the classical horseshoe vortex around 
pillar-plate junctions, however the one seen here is 
quite weak as the incoming boundary layer is nearly 
uniform. 

 

Figure 12. Experimentally obtained velocity 
vectors in XZ plane at Y/D=0 for aspect ratio 6 
case 

 

Figure 13. Numerically obtained mean velocity 
vectors in XZ plane at Y/D=0 for aspect ratio 6 
case 

Figs. 12 to 13 show a comparison between 
experimentally and numerically predicted velocity 
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vectors respectively in XZ plane at Y/D=0. It is 
seen that the effect of the down wash almost 
reaches the base plate. In fact the downwash is so 
strong that it suppresses the vortex shedding from 
the sides of the cylinder and becomes the dominant 
factor in the wake of the cylinder. 

Fig. 14 shows the zoomed in velocity vectors 
near the free end of the cylinder in YZ plane at 
X/D=0 location. These counter rotating vortices are 
in fact perfectly symmetrical but oppositely 
directed. It is believed that the roll up of the shear 
flow separation from the free end gives birth to this 
counter rotating pair of vortices in Fig. 11. These 
counter rotating vortices then cause strong 
downwash which interfere with the cylinder vortex 
shedding. Fig. 15 shows the velocity magnitude plot 
in XZ plane at Y/L=0 behind the cylinder for higher 
aspect ratio case. One can see the vortex columns 
behind the cylinder which are distorted over 2/3 of 
the height and even suppressed by the downwash 
near the tip. 

 

Figure 14. Mean velocity vectors in YZ plane at 
X/L=0 for aspect ratio 6 case showing counter 
rotating vortices near the top surface 

 

Figure 15. Instantaneous Velocity magnitude 
behind the cylinder for aspect ratio 10 case in 
XZ plane at Y/L=0 

Fig. 16 shows a comparison of velocity 
magnitudes at various Z/L locations for both the 
numerical cases. For the smaller aspect ratio case at 
both Z/L=0.3 and Z/L=0.8 locations one sees a 
peculiar flow behaviour where the wake seems to 
be split into two tongues. These tongues behave as 
though they are independent of each other unlike 

for a 2D or infinite cylinder. However the bottom 
two pictures in the same figure which are for the 
higher aspect ratio case at the same Z/L locations 
show a different phenomenon. Here one sees that 
near the base (at Z/L=0.3) the cylinder wake 
behaves just like a 2D cylinder with regular vortex 
shedding from the upper and lower surfaces, 
however near the tip (at Z/L=0.8) the behaviour is 
similar to smaller aspect ratio case. Hence it is 
concluded that a finite cylinder with aspect ratio 10 
shows both finite tip effects and base effects (2D 
cylinder behaviour) where the aspect ratio 6 
cylinder does not show any infinite cylinder 
behaviour. 

 

Figure 16. Instantaneous velocity magnitude for 
aspect ratio 6 and 10 case at various Z/L 
locations 

4.3. Turbulence Intensity 
A comparison between numerically and 

experimentally obtained turbulence intensities at 
Z/L=0.5 location in the wake of the cylinder 
(X/D=5) for the lower aspect ratio cases is shown in 
Fig. 17. The experimental data taken from Park and 
Lee [2] shows a peak value of 28% whereas the 
LES simulation shows a double peak of 23% (as 
well as DES by Strelets). Findings of Park and Lee 
[1,2] report that the vortex shedding frequency 
decreases as the aspect ratio of the cylinder 
decreases where a 2D cylinder has a Strouhal 
number of 0.198. Similar trend is seen in the 
numerical computations where the Power Spectrum 
Density analysis (PSD) is shown in Fig. 18. A 
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comparison between experimental [1-3] and 
numerical Strouhal numbers is given in Table 1. 

A comparison of  at various Z/L 
locations for the higher aspect ratio case is shown in 
Fig. 19. One notices that the streamwise turbulence 
intensities are slightly under-predicted even though 
the pressure and velocity comparisons were decent. 
However the general trend and the length of the 
vortex formation region are still being predicted 
accurately. The slight under prediction in numerical 
results comes from a number of sources, one of 
them being the grid fineness level. The grid has 
been resolved to the wall in the wake of the cylinder 
but in doing so the grid distribution downstream 
becomes some what coarse. Secondly the change in 
the wake of the cylinder from laminar to fully 
turbulent is sudden and abrupt causing the model to 
return slightly under predicted values. It is 
anticipated that the use of dynamic model here 
would perhaps yield better results. 

u u′ ′< >

Table 1. Strouhal number comparison 

St Park and Lee [1-3] Numerical 
AR 6 0.135 0.132 
AR 10 0.159 0.167 

 

Figure 17. Stream wise turbulence intensity at 
Z/L=0.5 and X/D=5 for aspect ratio 6 case 

 

Figure 18. DSP of lift coefficient for numerical 
computations 

Coming back to the flow physics one notice 
that the streamwise turbulence intensities increase 
as we move towards the fixed end of the cylinder, 
where the maximum values are in the lower half of 

the cylinder (bottom graph, Fig. 19). This confirms 
the initial observation that the effect of the strong 
down wash is in fact reducing the turbulence 
intensity and vortex formation region in the upper 
half of the cylinder where the  is being 
reduced to almost one third in magnitude (top 
graph, Fig. 19). This is confirmed in the 
experiments and is similar to Frohlich et al. [16] 
results. 

u u′ ′< >

Further PIV data is available from [1,2], but 
could not be fully reconciled with the 3 simulations 
by DESider partners which on the other hand are in 
closer agreement, in particular wake velocity 
profiles. Further analysis is needed before 
presenting these results. 

 

u u′ ′< >Figure 19.  at various Z/L locations for 
aspect ratio 10 case, top; Z/L=0.950, centre; 
Z/L=0.625, bottom; Z/L=0.125 

5. CONCLUSIONS 
Flow over a cantilever cylinder mounted 

vertically on a flat plate was numerically simulated 
by LES. The two cases tested were of aspect ratio 6 
and 10. Numerical results were then compared to 
experimental data of Park and Lee [1-3]. Use of 
multiple levels of local refinements enabled the 
STAR-CD V4 LES simulation of such a complex 
geometry using only 2.6 million cells where with a 
regular grid LES requirement is around 50 million 
cells. Flow over both the cylinders was found to be 
3 dimensional and fully turbulent especially in the 
lower half of the wake of the cylinder. It was found 
that the roll up of shear layer separation from the 
free end causes two counter rotating vortices near 
the free end of the cylinder leading to a strong 
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downwash extending nearly to the base. This 
downwash completely changes the flow physics by 
interacting with the regular vortices being shed 
from the sides of the cylinder. This interaction 
causes a change on the pressure distribution in the 
wake of the cylinder. Not only this, the interaction 
also causes damping of the vortex formation with a 
decrease in turbulence intensities. 

For the smaller aspect ratio case the effect of 
the downwash is stronger where the effect is felt all 
along the cylinder height, hence weak and 
intermittent vortex shedding is observed. For the 
higher aspect ratio case the effect of the downwash 
is limited to the top half of the cylinder and hence 
the interaction is weaker causing pressure recovery 
in the wake of the cylinder with regular vortex 
shedding. 

Aspect ratio 6 case shows a peculiar flow 
behaviour which is quite different from an infinite 
cylinder especially in the wake region, where the 
wake is split into two halves. Aspect ratio 10 case 
on the other hand shows both tip and base effects, 
where the former is similar to the aspect ratio 6 case 
and the later similar to a 2D or infinite cylinder. 

In the next part of this study a cantilever 
cylinder free to vibrate will be numerically 
simulated using LES. Same two aspect ratios will 
be tested and the experimental data of Okajima et 
al. [4] will be used for comparison. This complex 
fluid structure interaction problem will be solved 
with dynamic structural loading coming from fluid 
structure interaction at every time step which will 
dictate the movement of the mesh around the 
cylinder thus causing it to oscillate. 
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ABSTRACT NOMENCLATURE  
h [W/m2°C] Heat transfer coefficient  VALIDA experiments [1] were carried out within 

the framework of radioactive waste management to 
improve the understanding of mixed-convection 
flow and more particularly the interaction between a 
global cross-flow circulation and local natural 
convection effects around a vertical heated cylinder. 
The VALIDA loop implements a cylinder of 3.1 
height to diameter ratio, mounted vertically in an 
insulated tunnel cooled by a cross-flow air 
circulation. 

Φ [W/m2] Heat flux density 
Φv [W/m3] Total power (source or sink) 
U  [m.s-1] Air velocity  
u  [m.s-1] Filtered air velocity  
g  [m.s-2] Gravity vector  
D [m] Cylinder diameter 
H [m] Cylinder height 
P [Pa] Air pressure  
t [s] Time The air flow and the temperature fields on the 

cylinder and in the plume behind it have been 
studied numerically using Large Eddy Simulation 
(LES) and compared to available experimental data. 
Although several tests have been carried out, 
changing experimental parameters, one will focus 
on one test case. Two CFD codes have been used: 
EDF in-house code, Code_Saturne [CS] [5] on the 
one hand and CEA in-house code, Trio_U [11], [13] 
on the other hand. For the present test-case - air 
input bulk velocity of 1 m/s and heat flux density of 
600 W/m2 imposed along the cylinder - the 
Reynolds number based on the cylinder diameter, 
the bulk air velocity and the reference viscosity is 
Re ~ 40 000, inducing a sub-critical flow regime 
with laminar boundary layers around the cylinder 
and turbulent wake in the plume behind. From the 
transient downstream air calculations, the thermal 
fluctuations at several locations and the plume 
behind the container are analysed and compared to 
experimental data. The results show satisfactory 
qualitative and quantitative behaviour. 

T [°C] Temperature 
T0 [°C] Reference temperature 
ρ  [kg/m3] Density 
β  [1/K] Thermal expansion coefficient 
µ  [kg/(m.s)] Dynamic viscosity 
ν [m2.s-1] Kinematic viscosity   
Cp [J/(kg.K)] Specific heat 
λ [W/m/K] Thermal conductivity 
Gr* [−] Grashof number: g β H4 Φ /(ν2λ) 
St [−] Strouhal number  
Re [−] Reynolds number 
 
Subscripts and Superscripts 
[CS] relating to Code_Saturne computations 
 

 

Keywords : finite circular cylinder, cross-flow 
cooling, heat transfer, LES, mixed-convection 

 
Figure 1 : Typical flow configuration studied 
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1. INTRODUCTION 
Within the framework of radioactive waste 

management, the VALIDA program started to 
provide reliable experimental data for the validation 
of numerical tools utilized to model the cooling of 
spent nuclear fuel containers in dry storage 
facilities. The design of such facilities implies 
thermal-aeraulic calculations in order to predict 
containers and wall temperatures. These 
temperatures must never exceed critical values. The 
understanding of mixed-convection flow and more 
particularly the interaction between a global cross-
flow circulation and local natural convection effects 
is a key point of these design studies. VALIDA 
experiments [1] were carried out for this purpose at 
CEA on a finite circular heated cylinder of 3.1 
height to diameter ratio, mounted vertically in an 
insulated tunnel cooled by a cross-flow air 
circulation. 

The purpose of this paper is to present the 
results of Large Eddy Simulation on the following 
test case: an air input bulk velocity of 1 m/s and a 
heat flux density of 600 W/m2. The CFD tools used 
herein - Code_Saturne (thereafter called [CS]) and 
Trio_U Code [6] – are both based on a finite 
volume approach for unstructured meshes. 

2. NUMERICAL APPROACHES 
The characteristics of the flows around 

cylinders cooled by air usually involve a high level 
of turbulence. Hence, Direct Numerical Simulation 
is totally out of reach of the most powerful 
computers, even at low to moderate Reynolds 
numbers. On the other hand, Reynolds Averaged 
Navier Stokes models (such as the k-ε model or 
more advanced ones) might deal with such flows 
rather easily. However, they lack accuracy in 
specific complex areas of the flow, and most of all, 
they can only yield to average quantities and low 
frequencies, which is not suitable in heat transfer 
studies. In the last few years, the growing of 
computers power has made large size 
configurations accessible to a third and intermediate 
technique: Large Eddy Simulation. In LES, only the 
smaller scales of turbulence are modeled, whereas 
the large energy carrying structures are computed 
directly. Thus, LES provides 3D time dependent 
solutions, on which any kind of signal processing 
can be done, at much higher Reynolds numbers than 
DNS. 

2.1. Basic equations 
Conservation equations for mass (1), 

momentum (2) and energy (3) of the fluid flow are 
given in differential form by using the vector 
notation. 

( ). 0∇ =U  (1) 
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where αair = λ air / (ρCp)air      
The general heat equation to solved in the 

cylinder is given by the following:  

( ) ( )cylcyl

T . Tλρ
∂

= ∇ ⋅ ∇ + Φ
∂ vpC t

 (4) 

2.2. Filtered fluid flow equations 
In order to separate the large-scale motions 

from the small-scale fluctuations, a filter operation 
[15], [20] is applied on the conservation equations 
(1), (2) and (3), assuming that the filtering operation 
commutes with the derivative. In this operation, 
only the non-linear terms lead to contributions of 
the unresolved scales to the resolved ones. In 
analogy with the Boussinesq’s eddy viscosity 
concept, this operation leads to the filtered 
momentum equation for turbulent flow where in the 
equation (5) and (6), the special notations of the 
filtered quantities and the air fluid flow are omitted: 
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The turbulent heat flux in the energy equation 
of the fluid flow is evaluated using a turbulent 
conductivity λt = (ρ νt Cp) / Prt where Prt is the 
turbulent Prandtl number (Prt=0.9 in the present 
case). Finally, the filtered energy equation can be 
expressed in the form: 

( ) [ ]( )t
T . T. . Tα α

ρ
Φ∂

+ ∇ =∇ ⋅∇ ++
∂

v

p

U
Ct

 (6) 

where αt = λt / (ρ Cp) 
It should be noted that in k-ε approaches, the 

turbulent viscosity represents the dissipation of the 
whole energy spectrum, whereas in LES the subgrid 
viscosity only represents the effects of small scale 
structures (high frequencies). 

Turbulent viscosity νt can be calculated with 
different models. In Code_Saturne, both the 
standard [7] and the dynamic [10] Smagorinsky 
models are available but only the standard one is 
used in the present work with the Smagorinsky 
constant set to 0.065. As it is known, this model 
may overestimate the turbulent viscosity in the 
boundary layer near walls. Trio_U calculation has 
been performed with the WALE model [12] that has 
been developed especially to treat correctly wall 
bounded flows. 

Concerning the near-wall modeling, [CS] 
computations rely on a standard logarithmic wall 
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Specific second order schemes for space 
discretised equations (centered EF for the velocity 
[16], MUSCL with slope test [17] for the 
temperature) and an iterative implicit second order 
Crank-Nicholson time marching scheme are used to 
perform the LES simulation presented here. In the 
case of 3D convection/diffusion and conduction 
problems, the stability conditions are evaluated for 
each cell and at each time step with classical CFL 
and Fourier criteria. The overall time step is 5 times 
the time step imposed by the overall flow stability 
criterion, which is calculated in analogy to parallel 
resistances in an electrical network. The user only 
defines a convergence criterion for the recursion 
loop of the Jacobi method to implicitly solve the 
convection/diffusion problem for each time step.  

function if the non-dimensional distance to the wall 
exceeds 11.8 with Van Driest dumping for the 
viscosity SGS. Near-wall modeling functions may 
also used in Trio_U but none in this calculation 
thanks to satisfactory wall mesh size. 

2.3. Numerical tools description 

2.3.1. CEA CFD tool Trio_U 
Trio_U is the CFD reference code of the CEA 

[13], which is especially designed for 
incompressible, turbulent flows with scalar 
transport in complex geometries, such as industrial 
Large Eddy Simulations (LES) on structured and 
unstructured grids of several tens of millions of 
nodes [4], [6]. Boussinesq’s approximation is used 
to account for density effects. Conduction 
phenomenon into solid domains can be coupled in 
order to resolve thermal interactions between 
thermalhydraulic and heating solid components. 

Once fluid velocity field is known, the fluid 
energy convection/diffusion problem and the 
conduction problem in the meshed cylinder may be 
resolved using an explicit first order Euler time 
marching scheme, taking into account a stability 
criterion being the minimum between Fourier 
stability criterion calculated for the cylinder and the 
overall flow stability criterion. Every time step, the 
thermal coupling between air and solid domains is 
performed considering the equality of calculated 
heat flux (λ ∇ T) for each cell that membership of 
the solid/air interface.  

The Trio_U discretisation method has been 
developed as a finite volume / finite element 
approach (VEF): the 3D domain is discretised in 
tetrahedral elements, and the differential equations, 
written in the conservative form, are integrated over 
control volumes associated to those elements. 
Velocity and temperature unknowns are located in 
the centre of the faces whereas pressure unknowns 
are located in both, the centre and the vertices of the 
element. This arrangement leads to a so-called 
staggered grid approach. The unknown continuous 
variable is expressed as a combination of a base of 
shape functions that is assigned to each element and 
that depends on the nodal values. The Trio_U 
discretisation is characterized as P1-non-conforming 
for velocity and temperature (P1-NC), and P0-P1 for 
pressure [21]: 

For the present calculations, this process leads 
here to a time−step about 0.0025 s. 

2.3.2. EDF numerical tools 
The EDF in-house finite volume CFD code, 

Code_Saturne [CS] [5], is used to solve Navier-
Stokes equations on unstructured meshes. The code 
is based on a collocated approach that handles cells 
of any shape. The flow is assumed incompressible 
and Newtonian and the density is only a function of 
temperature (Boussinesq’s approximation). 

− P1-NC: the unknown variable is calculated at 
the midpoints of the element faces, and is assumed 
to be a linear function of coordinates (its gradient is 
constant); it is discontinuous at the interfaces, but 
the fluxes continuity is respected. 

Several computations using LES have been 
carried out with Code_Saturne on academic and 
industrial configurations, among them [2], [3]. 

− P0-P1: the unknown variable is the sum of a 
constant and a linear function over the element. The 
variable is discontinuous at the interfaces. 

For LES calculations, second order schemes 
are used in space (fully centered scheme for the 
velocity components, centered scheme with slope 
test for the temperature) and time (Crank-Nicholson 
with linearised convection). A second order Adams-
Bashforth method is used for the part of the 
diffusion involving the transposed velocity gradient, 
to keep the velocity components uncoupled. 

The implemented solution method to solve the 
non-linear algebraic equations system obtained is a 
pressure matrix projection scheme derived from the 
SOLA method originally developed in 1975 by Hirt 
[14]. In this method, the pressure is taken implicitly 
in the momentum equations and the velocities are 
taken implicitly in the continuity equation. All other 
terms are taken explicitly. The pressure is then used 
in combination with a time marching scheme to 
project at each time step the velocity field into the 
divergence free space. A conjugated gradient 
method with SSOR preconditioning technique is 
used to calculate this pressure field. The user has to 
verify that the mass conservation is satisfied.  

The momentum equations are solved by 
considering an explicit mass flux (the three 
components of the velocity are thus uncoupled). 
Velocity and pressure coupling is insured by a 
SIMPLEC prediction/correction method with outer-
iterations [8]. The Poisson equation is solved with a 
conjugate gradient method with diagonal 
preconditioning. The collocated discretisation 
requires a Rhie and Chow interpolation in the 
correction step to avoid oscillatory solutions. This 
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interpolation has been used in the present 
application, although it doesn't seem essential for 
unstructured meshes.  

Air and cylinder temperature measurements are 
described in details in [1]. The air temperature is 
measured behind the cylinder, using a movable 
frame with 77 thermocouples. The cylinder wall 
temperatures are measured along an instrumented 
vertical line in rotation. 

For the present calculations, the time-step is set 
to 0.0005 s, giving a maximum CFL number of 2. 

The solid code Syrthes is coupled with 
Code_Saturne to compute the cylinder temperature. 
It uses finite element technique to solve the general 
heat equation where all properties can be time, 
space, or temperature dependent. More details on 
the possibilities of the finite element code Syrthes 
can be found in [9]. 

A temperature measurements accuracy of 
±0.5°C can be considered. 

 
Cylinder 

heating Power 
(W) 

Inlet air 
velocity 

(m/s) 

Height to 
diameter 

ratio 
Re Gr* 

26151 1 3.1 43000 2.7. 1013

The thermal coupling between each code at 
each cell of the air/solid interface is based, every 
time step, on the exchange of the wall temperature 
from Syrthes to [CS]. The exchange coefficient h 
defining the heat flux at the wall is thus calculated 
by [CS] and returned to Syrthes. Then, the two 
codes work separately and calculate their own 
temperature implicitly considering the same heat 
flux. Time-step for Syrthes computations can be 
taken different from Code_Saturne’s 

Table 1 : Experimental input parameters 

3.2. Numerical parameters 

3.2.1. Meshes 
The calculation presented here is used to 

qualify both Trio_U and Code_Saturne calculations 
for the cooling of spent nuclear fuel containers in 
dry storage facilities. The investigated phenomena 
are occurring around and behind the cylinder, in the 
plume. Due to the coupled resolution of heat 
conduction in the heating cylinder with the high Re 
number convection of cooling air around it, fine 
meshes are required in and around the cylinder to 
simulate such thermal interactions and mixing 
phenomena which are affected by the processes in 
the boundary layers. For LES calculations, 
millimetric mesh sizes are thus used in and close to 
the cylinder to resolve the boundary layers. 

3. VALIDA CONFIGURATION 

The Trio_U VEF module requires a conforming 
tetrahedral meshing, which has been generated 
using the commercial mesh generator ICEM. The 
mesh contains about 1.1 million tetras in the 
aeraulic domain, i.e. about 2.2 million nodes when 
using the Trio_U discretisation, and 20 000 tetras in 
the 5 mm thickness of the cylinder for the coupled 
heat conduction problem. Trio_U mesh is shown in 
Figure 3. It gives a maximum non-dimensional 
distance to the wall of 8. 

Figure 2 : View of VALIDA configuration 

3.1. Experimental set-up 
The heated cylinder investigated in the present 

work is that from the experiments by Duret et al. 
[1]. The geometry of the computational domain is 
given in Figure 2. Located in CEA, the VALIDA 
loop implements a cylinder of 3.1 height to 
diameter ratio: 2 m high and a 0.64 m diameter, 
mounted vertically in an insulated tunnel cooled by 
a cross-flow air circulation. The wind tunnel is a 
cube−shaped channel with a 2.4 m width, 3 m 
height, and a 12 m length from inlet to outlet. The 
cylinder axis is placed in the middle of the channel 
width, at 3 m from the inlet (see Figure 2). The two 
lateral walls are therefore at a distance of 0.88 m 
from the cylinder wall. The cylinder is made up of 
5 mm thick steel. It is thermally insulated on the 
inside and heated by a uniform heat flux density 
imposed on the inner wall and on the top. Table 1 
gives the experimental input data simulated in the 
present paper. 

The [CS] fluid mesh is presented in Figure 4. It 
contains 1 million cells and gives a maximum non-
dimensional distance to the wall of 5. The Syrthes 
solid mesh contains 70 000 tetras. 

3.2.2. Input data and boundary conditions 
In this specific study, the inlet air velocity is 

1ms−1 with uniform profile in space and constant in 
time. No inlet turbulent intensity is taken into 
account in Trio_U calculation whereas 10% is used 
in [CS] computation but with a random generation 
method that does not really sustain turbulence. 

 

                                                           
1 Corresponding heating flux density imposed on 
the inner wall: Φ = 600 W/m2 
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Figure 3 : Meshing of the VALIDA test facility (ICEM) used for Trio_U 

Figure 4 : Meshing of the VALIDA test facility used for Code_Saturne 

 As no velocity/pressure system has to be solved, a 
corresponding steady temperature field in the 
cylinder can be reached quickly enough. This 
temperature field becomes the first guess of the real 
coupled fluid/solid calculation. 

The physical properties of the air fluid and steel 
cylinder are evaluated at reference temperature 
T0=20°C that is the inlet temperature.  

The uniform heat flux density imposed on the 
inner wall’s cylinder, including cover, is 600 Wm−2.  It should be noted that during the real 

fluid/solid calculation, cylinder’s temperature field 
is not significantly modified. 

Zero gradients are imposed as free boundary 
conditions at the channel outlet for temperature (CS 
and Trio_U), velocity (CS), and pressure (Trio_U). 
Adiabatic and frictional conditions are used for 
ground, roof, and lateral channel walls. 

4. GENERAL COMPUTATIONAL 
RESULTS 

Symmetrical conditions are taken into 
consideration in [CS] calculation on lateral walls, as 
the discretization is poor.   

4.1. Qualitative observations 
The field covered in VALIDA is characteristic 

of a sub-critical transverse convection regime (see 
Figure 1). Its Reynolds number, based on the 
cylinder diameter, the bulk air velocity, and the 
reference viscosity, is Re ~ 40 000, therefore 
between 103 and 2.105. In such regimes, laminar 
boundary layer, laminar flow separation, and 
regular alternate vortex shedding are pointed out by 
Zukauskas [18], and Williamson [19].  

3.2.3.  Initial thermal calculation process 
Due to the weighty thermal inertia of the solid 

cylinder compared to thermal air evolutions, a 
specific pre−calculation process is needed to 
accelerate the thermal solid convergence. This 
process is carried out in two steps: 

- A first adiabatic calculation of the air around 
the cylinder is made in order to achieve a typical 
steady average air velocity field, 

Laminar boundary layers appear at the stop 
front stagnation point of the cylinder and then 
thicken. Inside these boundary layers, pressure is 
constant along the radius of the cylinder.  

- Then, a coupled calculation is done thanks to 
Syrthes for [CS]. For Trio_U, it is done while 
maintaining, during this entire first fluid/solid 
calculation, the previous average air velocity field.  
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Figure 5 : Example of instantaneous air 
temperature at various z elevations [CS] 

Figure 6 : Example of air temperature time evolution 
in the longitudinal middle cut−plane [Trio_U] 

  
Figure 7 : Instantaneous air temperature [CS] Figure 8 : Air temperature DFT [CS] 
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Figure 9 : Instantaneous air velocity [Trio_U] Figure 10 : Air velocity DFT [Trio_U] 

t = t0 t= t0 + 0.25 s
z = 0.5 m z = 1 m

 

t = t0 + 0.75 s 
 

t = t0 + 0.50 s 

z = 1.5 m z = 2 m

 
On the contrary, tangentially to the wall, air 

velocity increases along the front face from the 
attack point, and then decreases along the rear face. 
When velocity gradient equals zero, the boundary 
layer separates from the wall and convection heat 
exchanges reach a minimum. The separated flow 
area at the back of the cylinder appears to be 
turbulent. These general flow behaviours are well 
observed in both computations. Examples are given 

in Figure 5 and Figure 6. They show instantaneous 
and time evolution temperature fields in different 
cut-planes. Karman vortices appear very 
significantly in both cut-planes at 1m and 1.5m, 
whereas the effect of the upper separation 
predominates at 2m and that of the bottom wall 
appears at 0.5m. The effect of natural convection 
behind and very close to the wall cylinder may also 
be pointed out through these figures.   
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4.2. Instantaneous signals analyses  
  X = 3.4 m X = 3.5 m X = 3.75 mOne can observe on Figure 8, three 

characteristic temperature frequencies: f1 = 0.6 Hz, 
f2 = 1 Hz, f3 = 1.5 Hz. The same characteristic 
frequencies also appear in Trio_U air temperature 
Fourier transformations (not presented herein). 

 

Trio_U 

Code_Saturne 

On Figure 10, the characteristic velocity 
frequency observed is f0 = 0.4 Hz. It is obtained 
from Fourier transformations of longitudinal air 
velocity in the plume cylinder (Figure 9). The same 
characteristic frequency f0 also appears in [CS] 
velocity Fourier transformations (not presented 
herein). This characteristic frequency corresponds 
to a Strouhal number St of 0.2 if St = f0.D/U with D 
the cylinder diameter and U the bulk air velocity 
(1ms−1). This Strouhal number is related to the 
Strouhal number of shedding vortices commonly 
observed [22] for a circular cylinder immersed in a 
steady cross flow in the range 104 < Re < 105. The 
frequency of Karman vortices appears quite 
significantly at 1m and 1.5m on Figure 10 whereas 
the upper separation shows its effects at 2m and the 
bottom wall’s influence appears at 0.5m. 

5. TEMPERATURES COMPARISON 
WITH EXPERIMENTS Figure 11 : Experimental and computed air 

temperature behind the cylinder [CS / Trio_U] Statistics have been collected during 22 s for 
[CS], corresponding to 44 000 time-steps. The 
averaging starts at t = 30 s. For Trio_U, average 
values are obtained between 20 and 50 s. 

Calcul LES COUPL 10170501 - Moyennes de t = 20 à 28 s  

Figures 11 compares qualitatively experimental 
and computed results for air temperature behind the 
cylinder. Figure 14 compares them quantitatively. 
Figure 12 compares qualitatively experimental and 
computed results for cylinder temperatures. Figure 
13 compares them quantitatively. 

6. CONCLUSION AND PERSPECTIVES 
The field covered in the present VALIDA test 

case is characteristic of a sub-critical transverse 
convection regime (Re ~ 40 000). Comparisons 
between experimental and LES computed results 
show very good agreement for both EDF and CEA 
CFD codes even though they are based on different 
numerical approaches and models. 

Figure 12 : Experimental and computed 
cylinder temperatures [CS] 
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Karman vortices appear very significantly in 
both computational results. Their characteristic 
frequency corresponds to the Strouhal number of 
shedding vortices commonly observed for a circular 
cylinder immersed in a steady cross flow. 

Other test cases, with varied Reynolds and 
Grashof numbers, are being simulated at the 
moment on the same configuration. They are 
relevant to other experimental inputs (air velocity 
and cylinder heat flux) and show different flow 
regimes. They will lead to heat transfer estimations 
and could open out into the establishment of 
correlations for heat transfer coefficient in mixed 
convection. 

 

 Figure 13 : Experimental and computed 
cylinder temperatures at z = 1.75 m [Trio_U] 
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Figure 14 : Experimental and computed average air temperature profiles in the plume [CS / Trio_U] 
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ABSTRACT
Flow-induced in-line oscillation of two tandem

circular cylinders has been experimentally studied by
free-oscillation tests in a wind tunnel. Only one cylinder
of either upstream or downstream cylinder was
elastically supported easily to move in the in-line
direction for reduced mass-damping parameter Cn ≈ 1;
the other of the tandem cylinders was fixed to the tunnel
sidewalls. The gap between upstream and downstream
cylinders was changed from s = 0.3 to 3. The response
amplitudes of the oscillatory cylinder in the in-line
direction and the vortex-shedding frequency in the
wake were measured. The flow around the tandem
cylinders was visualized by the smoke-wire method.

As results of the upstream cylinder free to undergo
in-line oscillation, there was a wide excitation region of
reduced velocity, Vr = 1.5 to 2.5 in all ranges of gap
ratios of s = 0.3 to 3. This excitation was mainly induced
by symmetrical vortex shedding; the other excitation
of Vr = 3 to 3.5 at wide gap ratios of s = 2 to 3, was
induced by alternate Karman vortex shedding, as with
the in-line oscillation of a single cylinder. Next, the
downstream cylinder free to move in the in-line direction
had an excitation region in a wide range of Vr = 2 to 4
for the narrow gap distance of s = 0.3 to 0.75, which
seems to be induced by alternate Karman vortex
shedding. The other excitation regions due to
symmetrical vortices were limited to the regions of gap
distances of s = 0.75 to 2. Furthermore, the downstream
cylinder oscillated as a buffeting phenomenon
influenced by wake turbulence and fluctuation of the
upstream cylinder, when gap distance was greater than
s = 2.5.

Keywords: flow-induced vibration, in-line
oscillation, two circular cylinders, tandem
arrangement,  flow visualization

1. INTRODUCTION
Flow-induced vibration of multi-tube banks occurs

in industry plants such as nuclear power plants, heat
exchangers, offshore platforms and so on, and it has
been of great interest for many decades. If the working
fluid is a liquid, structures with extremely small mass
ratios may be easily induced to oscillate in the in-line
direction at relatively low reduced velocities. As a
typical example, a flow-induced vibration in the in-line
direction caused damage to a thermocouple in the fast
breeder reactor "Monju" of the Japan Nuclear Cycle
Development Institute in 1995 [1].

Vortex shedding from an elastically supported
cylinder can cause the cylinder to oscillate in the cross-
flow (transverse) and in-line (streamwise) directions, if
system damping is small. In addition, the value of mass
ratio M (= m/ρD2, m being mass per unit span length, ρ
being fluid density and D being cylinder diameter) is
small in liquid flows such as water, oil or metal sodium
at high temperature. The in-line oscillation of the
cylinder occurs easily at low reduced velocity, because
reduced mass-damping parameter Cn (= 2Mδ; δ  being
the logarithmic decrement of the structure damping
parameter) is extremely small.

Some studies have been done on in-line oscillation
of circular cylinders, for example, King et al.[2] carried
out experiments on in-line oscillation of a flexible
cantilevered circular cylinder beam in a water channel.
Those authors observed that in-line oscillation of the
cylinder occurs with large amplitude, when the Cn
number is less than 1. The velocity-regions with in-line
oscillation comprise two regions near half the resonance
velocity, that is, the first excitation region occurs at
lower velocities, the second at higher velocities.
Recently, many experimental studies have been done
on in-line oscillation in wind tunnel [3] and water tunnel
[4], in addition to computational simulations [5,6], to
evaluate the critical values of the reduced mass-
damping parameter for in-line oscillations under the
same oscillation conditions as the free-oscillation tests
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by Scruton [7] in the cross-flow direction.
Therefore the flow-induced in-line oscillation of

multiple cylinders in a  tandem arrangement was
measured by free-oscillation tests in a wind tunnel.
Either the upstream or downstream of the two tandem
cylinders was elastically supported to move in the in-
line direction, while the other cylinder was fixed. Gap
distance S between the upstream and downstream
cylinders was changed from s = S/D = 0.3 to 3. The
response amplitudes of a cylinder oscillating in the in-
line direction and the vortex-shedding frequency in a
wake were measured as functions of the gap distance
between two cylinders. The flow around tandem
cylinders was visualized by the smoke-wire method.

This paper consist of  6 sections. Section 1 is an
introduction about this study. Section 2 presents an
outline of the experimental rig and the leading equations.
In section 3 the results of tandem fixed cylinders are
compared with the previous results. Section 4 presents
the excitation results of the upstream cylinder free to
undergo in-line oscillation. In section 5 the results are
given for the reverse situation of the downstream
cylinder free for in-line oscillation and the fixed upstream
cylinder. Finally section 6 is a conclusion of this paper.

NOMENCLATURE
Cn     Reduced mass-damping parameter,  2Mδ
D       Cylinder diameter
f
c       

   Characteristic frequency of a cylinder
f
n
       Natural vortex shedding frequency for

         a stationary cylinder
f
w
       Frequency of a wake

L        Span length of a cylinder
M      Mass ratio,  m

 
/ ρD2

m
     

   Mass of a cylinder per unit span length

Re     Reynolds number, UD /ν
S       Gap distance between two cylinders
St

c
     Non-dimensional characteristic frequency of

          a cylinder,   f
c
d / U

St
n
     Strouhal Number of a wake for a stationary

         cylinder,   f
n
D/ U

St
w
    Strouhal Number of a wake,   f

w
D/ U

s        Non-dimensional gap distance between two
          cylinders,  S/D
U       Uniform flow velocity
Vr      Reduced velocity,   U / f

c
D

Vr
cr
    Critical reduced velocity,   U / f

n
D =1/St

n

x
rms 

    Root-mean square response amplitude of a
           cylinder

δ         Logarithmic decrement of the structure damping
           parameter of a cylinder
ν        Kinematic viscosity of working fluid
ρ        Fluid mass density
ξ

rms      
Non-dimensional response amplitude of a cylinder,

           x
rms

 / D

2. EXPERIMENTAL ARRANGEMENTS
The experiments were performed in a low-speed wind

tunnel with a rectangular working section of 300mm ×
1200mm, as shown in Fig. 1. The turbulence level in the
working section was less than 0.5%. The circular
cylinder model with diameter of D = 120 mm was made
of styroform with smooth surfaces covered by aluminum
foil. The span-length of the cylinder models was 293mm.
The circular end plates, approximately 120mm in
diameter and 0.5mm thick were fixed to both sides of an
oscillatory model, to reduce the influence of any end-
effects. The oscillatory model of either upstream or
downstream cylinder was supported by eight coil

Fig.1 Wind tunnel and test section for

experiments. Fig.2 Arrangement of multiple tandem models.
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springs to move in the in-line direction. The system
natural frequency fn of a tested model was 3.85 Hz,
whereby non-dimensional value of the system natural
frequency Stn was evaluated as fnD/U, where U is the
wind speed. The reduced mass-damping parameter
(Scruton number) is defined by

2

2
n

m
C

D

δ
ρ

= ,

where m is the equivalent mass of the model per unit
span, ρ is air density and δ is the logarithmic damping
parameter of the oscillation system. An oscillatory
cylinder model of two tandem cylinders was elastically
supported to move in the in-line direction, with the
other cylinder fixed to the tunnel sidewalls. The ratio s
= S/D of gap distance S between the upstream and
downstream cylinders was changed from s = 0.3 to 3, as
illustrated in Fig. 2.

The response amplitudes of a cylinder under in-line
oscillation and the vortex-shedding frequency in a wake
were measured as functions of the gap distance. The
responses of an oscillatory model were measured by
Laser displacement detectors, and the root-mean-
square amplitudes  of the in-line oscillation were non-
dimensionalized by cylinder diameter D. The reduced
velocity Vr and the wake Strouhal number Stw are
respectively defined by

n

U
Vr

f D
=        and     w

w

f D
St

U
= ,

where fw is the vortex-shedding frequency measured
by the hot-wire probe located in a wake as shown in
Fig.2.

Thus the flow-induced in-line oscillation of two
circular cylinders in a tandem arrangement was
experimentally studied in a wind tunnel. The flow around
the tandem cylinders was visualized by the smoke-wire

method, using liquid paraffin smoke.

3. STROUHAL NUMBERS OF TWO

CIRCULAR CYLINDERS IN TANDEM

ARRANGEMENT
Fig. 3 shows the measured values of the Strouhal

number of a wake behind two tandem circular cylinders
Stw against different values of gap distance ratio s
between two cylinders at Reynolds numbers of Re =
(1−2)×104, in comparison with the results of reference
[8] of Re = 1.7×105 and reference [9] of Re = (0.15−1)
×104, respectively. The present values of the Strouhal

Fig.3 Strouhal number Stn versus gap ratio s of two
tandem cylinders.
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(a) The response amplitude and Strouhal number

(b) Visualized flow-patters (Vr= 2.49)
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Fig.4 (a) Response amplitude of upstream cylinder
and Strouhal number against reduced velocity and
(b) Visualized flow-pattern (Vr = 2.49) for reduced
mass-damping parameter Cn = 0.99 with gap ratio
s = 0.5.
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number seem to be close to those obtained at lower
Reynolds numbers [9].

4. FLOW-INDUCED IN-LINE OSCILLATION

OF THE UPSTREAM CYLINDER
When the ratio s = S/D of gap distance S between

the upstream and downstream cylinders was changed
from s = 0.3 to 3, the fluid-elastic characteristics of the
upstream cylinder of two tandem cylinders are examined,
and the typical results for cases of gap distance ratios s
= 0.5 (narrow) and 2 (wide) are shown.

4.1. Gap distance ratio of s = 0.5
 Fig. 4a shows an example of the response curve of the
in-line oscillation of the upstream circular cylinder for
the narrow gap distance ratio s = 0.5. These figures
show non-dimensional response amplitude ξ

rms 
 and the

Strouhal number St
w
 of a wake against reduced velocity

Vr for the reduced mass-damping parameter Cn = 0.99,
in comparison with the results for a single cylinder and

(b) Visualized flow-patter (Vr= 2.23)

Fig.5 (a) Response amplitude of upstream cylinder
and Strouhal number against reduced velocity and
(b) Visualized flow-pattern (Vr = 2.23) for reduced
mass-damping parameter Cn = 0.99 with gap ratio
s = 2.
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Fig.6 (a) Response amplitude of upstream cylinder
against reduced velocity for reduced mass-damping
parameter Cn = 0.99 with gap ratios s = 0.3 to 1.5.

Fig.6 (b) Response amplitude of upstream cylinder
against reduced velocity for reduced mass-damping
parameter Cn = 0.99 with gap ratios s = 1.75 to 3.
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and s = 2. In this figure, it can be observed apparently
two pairs of symmetrical vortices arranged in the gap-
field between two tandem cylinders.

4.3. Narrow gap distance ratios of s = 0.3

to 1.5
Fig. 6a summarizes the response curves of the in-line

oscillation of the upstream cylinder for the narrow gap
distance ratios of s = 0.3 to 1.5. All response curves of
the narrow gap distance appear to be similar to the
response characteristics of a cylinder with a splitter plate
(plotted by the symbol ∆). It implies that this excitation
is induced by the symmetrical vortices formed in the
gap before the downstream cylinder.

Fig.7 Excitation regions of upstream cylinder as
functions of gap distance s and reduced velocity
Vr.

a cylinder with a splitter plate (abbreviated to S.P. in
Fig. 4a). In this figure, the in-line oscillation occurs
near Vr = 1.4, while amplitude ξ

rms
 gets a rise up to ξ

rms
 =

0.053 with the increase of Vr, cylinder oscillation
suddenly damping near Vr = 2.8 and stopping at Vr =
3.5. The lock-in phenomenon is found in the range Vr =
1.4 to 3.8, whose frequency is equal to the non-
dimensional characteristic frequency of a cylinder St

c
.

 Fig. 4b presents a visualized picture for the upstream
cylinder oscillating in the in-line direction at Vr = 2.49.
In this figure, the shear layer separating from the
upstream cylinder clearly rolls up into symmetrical
vortices in the gap-field between the upstream and
downstream cylinders. It is evident that this in-line
oscillation is induced by the symmetrical vortices
formed in the gap-field with the Strouhal frequency St

c
.

4.2. Gap distance ratio of s = 2
 Fig. 5a shows the results of the in-line oscillation of
the upstream cylinder when the gap distance becomes
relatively wide, s= 2. In this figure, two excitation
regions remarkably appear in the regions Vr = 1.5 to 2.4
(the first excitation region) and 2.9 to 3.6 (the second
excitation region) , while cylinder oscillation is
suppressed less than 0.005 in the range Vr = 2.4 to 2.9,
which appears to be very similar to the response
characteristics of a single cylinder. It is certified in
Fig.5(a) that Strouhal frequency of the first region
equals to St

c
, although the frequency value of the

second region is St
c
 /2.

 Fig. 5b presents a smoke picture for the upstream
cylinder oscillating in the in-line direction at Vr = 2.23 0 1 2 3 4 5 6
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Fig.8 (a) Response amplitude of downstream
cylinder and Strouhal number against reduced
velocity and (b) Visualized flow-pattern (Vr = 3.34)
for reduced mass-damping parameter Cn = 0.95
with gap ratio s = 0.5
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Fig.12 Excitation regions of downstream cylinder
as functions of gap distance s and reduced velocity
Vr.

Fig.11 Comparison between response amplitudes
of downstream cylinders without and with splitter
plate against reduced velocity for reduced mass-
damping parameter of Cn = 0.97 with gap ratio s =
0.3.
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Fig.10 Visualized flow-pattern( (a)Vr = 1.71, (b)Vr
= 1.71) for reduced mass-damping parameter Cn
= 0.95 with gap ratio s = 1.0

(b) Visualized flow-patter (Vr= 3.56)
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Fig.9 Response amplitude of downstream cylinder
and Strouhal number against reduced velocity
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4.4. Wide gap distance ratio of s = 1.75 to

3
The response curves for the wide gap distance ratios

of s = 1.75 to 3 are plotted in Fig. 6b. It is evident that all
the response curve shapes are increasingly like that of
a single cylinder with spreading of gap distance.

4.5. Excitation regions of upstream

cylinder
Excitation regions of the upstream cylinder were

mapped as functions of gap distance s and reduced
velocity Vr as shown in Fig. 7, where the values of half
the reduced resonance velocity Vrcr/2 are also plotted
by the symbol x. We can see two kinds of excitation
ranges due to different oscillation mechanisms; that is,
symmetrical vortices (the first excitation region) and
alternate vortices (the second excitation region);
excitation induced by symmetrical vortex shedding
appears at all gap ratios of s = 0.3 to 3. The fluid-elastic
characteristics of the upstream cylinder with wide gap
ratios of s = 2 to 3 have two kinds of exciting oscillation
mechanisms; that is, movement-induced  excitation and
vortex-excitation[10], similar to that of the single cylinder.

5. IN-LINE OSCILLATION OF THE

DOWNSTREAM CYLINDER
Next the fluid-elastic characteristics of the

downstream cylinder of two tandem cylinders are
examined, and it is shown typical results for cases of
gap distance ratios s = 0.5 (narrow), 1(middle) and 2
(wide).

5.1. Gap distance ratio of s=0.5
     Fig. 8(a) shows the response curve and Strouhal
numbers of the downstream cylinder with narrow gap
distance ratio s = 0.5, for damping parameter Cn = 0.95,
together with the results of a single cylinder. The
response characteristics of only one excitation region
with half the Strouhal frequency St

c
/2 are quit different

from those of a single cylinder having two excitation
regions, so Fig. 8(b) shows a visualized picture for the
downstream cylinder oscillating in the in-line direction
at Vr = 3.34. In this figure, a downstream cylinder
oscillates with half the Strouhal frequency St

c
/2, locking

to alternate Karman vortex shedded from the upstream
cylinder.

5.2. Gap distance ratio of s=1
  It is noted that the response curve and Strouhal
numbers of the downstream cylinder with middle gap
distance ratio s = 1 has two excitation regions; that is,
Vr = 1.5 to 2 and 3 to 5, as shown in Fig.9. It is found in
this figure that the excitation of small amplitude begins

to grow at low reduced velocity, and this oscillation is
due to the movement-induced excitation, accompanied
with symmetrical vortices in a wake, as shown in  the
visualized  flow-pattern of Fig.10(a) (Vr = 1.71). It is
apparent in the visualized pattern of Fig. 10(b) (Vr =
3.56) that the other excitation of large amplitude is
induced by alternate Karman vortex shedding.

5.3. Gap distance ratio of s=2
Fig. 11 shows the response ξrms and Stw of the

downstream cylinder against Vr for a wide gap distance
of 2, in comparison with the results for two tandem
cylinders with a splitter plate. The damping parameter
values of the two cases differ slightly Cn = 0.95 and
0.97, respectively. The exciting regions are in the same
range Vr = 2.4 to 3.5, while the oscillation amplitude of
the latter cylinder is slightly suppressed.

5.4. Excitation regions of downstream

cylinder
Excitation regions of the downstream cylinder of two

tandem cylinders are mapped against gap distance s
and reduced velocity Vr, as shown in Fig. 12. The
excitation region of very narrow gap distance s = 0.3 to
0.75 is induced by alternate Karman vortex shedding,
while the excitation regions due to symmetrical vortices
are limited to the regions of gap distance s = 0.75 to 2.
When the gap distances are greater than s = 2.5, it is
clear that the downstream cylinder oscillates as a
buffeting phenomenon influenced by wake turbulence
and fluctuation of the upstream cylinder.

6. CONCLUSIONS
Flow-induced in-line oscillation of two tandem

circular cylinders was experimentally studied by free-
oscillation testing in a wind tunnel for small reduced
mass-damping parameter Cn ≈ 1. Only one cylinder of
the two cylinders was elastically supported easily to
move in the in-line direction; the other cylinder was
fixed. The gap between them was varied from s = 0.3 to
3. The response amplitudes of the oscillatory cylinder
in in-line oscillation and the vortex-shedding frequency
in the wake were measured in a wind tunnel. The flow
around the cylinders was visualized by the smoke-wire
method.

The results for the upstream cylinder free to undergo
in-line oscillation showed a wide excitation region of
reduced velocity Vr= 1.5 to 2.5 in all gap ratio ranges s =
0.3 to 3. This excitation was mainly induced by
symmetrical vortex shedding; the other excitation of Vr
= 3 to 3.5 at wide gap ratios s = 2 to 3 was induced by
alternate Karman vortex shedding, like the in-line
oscillation of a single cylinder.

The in-line excitation region of downstream cylinder
free to move in the in-line direction was in a wide range
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of Vr = 2 to 4 for the narrow gap distance s = 0.3 to 0.75,
the excitation apparently induced by alternate Karman
vortex shedding.

The other excitation regions attributable to
symmetrical vortices were limited to gap distance ratios
s = 0.75 to 2. Furthermore, downstream cylinder
oscillation in the in-line direction was a buffeting
phenomenon influenced by wake fluctuation of the
upstream cylinder, when the gap distance values were
greater than s = 2.5.
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ABSTRACT
Flow interference between two identical

circular cylinders in a tandem arrangement is
investigated numerically. Computations are carried
out using a fully coupled resolution method
developed in a finite volume framework for
unstructured grids. The flow is assumed two-
dimensional and laminar since the Reynolds
number, based on cylinder diameter, is equal to 100.
Consequently two-dimensional Navier-Stokes
equations are adapted for simulations. The mean
drag coefficient, the Strouhal number and the
fluctuating drag and lift coefficients are recorded
for centre-to-centre cylinder spacing between 1.5
and 10 diameters. The results are compared with
flow past a single cylinder and with numerical and
experimental data. A grid convergence study
showed that solution is easily reached with medium
grid for cylinder spacing smaller than the critical
spacing. However, for cylinder spacing near or
above the critical spacing, solution require a fine
grid. A critical cylinder spacing was found between
4.1 and 4.2 diameters. At this critical spacing, the
fluctuating forces jumped appreciably, the same
happens with  shedding frequencies. The
downstream cylinder, which lies in the wake of the
upstream one, may experience very large unsteady
forces.

Keywords: finite volume, fully coupled resolu-
tion method, two tandem circular cylinders, un-
steady flow, unstructured grid, vortex shedding

NOMENCLATURE
CD [-] drag coefficient
CL [-] lift coefficient
Cp [-] pressure coefficient
D [m] cylinder diameter
h [m] cylinder length
L [m] centre-to-centre distance between

two cylinders
Re [-] Reynolds number, U∞D/ν
S [-] non-dimensional cell surface
St [-] Strouhal number, fD/U∞

U∞ [m/s] free stream velocity
V [-] non-dimensional cell volume
f [Hz] frequency
n [-] interface normal vector
p [-] non-dimensionalised pressure
t [-] non-dimensionalised time
u [-] non-dimensionalised velocity
xi [-] non-dimensionalised Cartesian

co-ordinates
ν [m2/s] viscosity
θ [degree] angle from the front stagnation

point
Subscripts and Superscripts
1 upstream cylinder
2 downstream cylinder
i i=1,2; horizontal and vertical directions
o reference values for a single cylinder
rms root-mean-square
− temporal mean

1. INTRODUCTION
The flow past groups of bluff bodies is of great

practical interest for wind engineering and off-shore
technology, because strong unsteady aerodynamic
forces may act on the structures. Examples include
groupings of electrical transmission lines, bridge
piers and cables, skyscrapers in a city and pipes
from offshore oil platforms. Cylindrical circular
geometries often appear in those engineering
structures forming  a large separated wakes with
origin in separating points not known a priori. The
difficulty to predict flow around circular cylinders
increases when two or more cylinders are placed in
proximity to each other. The large separated wakes
from the cylinders interact with each other
generating a flow field much different than the flow
past a single cylinder. The interaction is highly
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dependent on the cylinder spacing and the Reynolds
number of the flow.

Zdravkovich [1] summarised a variety of
measurements of drag forces on two circular
cylinders in a tandem arrangement. Ohya et al. [2]
considered a vast range of Reynolds numbers, from
80 to 2.3x105, and cylinder gaps of up to 30
diameters. They found that the drag coefficient is
dependent on both Reynolds number and cylinder
spacing. For the two cylinders, a sudden increase of
drag coefficient occurs at the critical spacing.
Igarashi [3] conducted a detailed examination of
flow structure. Following Zdravkovich [4], the flow
past two circular cylinders in tandem arrangement
presents three possible regimes. When centre-to-
centre cylinder spacing is less than about 1.2D-1.8D
(depending on Reynolds number), only one wake is
formed due to the free shear layers issuing from the
upstream cylinder engulf the second one. For gaps
in the range of 1.2<L/D<3.4-3.8, there is a
reattachment of the shear layers emanating from the
first cylinder on the wall of the second one. In both
cases the wake is formed behind the downstream
cylinder. In the third regime, L/D>4.0, vortices shed
off the front cylinder roll up before striking the rear
cylinder. The vortices, that shed off the front
cylinder, interact strongly with the vortices shed off
the rear cylinder, causing the vortices shed off the
rear cylinder to become extremely powerful. The
wake behind the downstream cylinder is called
binary, because each vortex is formed by the
combination of one vortex shed from the first
cylinder and another by the downstream cylinder.

It is already known that vortex shedding is a
three-dimensional phenomenon. However, two-
dimensional simulations at low Reynolds number
can be used to give some insight about the vortex
dynamics, particularly when very few numerical
studies can be found in the literature. Numerical
study have been conducted by Mittal et al. [5],
Meneghini et al. [6], Li et al. [7] and Sharman et al.
[8]. The current results are compared to those of Li
et al., in spite of the limited computer power that
forced them to use coarse meshes and with the more
recent results obtained by Sharman et al. on
unstructured grid. Results are not compared with
Mittal et al. since they only presented data for two
cylinder spacings. Also, Meneghini et al. carried out
simulations for different Reynolds number.

Flow interference between two identical
circular cylinders, of equal diameter, in tandem
arrangement are investigated numerically. Compu-
tations are carried out using a fully coupled
resolution method developed in a finite volume
framework for unstructured grids [9]. A Reynolds
number of 100, based on cylinder diameter, was
used to ensure that the flow remained laminar as
showed by Huhe-Aode et al. [10].

2. EQUATIONS
The governing equations for a Newtonian,

incompressible viscous flow are the conservation of
mass and the Navier-Stokes equations. In two-
dimensions and without body forces, they may be
written as follows:
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= 0     with i=1, 2 (1)
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where ui are the non-dimensional velocity compo-
nents, p is the non-dimensional pressure, Re the
Reynolds number.

On the circular cylinder surface a no-slip
condition is applied, which implies that the fluid
velocity is zero.

With the present formulation the velocity field
is applied on the external boundary situated far
from the cylinder.

u1= U∞ , u2=0 (3)

No pressure condition is needed at the external
boundary.

3. FULLY COUPLED METHOD
Finite volume discretization is used with a

collocated cell-centered unknowns. The present
formulation is adapted to unstructured grids and
allows to simulate flows past complex geometries.

Equations are written in conservative dimen-
sionless integral form, as follows:
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where V is the volume of the cell, S is its area and ni
the outward unit vector normal to the area.

The fully coupled resolution method involves
solving a complex linear system. Thus it is
necessary to consider compact implicit schemes,
based on adjacent cells, conserving in the same time
a global precision of second order.

Time integration is realised using an implicit
three-level second order scheme.

Central differencing scheme allows evaluation
of the viscous part of Navier-Stokes equations.

The pressure at interface cell is calculated using
a linear interpolation.
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Convection flux needs particular attention. The
deferred correction approach [11], combining a first
order UDS and third-order scheme WACEB [12], is
adopted. The ith velocity component at the cell
interface is written as follows:

( ) ( )u u u ui i
UDS Imp

i
WACEB

i
UDS Expl

= + − (6)

For non-orthogonal grids, the face midpoint
may be different from the intersection point
between the cell-centroids and the face. Hence
corrections are required to estimate velocity
components and pressure to the face midpoint.
These explicit corrections are added to the source
term of discrete equations.

From the discrete momentum equation, one can
write the discrete convected velocity associated to
the control volume. Following Prakash and
Patankar [13], the convected velocity can be
considered as the sum of a pseudo-velocity and a
pressure gradient term. Thus, the pseudo-velocity
gathers all contribution of discrete momentum
equation, except the pressure part. Finally, the
pressure equation is obtained using the Rhie and
Chow reconstruction [14], substituting in the
discrete mass equation, the velocity by the discrete
convected velocity. A detailed description of the
numerical method is available in [9, 15].

The fully coupled linear system is constructed
gathering the discrete momentum equations, the
pseudo-velocity definition and the pressure
equation. Only one linear system is solved and no
relaxation parameters or special treatment are
required to ensure convergence, whereas the
segregated methods, like SIMPLE [16] or PISO
[17], lead to a sequential resolution of discrete
equations. The key element in guaranteeing
successful fully coupled solutions lies in the use of
an efficient linear equation solver and precon-
ditioner. The fully coupled linear system is solved
using a LU preconditioned BiCGSTAB-ω algo-
rithm [18]. Previous studies have shown [9] that this
algorithm is efficient and robust for solving non-
symmetrical sparse matrix, such as the present
matrix structure. Fully coupled method is second
order accuracy and previous simulations have
demonstrated the ability of the technique to predict
accurately unsteady separating flows. The method
also allows fast non-linear convergence due to the
implicit velocity-pressure coupling.

4. SINGLE CIRCULAR CYLINDER
Before simulating the flow over two circular

cylinders in tandem, the flow past a single cylinder
is simulated at Re=100. At this Reynolds number
the flow is laminar. Results serve as a reference to
evaluate the effects of adding the second cylinder
and allow us to define the best grid for simulation.

The unstructured mesh consists of two parts: a
structured grid close to the cylinder and an
unstructured one in the remaining domain. The
structured mesh allows for having adequate control
on the resolution of the boundary layer. It consists
of N nodes on the cylinder surface, with a thickness
of the first layer element, e. The unstructured mesh
is generated via the Delaunay's triangulation
technique. This type of hybrid mesh is useful in
handling complex geometries by providing
adequate resolution close to the body without
requiring the same distribution of grid nodes in the
remaining domain.

The details of the four grids are given in Table
1. The non-dimensional time step is equal to 0.01
and a radius equal to 35D ensures that external
boundary effects are sufficiently minimised.

Table 1. Mesh details for a single cylinder

Mesh N e/D elements
M1 60 0.002 5777
M2 90 0.001 11877
M3 140 0.0008 26675
M4 200 0.0005 33811

The rms drag and lift coefficients, the mean
drag coefficients and Strouhal numbers are
presented for four grids and compared with
literature data in Table 2. Mean drag coefficient,
Strouhal number and rms lift coefficient became
independent of the mesh M3. It is found that
numerical errors, based on the fine grid solution, are
lower than 1%. The rms drag coefficient presents a
numerical error of 2.5%.

Good agreement is obtained with numerical
results of Mittal [19], Henderson (from Williamson)
[20] and Park et al. [21].

Table 2. Comparison of present results with
literature data for a single cylinder, Re=100

Mesh St CD
C rmsD, C rmsL, 

M1 0.165 1.31 0.0073 0.222
M2 0.165 1.32 0.0072 0.226
M3 0.164 1.31 0.0066 0.226
M4 0.163 1.31 0.0068 0.225
[19] 0.164 1.32 0.0064 0.226
[20] 0.164 1.32 - -
[21] 0.165 1.33 0.0064 0.230

5. TWO CIRCULAR CYLINDERS IN
TANDEM

Figure 1 shows the notation for flow over two
tandem cylinders. Simulations were performed at
Re=100. At this Reynolds number the flow over two
tandem cylinders is laminar, according to the
observations of Huhe-Aode et al. [10].
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Figure 1. Two circular cylinders in tandem

5.1.  Domain and mesh
The domain is similar to that used for flow over

a single cylinder. The circular external boundary is
placed at 35 diameters from the centre of the
downstream cylinder. Figure 2 shows the medium
mesh for L/D=4.5.
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Figure 2. Medium grid for two cylinders in
tandem, L/D=4.5

5.2.  Grid dependence study
It is very important to verify that the mesh

between the two cylinders in tandem is adequate to
obtain accurate results. Grid convergence is
analysed for five meshes with centre-to-centre
distance L/D=4.0 and L/D=4.5.

Mesh details are given in Table 3. Results for
mean drag, rms drag and lift coefficient and
Strouhal numbers for the upstream and downstream
cylinders are shown in Table 4 for L/D=4.5 and
Table 5 for L/D=4.0.

Table 3. Mesh details for L/D=4.0 and L/D=4.5

Mesh
L/D=4.0

elements Mesh
L/D=4.5

Elements

P1 13496 N1 13674
P2 20475 N2 21435
P3 37613 N3 47137
P4 57195 N4 -
P5 66913 N5 69663

Table 4. Mesh comparisons for L/D=4.5

Cylinder 1 St CD
C rmsD, C rmsL, 

N1 0.150 1.23 0.0100 0.28
N2 0.152 1.25 0.0098 0.29
N3 0.152 1.26 0.0097 0.29
N4 0.151 1.26 0.0105 0.29

Cylinder 2
N1 0.150 0.73 0.125 1.02
N2 0.152 0.77 0.129 1.04
N3 0.152 0.76 0.128 1.05
N4 0.151 0.75 0.129 1.06

Table 5. Mesh comparisons for L/D=4.0

Cylinder 1 St CD
C rmsD, C rmsL, 

P1 0.147 1.241 0.0150 0.290
P2 0.146 1.242 0.0168 0.289
P3 0.146 1.243 0.0156 0.291
P4 0.113 1.089 0.0014 0.023
P5 0.114 1.090 0.0018 0.022

Cylinder 2
P1 0.147 0.705 0.1397 0.935
P2 0.146 0.702 0.1422 0.956
P3 0.146 0.702 0.1410 0.942
P4 0.113 0.110 0.0085 0.255
P5 0.114 0.102 0.0081 0.235

It can be observed in Table 4 that grid
convergence is obtained for the medium mesh N3,
with numerical errors lower than 1%, compared
with the fine grid. The rms drag coefficient presents
a numerical error of 5%, larger than for the single
cylinder (see Table 2). Medium mesh N2 presents
similar results.

However, grid dependence study was also
carried out for a cylinder spacing close to the classic
critical spacing, L/D=4.0. In Table 5, an unexpected
result can be seen: whereas the convergence seems
reached with the previous medium grid P3, the fine
grid P5 led to another solution. Simulation
performed with a very fine grid P5, with 66913
control volumes, demonstrate that grid inde-
pendency is only obtained for a fine grid. The jump
observed in the grid convergence process is directly
connected with the flow interference between the
two circular cylinders in tandem and, particularly,
with the instability zone associated to the critical
cylinder spacing.

Figure 3 shows the Strouhal number vs the
cylinder spacing. Present results, for medium and
fine meshes, are compared with the numerical ones
of Li et al. [7] and the more recent of Sharman et al.
[8]. The present medium grid, based on mesh N2
and N3, is similar to the mesh used by Sharman et
al. The global results will be discussed later, in the
next section.

The results of Li et al. suffered from an
insufficient  domain, coarse grid and large time step
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Figure 3. Strouhal number vs cylinder spacing:
comparison of numerical results

due to the lack of computational power available.
They calculated that the critical cylinder spacing is
3<L/D<4. But their results did not agree well, even
with recent accepted benchmark data for a single
cylinder. Sharman et al. identified the critical
spacing as being between 3.75 to 4. Their results
agree well with current results obtained with the
present medium mesh, with 3.7<L/D<3.8.
Effectively, one can note that the mesh used by
Sharman et al., an unstructured mesh composed by
24000 control volumes, is similar to the medium
mesh of the present study. However, using the fine
mesh, for which grid solution independence is
guaranteed, the critical spacing is located between
L/D=4.1 and 4.2. That is a significant difference
compared to the solution reported by Sharman et al.

5.3.  Results and discussion
The Strouhal number, calculated using the

dominant frequency of the lift force, happens to be
equal for both cylinders and all spacings. Figure 4a
compares the Strouhal number against the
experimental data of Huhe-Aode et al. [10] and the
numerical results of Li et al. [7], in spite of the
limited computer power that forced them to use
coarse meshes, and with the more recent results
obtained by Sharman et al. on unstructured grids
[8].

One observation of the results for Huhe-Aode
et al., in Fig. 4a, is that for Re=100, and cylinder
spacing between 5 to 10, the Strouhal number stays
equal to 0.14. However, the Strouhal number should
approach that of a single cylinder, St=0.163, when
the cylinder spacing increases. Huhe-Aode et al.
used a h=30cm long cylinder with a diameter of
1cm cantilevered from one of the walls. Norberg
[22] and Williamson [23] showed that the Strouhal
number is St=0.14 for aspect ratio below 30 and
around 0.16 for higher aspect ratios. These results
confirm   that   Huhe-Aode et al.  conducted their
experiments under two conditions. For small
cylinder spacing, the aspect ratio, defined by h/L, is
near to 30 and the flow is two-dimensional.
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Figure 4. Strouhal number (a), mean drag
coefficient (b), rms drag coefficient (c), and rms
lift coefficient (d), vs cylinder spacing
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However, when the cylinder spacing  increases, the
aspect  ratio h/L decreases and becomes insufficient
to ensure that the flow remains two-dimensional.
Three-dimensional phenomena alter the flow. Thus
their results, up to L/D<4, can be used to compare
the present numerical results. One can see a global
good agreement.

The Fig. 4a shows that the cylinder spacing has
a large effect on the Strouhal number. The critical
spacing is apparent, with a large and sudden jump
in the Strouhal number. The present results are
similar with those obtained by Sharman et al.,
particularly before and after the critical spacing.
However, Sharman et al. found a critical spacing
between 3.75 to 4.0, whereas in the current study
critical spacing is found to be between 4.1 and 4.2.
This discrepancy seems to be due to the mesh, as
was shown in the previous section. It is interesting
to mention that the change in Strouhal number is
due to the change of interference type between the
two cylinders. For small gaps, the Strouhal number
is considerably lower than the one found in the case
of an isolated cylinder. A minimum value of
St=0.114 is reached for a gap between 2.5 and 4.1.
For gaps higher than the critical, the Strouhal
number tends asymptotically to the reference value
obtained for a single cylinder, St=0.164. The
variation of Strouhal number is explained by the
very two different types of interference between the
cylinders. This is discussed further in this section.

Figures 4b to 4d show the mean drag
coefficient, the fluctuating rms drag and lift
coefficients vs cylinder spacing and for the two
cylinders. The critical spacing is very apparent in all
figures and for the two cylinders. The mean drag
coefficient is positive for the upstream cylinder and
negative for the downstream cylinder for small
spacings, less than 3.0. The effect is the
manifestation of an attraction force between the
cylinders. These results are in accordance with the
observation of Zdravkovich, in which a negative
mean drag is observed for the same range of
cylinder spacing. The mean drag coefficient on the
downstream cylinder turns out to be less negative as
the gap increases, and increases to small positive
values and then jumps markedly at the critical
spacing. The drag of cylinder 2 does not approach
that of a single cylinder, even for large cylinder
separations. Effectively, the downstream cylinder is
immersed in the wake of the upstream cylinder, on
a low momentum region. The presence of cylinder 2
also reduces the mean drag of cylinder 1, since it
induces an increase in pressure in the separated
wake behind the first cylinder.

The fluctuating drag and lift coefficients, in
Figs. 4c and 4d, follow similar trends to that of the
mean drag coefficient as the cylinder spacing is
increased. However, all fluctuations are small for
sub-critical gap values. One can see that
fluctuations on cylinder 1 remain extremely low.

The fluctuations become extreme as the cylinder
spacing increases to L/D=4.2. For the upstream
cylinder, the fluctuations become slightly larger
than that of a single cylinder. However, for the
downstream cylinder, the fluctuations becomes
extreme, 4.6 and 21 times higher than that of a
single cylinder for rms lift and drag coefficients
respectively. The fluctuations are slowly reduced as
the cylinder spacing is increased beyond the critical
spacing. However, the maximum of fluctuating lift
coefficient for the downstream cylinder is reached
after the critical spacing, for L/D=5.0, and decreases
slowly beyond.

Comparing the current results with those
obtained by Sharman et al., in Figs. 4a to 4d, one
can conclude that they present an overall similar
behaviour. Only a discrepancy for gaps near and
higher than the critical spacing are observed,
certainly due to the use by Sharman et al. of a
medium mesh.

Figure 5 shows the total mean drag coefficient
resulting from the sum of the upstream and
downstream cylinder mean drag coefficient. This
figure allows to identify clearly two modes. The
first one happens before the critical spacing. The
total mean drag coefficient is smaller than the mean
drag coefficient of a single cylinder and the
cylinders function like one body. The interaction
between the cylinders is strong. The second mode
corresponds to a weak interaction and happens at
the critical spacing and for L/D>4.2. The total mean
drag coefficient is larger than that of a single
cylinder and asymptotically tends to twice the mean
drag coefficient of a single cylinder.
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Figure 5. Total mean drag coefficient vs cylinder
gap

5.4. Topology of flow
The advantage of applying numerical methods

to such problems is that the flow can be studied in
fine detail. The location of separation and
reattachment points on a body are analysed since
they have a large effect on the forces acting upon it.

222



-2 0 2 4x
-2

-1

0

1

2
x 2

1(a)

-6 -4 -2 0 2x
-2

-1

0

1

2

x 2

1(b)

Figure 6. Streamlines for L/D=2.5 and L/D=5.0
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Figure 7. Vorticity field for L/D=2.5 and L/D=5.0

Figure 6 shows the instantaneous streamlines
for cylinder spacing L/D=2.5 and 5.0, respectively
before and after the critical spacing. Figure 7 shows
close-up views of vorticity contours, also for
L/D=2.5 and 5.0. It can be seen from Figs. 6 and 7
that the flow changes radically between these two
cylinder spacings.

In Fig. 6a, for L/D=2.5, the free shear layers
issuing from cylinder 1 reattach to cylinder 2. A
symmetrical flow pattern is observed between the
two cylinders. The wake is formed behind the
downstream cylinder due to the separation
occurring on the surface. Long vortices are shed off
cylinder 2 which explains the lower Strouhal
number reported in Fig. 4a.

In Fig. 6b, one can see that vortex shedding
occurs from both cylinders. The vortices move the
reattachment point and energise the fluid so that it
flows completely around the downstream cylinder.
The wake behind cylinder 2 is called binary because
each vortex is formed by the combination of one
vortex shed from cylinder 1 and another by cylinder
2. This effect contributes to the large lift forces
observed on the downstream cylinder and reported
in Fig. 4d.

The location of separation and reattachment
points on the cylinder have a large effect on the
forces acting upon it. The position of these points
also explains the surface pressure distributions. Fig.
7 shows the vorticity field for L/D=2.5 and 5.0.
Separation and reattachment points occur when the
vorticity is equal to zero at the surface.

Cylinder 1 does not have any reattachment
points, but there are two separation points. For
L/D=2.5, the separation points are found around
115° from the stagnation point and they move very
little. For L/D=5.0, the separation points moved
between 113° and 121°.

The flow around the downstream cylinder
radically changes between L/D=2.5 and L/D=5.0. In
the first case, two separation and reattachment
points exist. The reattachment points are found
between 57° and 60° while the separation ones vary
between 130° and 135°. For L/D=5.0, there exist
only one reattachment and one separation point.
The reattachment and separation points flip from
side to side during a flow period cycle. The
reattachment point moves between -38° and 38°.
The separation point varied between 98° and 262°.
One can see in Figs. 6b and 7b that the flow
remains attached on both sides of the cylinder.

6. SUMMARY
A convergence study for flow past a single

circular cylinder at Re=100 shows that the
numerical fully coupled resolution method is
accurate since the results agree well with recent
benchmarks.

Simulations are performed for bidimensional
laminar flow over two tandem circular cylinders of
equal diameter at Re=100. The spacing between the
two cylinders varies between 1.5 and 10 diameters.

The present results demonstrate that, for a
cylinder spacing near to the critical one, grid
convergence is obtained only with a very fine grid.
The Strouhal number, the mean drag, the rms drag
and lift coefficients show very clearly the existence
of a critical spacing.

A large jump is observed in fluctuating and
mean forces and Strouhal number. The critical
spacing is found between 4.1 and 4.2, in accordance
with the literature data, even if Sharman et al.
defined a critical spacing between 3.75 and 4.0.
Current results present a similar behaviour to those
obtained by Sharman et al., with, however, a
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discrepancy for gaps near and higher than the
critical spacing, certainly due to the mesh quality
and the sensitivity of the flow.

Two separation points are found on the
upstream cylinder. This is an expected result. For a
cylinder spacing L/D=2.5, two reattachment points
and two separation points exist on the downstream
cylinder. But for L/D=5.0, only one reattachment
and one separation point was found on the
downstream cylinder. These points fluctuate with
large amplitudes: 76° and 164° for the reattachment
point and separation point respectively.
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ABSTRACT  
The paper deals with a sub-part of a extensive 

research program on the effect of leading edge 
sweep on the characteristics of wings or fan blades. 
Experiments were carried out in a closed section 
NPL (Eiffel) type wind tunnel at a Rec = 1.3E+05 
based on the chord length of the RAF 6 type airfoil. 
The wing span was 2.5c long (c: chord length) of 
constant cross section geometry and the angle of 
attack was set to 8° and 15°. The mean and RMS 
velocity profiles are mapped as well as the turbulent 
characteristics like length scales, skewness, flatness, 
turbulence 1D spectrum along several locations of 
the suction side of the RAF 6 type airfoil by means 
of single component hot-wire measurements, and 
Laser Doppler Velocimetry. The same case is 
computed by means of CFD (Computational Fluid 
Dynamics) from the point of validation and that of 
understanding the phenomena proceeding on the 
suction side of the wing. 

Keywords: turbulence, hotwire, CFD, LDA, 
airfoil 

NOMENCLATURE 
 
c [m] chord length 
E [V] electric tension, voltage 
E11 [m3/s2] streamwise 1D turbulence 

spectral kinetic energy 
k [m2/s2] turbulent kinetic energy 
L [m] integral length scale 
Sk [ - ] skewness (kurtosis) 
t [s] time 
Tu [%] turbulence intensity 
u [m/s] instantaneous velocity in  

x-direction 
u  [m/s] average velocity 
u’ [m/s] fluctuation of x-velocity 
U∞ [m/s] free stream velocity 

URMS [m/s] root mean square of velocity 
x [m] streamwise coordinate 
y [m] vertical coordinate 
y+ [ - ] dimensionless vertical coordinate 
ε [m2/s3] dissipation rate of k 
ω [1/s] specific dissipation rate of k 
η [m] Kolmogorov scale 
κ [1/m] sreamwise wave number 
ρ (τ) [ - ] auto correlation coefficient 
τ [s] time shift for correlation 

1. INTRODUCTION 
The Department of Fluid Mechanics at 

Budapest University of Technology and Economics 
(BME) has recently started the investigation on the 
aerodynamic characteristics of wings of swept 
leading edge [1, 2]. Sweeping of the leading edges 
of wings or blades of fans leads to the decrease of 
losses and to the reduction of the noise generated 
[3]. Investigation on the effect of forward and 
backward sweep have already been fully 
investigated from the point of view of integral 
characteristics, pressure distributions and transition 
phenomena [4]. Expectably the turbulent boundary 
layer will contain 3-dimensional structures which 
can only be visualized by means of numerical 
simulation. 

The research group has chosen the “old 
fashioned” Royal Air Force airscrew profile, which 
is typical for industrial fans. Due to the fact that this 
airfoil has been developed before the introduction 
of advanced measurement techniques, its turbulence 
characteristics have not been mapped yet. The 
frame work in which this article is also embedded, 
aims to determine the missing properties of the flow 
around the RAF 6E airfoil for the purpose  of the 
validation of results obtained via Computational 
Fluid Dynamics (CFD). To strengthen the basis of 
the experimental results, the velocity profile 
measurements have been carried out independently 

225



by means of two different measurement techniques: 
Laser Doppler Velocimetry and Hot-wire 
anemometry. 

2. DESCRIPTION OF THE EXPERIMENT 
The experiments were planned according to the 

needs of the upcoming Large Eddy Simulation, thus 
well defined boundary conditions and relatively low 
Reynolds number flow were prescribed. 

2.1. The RAF6 E airfoil 
The RAF6 E airfoil was designed by the Royal 

Air Force of the United Kingdom around 1930. 
However, the RAF X series were developed 
continuously during World War II and several 
modifications were done.  

 

 

Figure 1. The geometry of the RAF6 E airfoil [5] 

This airfoil was applied for airscrew blades due 
mainly to its relatively simple geometry. The 
geometry of the RAF 6E airfoil is represented in 
Figure 1. The pressure side of the airfoil is flat and 
thus easy to produce and only the suction side has 
to be manufactured carefully. The choice of the 
authors was made on this airfoil mainly for this 
reason. In case of our experiments, the chord of the 
airfoil was 200mm. 

2.2. Experimental facility 
The experiments were carried out on the Eiffel 

type wind tunnel in the laboratory of the 
Department of Fluid Mechanics at the Budapest 
Univ. of Technology and Economics. This wind 
tunnel has a square shaped 0.5m x 0.5m cross 
section and the test section is closed. The air is 
drawn through the wind tunnel from the ambience, 
providing very low, 0.4% turbulence intensity 
(measured by hot-wire and LDV independently) 
and a uniform inlet velocity profile.  

The length of the wind tunnel section between 
the convergent nozzle and the leading edge of the 
wing was 8c where c is the chord length, the 
distance of the fan from the trailing edge of the 
wing is 12.5c. These sizes ensured developed 
inflow conditions and low backward effect of the 
suction fan. Due to reasons from the CFD 
computations the inflow velocity was set to 10m/s 
which resulted in a Reynolds number of 1.33·105 
based on the chord length.  

The uniformity of the inlet velocity profile was 
checked by means of Prandtl tube measurements at 
several locations, where the dynamic pressure was 

measured by a Betz manometer and the profile was 
regarded to be uniform. 

2.3. Hot-wire measurement system 
The turbulence characteristics of the airfoil 

were determined on one hand by using hot-wire 
measurement technique. At this stage of the 
research authors used a one-component hot-wire of 
type DISA 55P11. This hot-wire probe is equipped 
with a platinum coated tungsten wire of 5μm 
diameter and 1.3mm of length. The bridge was a 
type of DISA 55M and 1.8 overheating ratio was 
applied. Due to surrounding electric noises, a filter 
was connected between the bridge and the data 
acquisition system in low-pass operational mode 
with a cut-off frequency of 2 kHz. 

The measured data were collected by an 
analogue/digital data acquisition card of type NI 
DAQCard AI 16XE50 through a BNC connector 
multi-channel board. 

According to the cut-off frequency, the 
sampling frequency was set to 6 kHz to avoid 
aliasing effect. 

The dynamic calibration of the hot-wire system 
was carried out by supplying square-wave signal 
onto the bridge and was carried out at the maximal 
velocity (17 m/s) that would be expected during the 
measurement session. According to the suggestion 
of DANTEC [6] the maximal response frequency of 
the hot-wire measurement system was found to be 
28 kHz, high above the cut-off frequency of the 
filter. 

Static calibration of the hot-wire was carried 
out in-situ inside the wind tunnel. This was possible 
due to the very low turbulence intensity of the flow 
upstream the wing. The exact velocity was 
monitored by using a Prandtl tube at a given 
location of the test section upstream the wing. 
Because of the significant disturbance of the Prandtl 
tube, the calibration was carried out on two stages: 
a round tube connected to the end of the convergent 
nozzle of the wind tunnel (introducing no 
disturbance in the flow) was calibrated to the 
Prandtl tube, and then the Prandtl tube was removed 
and the hot-wire system was calibrated to the round 
tube’s signal while the hot-wire probe was placed in 
the same location where the Prandtl tube was 
present. For the calibration King’s law [12] was 
used in the form of: 

 
nBuAE +=2  (1) 

 
where E [V] is the voltage measured on the bridge, 
A, B and n are constants depending on the 
calibration. In case of these experiments these 
constants were determined by an iterative 
regression process using least-squares method. The 
evaluation of the signals from the hot-wire system 
was fully digital and no linearization devices were 
applied. For the evaluation of the results, in-house 
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software were developed and used. The uncertainty 
of the measurements is dominated by the 
uncertainty of the calibration and the curve fitting 
quality. As King’s law performs an average curve 
fitting error of 0.5% [6], the main source of 
uncertainty is the calibrator system, which was, in 
our case, the wind tunnel. Thus at the lowest 
measured velocity (1 m/s) the relative error was 
over 60%, while in faster parts of the flow (over 
3m/s) it was below 6%. The number of independent 
samples was very low in the laminar region due to 
the large time scale of the flow, but in the turbulent 
boundary layer it was always higher than 3000, that 
means the largest error in higher statistical moments 
was around 1%. 

The hot-wire was supported by an L shaped 
stem which aligned the prongs of the probe parallel 
to the direction of flow. The positioning of the 
probe was solved by a traversing system the 
uncertainty of which was 0.02mm. 

2.4. LDV measurement system 
The LDV (Laser Doppler Velocimetry) system 

was a type of  ILA fp50fus equipped with a He-Ne 
laser of 10mW. This system measures one 
component of the velocity vector and not sensitive 
to the direction of flow. However, in the present 
case the direction of flow over the wing is known a-
priori. The optical unit of the LDV system was 
placed onto the same traversing system as that of 
the hot-wire system. 

The processing unit was connected to a 
computer and the software provided by ILA were 
applied. Due to the low rate of bursts the 
measurements were not applicable for length scale 
determination, the data was sampled by 16 MHz 
frequency. The determination of the accuracy of the 
measurement was based on the documentation of 
the system, i.e. the velocity was measured with an 
accuracy of 0.2%. 

2.5 Numerical simulation 
The flow field around the airfoil was computed 

via a 2D RANS (Reynolds Averaged Navier Stokes 
equations) approach. The Reynolds stresses 
appearing in the RANS equations were 
approximated by the isotropic eddy viscosity type 
turbulence models, like ‘realizable’ k-ε [7], the 
Spalart-Allmaras [8] model and the more 
sophisticated SST k-ω [9] turbulence models. For 
the computations, Fluent commercial software was 
used. The numerical mesh was block structured and 
contained quadrilateral cells only. The boundary 
layer and the wake were fully resolved, providing 
values of y+ ≈ 1 for the wall-neighbouring cells and 
fine in the near wake region. Both turbulence 
models use a one-equation turbulence model for 
regions where Rey < 200, which is specially tuned 
for near-wall, anisotropic regions. 

3. RESULTS AND DISCUSSION 

3.1 Profiles of statistical quantities at an 
angle of attack of 8° 

The aim of the measurements was to map the 
fine details of the flow to obtain the sufficient 
information for the validation of CFD results from 
Large Eddy Simulation technique. Velocity, 
turbulence intensity, length scale and skewness 
(kurtosis) profiles were measured at the following 
distances measured from the leading edge of the 
airfoil (c is the chord length): 0.19c, 0.29c, 0.4c, 
0.52c, 0.62c, 0.98c along the suction side of the 
airfoil. Also, measurements were taken in the wake 
of the airfoil at locations: 1.1c, 1.25c and 1.5c. 

In this document, authors define root-mean-
square, turbulence intensity, length scale and 
skewness in the following ways: 
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In eq.(2) N denotes the number of samples. For 

the length scale in eq.(4) Taylor’s frozen turbulence 
hypothesis and the autocorrelation function were 
applied. The autocorrelation function is defined 
here as follows. 

  

( ) ( ) ( )
2
RMSU

tutu τ+⋅
=τρ      (6) 

 
The over-line in Eq.(6) denotes Reynolds 

averaging, or, in the present case, time averaging. 
Note that length scale and skewness are based on 
local quantities while turbulence intensity is 
referred to the free stream velocity which was 
10m/s in the investigated cases. The length scale 
characterizes the fine structure of the turbulent 
flow, while Skewness indicates the spatial range 
over which turbulence exerts its effect to the outer 
(mainly potential) flow region. Both these statistical 
quantities serve for validation of Large Eddy 
Simulation results on a higher level of 
computational quality. 

To decrease the uncertainty in positioning the 
profiles were measured along lines perpendicular to 
the direction of free stream and not to the surface of 
the airfoil. The measured and computed velocity 
profiles are represented in Figure 2 where one can 
follow the development of the boundary layer and 

227



the wake. At location x = 0.19c the boundary layer 
is characterized by small turbulence intensities of 
around 1-2% (see Figure 5). From the low values of 
turbulence intensity and the value of the local 
Reynolds number of 3·104 based on the distance 
from the leading edge, the boundary layer is 
regarded to be laminar. 
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Figure 2. Measured and computed mean non-
dimensional velocity (U/U∞)profiles at a) 0.19c, 
0.29c, 0.4c and b) 0.98c, 1.1c, 1.25c streamwise 
locations for 8° angle of attack. In the figure, one 
x/c unit indicates U/U∞ = 0.1. 

The velocity measured by means of hot-wire 
and by LDV are in a good agreement with each 
other in all locations, except at location 0.29c where 
hot-wire measurements indicate a small peak of 
high velocity right at the outer edge of the boundary 
layer, on which authors have no exact explanation, 
however, LDV measurements did not indicate that 
peak at the same place. Both measurement 
techniques show relatively sharp change of velocity 
from the viscous affected region to the outer 
potential region. Numerical simulation gave best 
approximation when ‘realizable’ k-ε turbulence 
model was used. SST k-ω turbulence model 
performed worse, although boundary layer 
transition effects were taken into account. The 

Spalart-Allmaras turbulence model performs well, 
however its more dissipative character points out at 
the prediction of more smooth velocity profiles. The 
measured profiles at 0.98c are in good agreement 
but the computation with Spalart-Allmaras shows a 
much thicker region affected by the boundary layer. 
SST k-ω model predicts a velocity profile having an 
inflection point close to the wall, indicating a 
tendency of the boundary layer to separate.  

In the wake of the airfoil the velocity 
distribution shows narrower deficit region than that 
predicted by the Spalart-Allmaras model. The SST 
k-ω model predicts the width of the wake at 
different locations well, but the minimal velocity is 
smaller than that, measured by the two different 
experimental techniques. The ‘realizable’ k-ε agrees 
with the results of the two measurement techniques 
far below their uncertainty. In case of an angle of 
attack of 8° best performance is clearly dedicated to 
the ‘realizable’ k-ε turbulence model. 

 

 

Figure 3. Boundary of the region affected by the 
boundary layer over the suction side of the 
airfoil at 8° angle of attack. Proportionally 
correct representation. 

Skewness (Sk, see eq.(5)) indicates the 
deflection of the probability density function of the 
velocity fluctuations from the Gaussian distribution. 
These deflections are highest at the edges of mixing 
layers, i.e. zones of high velocity gradients. At the 
outer edge of the boundary layer, where the 
character of the flow is intermittent, skewness takes 
its minimal value. Inside the boundary layer, where 
the fully turbulent core is present, skewness tends to 
zero. When the viscous sub-layer is approached and 
turbulent fluctuations begin to be damped by the 
viscous effects, skewness takes its maximum. So, 
the region between the minimal and maximal values 
of skewness contains the region where most of the 
turbulent momentum transfer is present. The upper 
lines in Figure 3 are fitted to the minimum values, 
the lines closest to the suction surface of the airfoil 
are fitted to the maximum values of the skewness, 
respectively, for both angles of attack. However, in 
the wake of the airfoil skewness does not exhibit 
any maximum, so the lines are fitted to the upper 
minimum and lower minimum of the skewness 
profiles how it is represented schematically on 
Figure 7. 

Authors have observed that the values of the 
length scale were very large in regions 
characterized by low turbulence intensity. This is 
due to the shape of the autocorrelation function. 
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When the process, i.e. the flow has non-stochastic 
feature then the integral of the autocorrelation 
coefficient in eq.(4) tends to infinity. The length 
scale values decreased orders of magnitudes where 
the turbulence intensity reached values above 5%, 
according to our experiences. Figure 4 shows that 
the length scales close to the leading edge are of the 
order of 1% of the cord length and increasing as the 
outer region of the boundary layer is approached. 
One can observe that length scales increase at the 
profile 0.4c to a value of 1.5% of the cord length 
and slightly increase farther downstream along the 
locations x = 0.52c, 0.62c, 0.98c to a maximum of 
20% of cord length. The length scale profiles show 
an almost constant value between y/c = 1% and 
2.5% of cord length in case of profiles from 0.29c 
to 0.52c, while the constant region expands up to 
y/c = 3% and 5% cord length at profiles 0.62c and 
0.98c, respectively. In the wake of the airfoil, length 
scale seems to increase towards downstream from 
an average value of 2% to 3%. It can be also 
observed that the wake drifts downwards and 
spreads wider as the flow moves downstream. 
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Figure 4. Distribution of integral length scale 
over the suction side and in the wake of the 
airfoil at 8° angle of attack. 

Turbulence intensity distributions for the airfoil 
at 8° angle of attack can be seen in Figure 5. The 
free stream turbulence intensity is below 1% and 
remains low along the profile at 0.19c location. The 
maximum value is below 3% which is rather an 
uncertainty of the measurements but not due to 
turbulence. The boundary layer at this location is 
predominantly laminar. At location 0.29c the 
maximum of turbulence intensity is around 9% and 
shifts further from the wall. However, the boundary 
layer here is rather transitional. The profiles from 
location 0.4c to 0.98c are concluded to be turbulent, 
based on the character of the distribution and values 
of turbulence intensity across them. 
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Figure 5. Distribution of turbulence intensity 
over the suction side and in the wake of the 
airfoil at 8° angle of attack. 

Comparing Figure 5 to Figure 4 one can 
observe that the integral length scale is constant 
independently from the intensive decrease of 
turbulence intensity at the outer regions of the 
boundary layer. 

In the wake of the airfoil, when investigating it 
along a y = const. line towards negative y direction, 
turbulence intensity increases from the outer 
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potential flow towards the edge of the wake region. 
Inside the wake, turbulence intensity decreases, 
exhibits a minimum and increases again until its 
peak value on the lower edge of the wake. Further 
along the y = const. line towards negative y 
direction, turbulence intensity decreases back to its 
free stream value. The minimum value in the center 
of the wake is probably a consequence of the 
viscous sub-layers when they join after separating 
from the trailing edge. 

3.2 Profiles of statistical quantities at an 
angle of attack of 15° 

The velocity profiles measured in case of 15° 
angle of attack can be seen in Figure 6.  
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Figure 6. Measured and computed mean non-
dimensional velocity (U/U∞)profiles at a) 0.19c, 
0.4c, 0.62c, 0.98c and b) 0.98c, 1.25c, 1.5c, 
streamwise locations for 15° angle of attack. In 
the figure, one x/c unit indicates U/U∞ = 0.1. 

In this case LDV measurements were not taken, 
so computations are compared to hot-wire 
measurements only. At this angle of attack, 
separation of boundary layer is expected. 

Based on the present and previous results, it can 
be concluded that computations by the ‘realizable’ 
k-ε turbulence model via the technique of time 

marching [10] gave the best approximation to the 
measurement results. 

By means of hot-wire measurements it is not 
possible to determine the direction of flow but in 
this case results from measurements and those from 
computations complete each other and provide a 
tool for the understanding and description of the 
flow field. 

The boundary layer remains attached until the 
location of 0.62c. Upstream this location the 
agreement between experiments and ‘realizable’ k-ε 
based computations is good. The profile at 0.98c 
already shows the difference due to the directional 
problems of hot-wire technique. Computations 
show a small separation zone close to the trailing 
edge. The agreement between experiments and 
‘realizable’ k-ε based computations in the upper 
region of the profile at 0.98c certifies the validity of 
the lower region, as well. The computations using 
SST k-ω turbulence model show large domain of 
boundary layer separation already starting between 
0.4c and 0.62c. This separation is now experienced 
to be not real. 

The wake behind the airfoil shows also good 
agreement between computations and experiments. 
However, SST k-ω model resulted in a different 
flow field. 

 

Figure 7. Boundary of the region affected by the 
boundary layer over the suction side of the 
airfoil at 15° angle of attack. Proportionally 
correct representation. 

Length scales occurring at this angle of attack, 
are much larger than in the 8° case. Already at 
0.19c location, the characteristic eddy size is 
growing almost linearly from 0.01c to a value of 
0.05c of chord length from where it remains 
constant along the y axis. The same character but 
spreading of the region in y direction can be 
observed at location 0.4c, the length scale does not 
differ much from that measured at 0.19c. Above the 
trailing edge and in the wake, eddy size ranges 
between 0.05c and 0.07c beside some large values 
appearing due to the intermittent characteristic of 
the flow at this Reynolds number.  

Turbulence intensity plots show that the 
boundary layer is likely separated at 0.98c but signs 
of separation in the distributions can not be 
discovered at upstream locations. The distributions 
in the wake are asymmetric to the y/c = 0 centerline 
showing a wider turbulent upper region and a thin 
lower turbulent region.  
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The separation of the boundary layer is also 
confirmed from the observation, that the centerline 
of the wake does not deflect downwards as it did for 
the case of 8° angle of attack. 
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Figure 8. Distribution of integral length scale 
over the suction side and in the wake of the 
airfoil at 15° angle of attack. 
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Figure 9. Distribution of turbulence intensity 
over the suction side and in the wake of the 
airfoil at 15° angle of attack. 

3.3 Spectrum of turbulence 
Spectrum of turbulence shows the kinetic 

energy distribution among the broad range of 
vortex-scales of turbulent flows [11]. Generally 
speaking, the three-dimensional spectrum of 
turbulence would be aimed to compute. However, 
by means of single-hot-wire and one-component 
LDV measurements, only one-dimensional 
spectrum of turbulence can be computed, which is 
the square of the Fourier transform of the velocity 
fluctuations [10, 11] (eq. (7)). 
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In eq.(7), x denotes streamwise coordinate and 

u’ is the streamwise velocity fluctuation, κ is the 
streamwise wave number. As authors have carried 
out only single-point measurements, the obtained 
time series were transformed into spatial data via 
Taylor’s „frozen turbulence” hypothesis 
( tux ⋅= ). The transformation of f frequency into 
wave number is thus hand-forward ufκ /2π= . 

The profiles at 0.19c were found to be laminar 
for both angle of attacks, thus turbulence spectrum 
is not evaluated there. In addition, the profile at 
0.29c for the case of 8° angle of attack was also 
determined to be laminar. All spectra are evaluated 
below the “validity limit” of the statistical 
quantities, i.e. from where integral length scales fall 
into reasonable range. 
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Figure 10. 1-dimensional spectra of turbulence at 
8° angle of attack for two profiles: 1.) x = 0.4c, y 
= 0.0025c (a)), 0.0135c (b)), 0.021c (c)); 2.) x = 
0.52c, y = 0.00485c (d)), 0.027c (e)), 0.032c (f)). 
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In all cases where spectrum was analyzed, the 
turbulent cascade, i.e. the range of vortex scales was 
between 102-103 1/m that means length scales 
between (3·10-4)c and (3·10-5)c in chord length 
units. The Kolmogorov scale was estimated to be 
10-4c in the most turbulent regions which is 8·104 
1/m in terms of wave number via eq. (8) [11]. 

 

( ) 4/34 Re15 −⋅=η LL  (8) 
 
The minimum scale resolvable by the hot-wire 

was limited by the length of the wire of 1.3mm, 
which is 5·103 1/m in terms of wave number. One 
can observe peaks in Figure 10. c and f at a wave 
number of 250 1/m that corresponds to a length of 
0.12c at the outer edge of the boundary layer. At the 
profile located at x = 0.62c this peak still appears 
but with much weaker contrast comparing to the 
previously mentioned two profiles. This relatively 
long wavelength disturbance is not likely a vortex, 
but a wavy motion of the fluid that decays as the 
fluid moves further downstream. At the profile x = 
0.98c the spectrum shows the “classic” character 
(see Figure 11.), showing an inertial sub-range 
between wave numbers of 200 and 1000 1/m well 
below the limits determined by the hot-wire system 
with a slope of -5/3 indicating Kolmogorov’s 
relation as 3/5

11 ~ −κE . 
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Figure 11. 1-dimensional spectra of turbulence at 
a) 8° and b) 15° angle of attack for the profile at 
location a) x = 0.98c at a height of y = 0.06c and 
b) x = 0.4c at y = 0.024c. Spectra in the centre of 
the wake for the case c) 8°, d) 15° angle of attack, 
respectively 

In case of 15° angle of attack the previously 
mentioned long-wavelength peak at a wave number 
of 250 1/m does not appear. In all cases at this angle 
of attack, the spectrum has the same characteristics 

as in Figure 11.a, although the inertial sub-range 
shifts towards higher wave numbers, i.e. smaller 
vortices (see Figure 11.b). 

In the wake region, turbulence decays, the 
inertial sub-range expands to a wider range of 
wave-numbers as shown in Figure 11.c and d. The 
turbulence characteristics of the wakes do not 
change with respect to each other when the angle of 
attack changes. This is probably due to the self 
similar character of the wakes of bodies. 

4. CONCLUSIONS 
In this work, authors mapped the characteristics 

of the boundary layer over the suction side of the 
RAF 6E airfoil by means of measuring profiles of 
velocity and its statistical derivatives. 
Measurements were carried out independently by 
hot-wire and LDV measurements. The flow field 
was also determined by 2-dimensional CFD 
computations based on RANS approach with 
several turbulence models, out of which, 
‘realizable’ k-ε model performed best. Length scale 
distributions and turbulence 1D spectra were 
analyzed and the range of scales, as well as, their 
E11 spectral kinetic energy appearing in case of the 
present flow fields were determined. 
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ABSTRACT 
The work deals with a numerical solution of 2D 

steady and unsteady inviscid incompressible flow 
over profiles NACA 0012 and DCA 8% in a 
channel. Several cases of an unsteady behaviour are 
simulated - a prescribed oscillation and a flow 
induced vibration of the profile in a channel. One 
degree of freedom is considered. Governing system 
of equations is the system of incompressible Euler 
equations. 

The finite volume method (FVM) in a form of 
cell-centered explicit scheme with an added 
artificial viscosity is applied. With respect to the 
profile shape a quadrilateral C-mesh is used in the 
case of NACA 0012 profile, which allows to 
capture the blunt leading edge of the profile in an 
appropriate way. An H-mesh is used in the case of 
the DCA 8% profile. 

Two approaches to the numerical treatment of 
the moving profile are considered. At first, the 
small disturbance theory (SDT) is chosen as a 
simple method for modeling of a profile rotation. 
The main restriction of this method is that only 
small angles of attack of the profile are allowed. At 
second, the Arbitrary (Semi) Lagrangian-Eulerian 
(ALE) method on moving meshes is employed. 
This method allows more complex motion of the 
profile with large displacements. 

Some numerical results of steady and unsteady 
inviscid incompressible flows over the profile in a 
channel are presented. Numerical results of 
unsteady flows over the vibrating profile fixed in an 
elastic axis achieved by both SDT and ALE method 
are presented and compared. 

Keywords: aeroelasticity, Arbitrary Lagrangian-
Eulerian method, cell-centered scheme, Euler 
equations, finite-volume method 

NOMENCLATURE 
A  continuous bijective operator 

Cp [-] static pressure coefficient 
D  finite volume cell 
F  inviscid physical flux vector in x
  direction 
G  inviscid physical flux vector in y 

direction 
F~   inviscid numerical flux vector in x
  direction 
G~   inviscid numerical flux vector in y 

direction 
K [-] constant 
M [Nm]  aerodynamic momentum 
P [-] non-dimensional pressure 
R  diagonal matrix 
T [-] non-dimensional time 
U [-] x component of non-dimensional 

velocity vector 
V [-] y component of non-dimensional 

velocity vector 
Vol  finite volume domain 
W  vector of conservative variables 
a [-] constant 
c  [kgm2/s2] torsional stiffness 
f [Hz] frequency 
k [kgm2/s] coefficient of torsional damping 
l [m] length 
n  normal vector to the boundary 
p [Pa] static pressure 
q [m/s] velocity value 
t [s] time 
Δt [s] time step 
u [m/s] x component of velocity vector 
v [m/s] y component of velocity vector 
w [m/s] domain velocity vector 
θ [kg m2] momentum of inertia 
μ [m3] volume of a finite volume cell 
ρ [kg/m3] density 
φ [rad] angle of rotation 
Subscripts and Superscripts 
i cell index 
k summation index 
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ref  reference dimensional value 
t torsional 
t, x, y partial derivative with respect to time and 

spatial coordinates  
T, X, Y partial derivative with respect to time and 

spatial coordinates (non-dimensional) 
t time dependent 
0 amplitude 
∞ upstream reference value 
A aerodynamic 
n time level 
m number of neighbouring cells 

1. INTRODUCTION 
A mathematical model of the flow is 

represented by a system of incompressible Euler 
equations in conservation form. 

The explicit cell-centered Lax-Wendroff 
scheme in Richtmyer form with added artificial 
viscosity is used for the numerical solution of 
steady and unsteady flows over a profile in a 
channel. 

The method of artificial compressibility in a 
conjunction with the time dependent method is 
applied to steady computations. 

Prescribed oscillation and flow induced 
vibration of a profile is considered. Flow induced 
vibration of a profile is described by an ordinary 
differential equation (ODE) of second order. 

2. MATHEMATICAL MODEL 
The behaviour of a flow is described by the 

system of incompressible Euler equations Eq. (1) in 
conservation form: 
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.1,1,0diag=R   
 

The system Eq. (1) is solved with the diagonal 
matrix 1,1,diag 2a

1=R , , which represents 

the method of artificial compressibility used for 
steady state solutions. 

Ra∈

Here ρ [kg/m3] is a density (constant), p [Pa] is 
a pressure and  [m/s] is a velocity vector. ),( vu

Upstream conditions are given by two 
prescribed values, a third one is extrapolated. 
Downstream conditions are given by a prescribed 
pressure. Wall conditions are impermeability 
conditions 0),( =nvu  (n represents normal vector 
to the boundary). 

The method  of artificial  compressibility (see, 
e. g., [1]) and the time dependent method are used 
for computations of steady state solutions. In the 
case of unsteady solution it is necessary to consider 

∞→a  or , where K is a given (large) positive 
number. To avoid an influence of a value of the 
paremeter a on numerical results a dual time 
stepping method or an implicit method can be used, 
see, e. g., [2]. 

»Ka

2.1. Prescribed Profile Oscillation 
A rotation of the profile fixed in a point of an 

elastic axis is given by the Eq. (2). 
 

( )ftπϕϕ 2sin0=  (2) 
 

Here φ [rad] is an angle of rotation of the profile 
from an equilibrium position, φ0 [rad] is an 
amplitude of oscillations, f [Hz] is a frequency of 
oscillations and t [s] is time. 

2.2. Dynamical Effects of the Flow Field 
on the Profile 

Dynamical effects (changes of a position of the 
profile fixed in a point of an elastic axis) are 
considered by the behaviour of the ODE  

 
)(tMck Att =++ ϕϕϕθ &&& , (3) 

 
where φ [rad] is an angle of rotation of the profile 
from the position of equilibrium, θ [kg m2] is a 
momentum of inertia, kt [kg m2/s] is a coefficient of 
torsional damping, ct [kg m2/s2] is a torsional 
stiffness, MA(t) [Nm] is an aerodynamic 
momentum. 

3. NUMERICAL SOLUTION 

3.1. Non-dimensional Variables 
The non-dimensional variables  U, V, P, T are 

used for the numerical solution. The relations 
between dimensional and non-dimensional 
variables are given by the normalization of the 
dimensional variables u, v, p, ρ, t with reference 
(dimensional) values u∞, v∞, lref in the following 
way: 
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where 22

refq ∞∞ += vu  represents a reference 
velocity value. Here u∞, v∞ are components of a 
reference velocity vector, lref is a reference length. 

The system Eq. (1) has in the non-dimensional 
variables Eq. (4) the following form 
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and 
 

.1,1,0diag=R   
 

The system Eq. (5) is solved with the diagonal 
matrix 1,1,diag 2

2

a
refqR = , , which represents 

the method of artificial compressibility used for 
steady state solutions. 

Ra∈

3.2. Numerical Scheme in FVM 
The cell-centered explicit Lax-Wendroff (LW) 

(Richtmyer form) scheme in a form of predictor-
corrector with an added artificial viscosity is used at 
a quadrilateral C-mesh (m=4). 
• LW Richtmyer predictor: 
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• LW Richtmyer corrector: 
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3.3. Boundary Conditions 
The upstream conditions are realized by the 

specification of upstream velocity vector values U = 
U∞, V = V∞ and pressure P is extrapolated. In the 
case of the downstream conditions a pressure value 
P = P2  is specified and the other values of the 
vector of conservative variables are extrapolated. 
Wall conditions are realized by using of “reflection 
principle”, i. e. there are ghost cells in the wall 
created by a reflection on the wall. The velocity 
vector  is also reflected on the wall. ),( vu

3.4. Oscillating Profile 
Two approaches are applied to treating a 

vibrating profile. At first, the small disturbance 
theory is considered. Under the assumption of a 
small angle of attack ( o6≤ϕ ) the rotation of the 
profile can be approximated by the rotation of a 
normal vector to the profile surface  (see Figure 1), 
i. e. there is no real movement of the profile and no 
change of the finite volume mesh. At second, the 
ALE method is used. The mesh is deformed with 
respect to the profile rotation. Larger angles of 
attack are allowed in conjunction with this method. 

ϕ

 

n0

n1
ϕ

 

Figure 1. Small disturbance theory, rotation of a 
normal vector to the profile surface 

3.5. Aeroelastic Effects 
At first, the system of Euler equations is solved. 

At second, a new angle of attack φ is computed 
using Eq. (3). A pressure field solved in the first 
step determines the aerodynamic momentum MA(t) 
acting on the profile and appearing on the right 
hand side of Eq. (3). The profile position is changed 
with respect to the new value of the angle φ, i. e. 
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either the normal vector to the boundary is rotated 
in the case of SDT or the mesh is changed in the 
case of the ALE method. Then again the first step 
follows and this  two-step procedure repeats. 

The ODE Eq. (3) is solved by the Runge-Kutta 
method of 4th order. 

3.6 FVM in ALE Formulation 
The integration over the time dependent finite 

volume cell denoted Di(t) is demanded in FVM 
used on moving meshes 

 
( ) .0
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=++∫
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i

dxdyGFW  
(6) 

 
Therefore a continuous bijective transformation 

(operator) At satisfying 
 

)(: 0 tDDDA i
A

iit
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is considered. Here Di

0 is the finite volume cell in 
an reference (original) domain and Di(t) is this finite 
volume cell in the computational domain at time t 
(current configuration), see Fig. 2. 

 

Figure 2. Time dependent transormation At of 
reference finite volume cell Di

0

By the integration over the time dependent 
domain Di(t) the following transport theorem in 
ALE formulation is applied 
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especially the relationship 
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where  denotes a time dependent domain with 
respect to the mapping A

tAVol
t and f represent a function 

of time and spatial variables. If the symbol  is 
replaced by D

tAVol
i(t) and f by the vector W , the formula 

Eq. (7) can be applied directly to the equation Eq. 

(6) after a not complicated adjustment. The 
integration is considered for all components of the 
vector W. The vector w represents a domain 
velocity, sometimes also called a grid velocity. 

If the term ( ) ( ) ( yx WwWwWw 21 +=⋅∇ )  is 

added and contemporaneously subtracted to the 
integrand in Eq. (6) it results to 
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where 
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To the first integral of the last equation in Eq. (8) 
the formula Eq. (7) is applied and to the second 
term the Green formula is applied. 

Finally, the ALE formulation of finite volume 
method applied to the system of Euler equations is 
given by the following formula 

Di
0 Di(t) At 
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where GF ˆ,ˆ are given in Eq. (9). 

For more details on the ALE method used in 
aeroelasticity problems, see, e. g., [3, 4]. 

4. NUMERICAL RESULTS 
Results of a numerical solution of flow over the 

vibrating profile NACA 0012 and DCA 8% in the 
channel are presented. Steady state results and their 
comparison with experimental data are presented,  
e. g., in [5]. 

Some numerical results of a steady state 
solution computed by the use of the SDT and over a 
rotated profile with rotated mesh for the angle of 
attack  are presented and compared 
respectively. 

o2=ϕ

Furthermore, some numerical results of 
unsteady flow over a vibrating profile in a channel 
achieved by both SDT and ALE method are 
presented and compared respectively. 

Unsteady flow is either caused by prescribed 
oscillations of the profile fixed in an elastic axis 
given by the formula Eq. (2) or by flow induced 
vibrations (Eq. (3)). 

Particularly, isolines of pressure coefficient Cp 
close to the profile are presented. 
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Figures Fig. 3 and Fig. 4 show a good 
agreement of pressure coefficient isolines computed 
by the use of the SDT (Fig. 3) and with the use of 
rotated mesh (Fig. 4). Therefore, it seems that the 
SDT can be considered as a suitable method how to 
compute numerical solution of flow over a profile 
with sufficiently small nonzero angle of attack in a 
simple way. 

 

Figure 3. Pressure coefficient isolines, steady 
state solution, , small disturbance theory o2=ϕ

o2=ϕ

In the case of unsteady solution the amplitude is 
and f = 30 Hz. Three significant positions 

(angles of attack) of the profile within one time 
period are shown in Figures 5 to 7 and Figures 8 to 
10. Figures 5 to 7 concern the small disturbance 
theory and Figures 8 to 10 concern the ALE 
method. Figures Fig. 5 and Fig. 7 demonstrate the 
symmetry of pressure coefficient isolines at two 
extreme positions of the profile in the case of the 
SDT. The same demonstration is represented by 
figures Fig. 8 and Fig. 10 in the case of the ALE 
method. 

o3=ϕ

Good agreement of the numerical results 
achieved by the two presented methods can be 
observed in the comparison of corresponding 
figures in figure series Figures 5 to 7 and Figures 8 
to 10. 

 

Figure 4. Pressure coefficient isolines, steady 
state solution, , rotated mesh 
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Figure 5. Pressure coefficient isolines, , 
small disturbance theory 
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Figure 6. Pressure coefficient isolines, , 
small disturbance theory 

o0=ϕ
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Figure 7. Pressure coefficient isolines, , 
small disturbance theory 
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Figure 8. Pressure coefficient isolines, , 
ALE method 

o3=ϕ

X

Y

0 0.5 1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

X

Y

0 0.5 1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

Figure 9. Pressure coefficient isolines, , 
ALE method 
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Figure 10. Pressure coefficient isolines, , 
ALE method 

o3−=ϕ

Figure Fig. 11 shows comparison of pressure 
coefficient distribution in dimensionless time T for 
the SDT and the ALE method. Thin lines concern 
ALE method and thick lines concern SDT. Small 
differences may be observed. The distribution is 
only captured in short time period. Figure Fig. 12 
sketches the profile with points on the profile 
surface in which the pressure coefficient is 
computed. 

 

Figure 11. Pressure coefficient distribution in 
points on the profile surface with respect to the 
dimensionless time (h=20% of L, see Fig. 12) 

238



ϕ

L

h

 

Figure 12. Points on the profile surface in which 
the pressure coefficient is computed 

Figures Fig. 13 to 19 present oscillation of the 
profile DCA 8% described by the equation Eq. (3) 
for different upstream velocities u∞ (1, 5, 7, 9, 10, 
12 and 20 m/s line by line). The profile is 
positioned at 58% of the channel height from the 
lower channel wall. A moderate damping of 
oscillation can be observed for upstream velocities 
1, 5 and 7 m/s. For the upstream velocity 9 m/s the 
amplitude of oscillation is increasing, while it is 
almost constant for u∞=10 m/s. Finally, when the 
upstream velocity is increased further to 20 m/s the 
damping of oscillation is more pronounced. 

 

Figure 13. Oscillation of the profile for the 
upstream velocity u∞=1 m/s 

 

Figure 14. Oscillation of the profile for the 
upstream velocity u∞=5 m/s 

 

Figure 15. Oscillation of the profile for the 
upstream velocity u∞=7 m/s 

 

Figure 16. Oscillation of the profile for the 
upstream velocity u∞=9 m/s 

 

Figure 17. Oscillation of the profile for the 
upstream velocity u∞=10 m/s 
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Figure 18. Oscillation of the profile for the 
upstream velocity u∞=12 m/s 

 

Figure 19. Oscillation of the profile for the 
upstream velocity u∞=20 m/s 

5. CONCLUSIONS 
The numerical solver of a steady and an 

unsteady inviscid incompressible flow over a 
profile in a channel was developed. The explicit 
scheme with an added artificial viscosity in FVM 
was used. 

In the case of steady a state solution a good 
agreement of numerical results achieved by the use 
of the SDT and with rotated mesh is observed. 

In the case of unsteady solution of flow over a 
vibrating profile a good agreement of numerical 
results achieved by the use of the SDT and the ALE 
method can be observed. 

The future steps intended are an 
implementation of an implicit numerical scheme 
and two degrees of freedom of the profile for 
inviscid flow and extension of this method to 
viscous flows. 
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ABSTRACT 
An unsteady lifting line method is developed 

for curved and swept wings of high aspect ratio. 
Using the matched asymptotic expansion in terms 
of the inverse of the aspect ratio performed by 
Guermond and Sellier [1], an implicit Prandtl-like 
approach is completed by unsteady as well as 
curvature and sweep effects. More precisely, in this 
time marching computational approach, the inner 
domain is calculated thanks to the unsteady two-
dimensional Theodorsen theory. This theory allows 
to take into account compressibility and viscous 
effects by the use of experimental 2D airfoil data 
tables. In the outer domain, the wing is represented 
by a lifting line and the wake by a surface doublet 
distribution. The velocity induced by the wake on 
the wing is calculated thanks to Hadamard finite 
part integrals requiring no regularisation. Moreover 
the unsteady free wake is calculated using a 
rigorous emission and convection formulation. 
Comparisons of our approach with lifting surface 
results show very good agreements for different 
curved wings even for highly unsteady motions. 

Keywords : curved and swept wings, lifting line, 
potential theory, three dimensional flow, 
unsteady flow. 

NOMENCLATURE 
AR [-] aspect ratio 
Cz [-] lift coefficient 
PV [-] principal value (of an integral) 
FP [-] finite part (of an integral) 

∞U  [m/s] velocity of the free stream 

b [m] span 
d  [m] half chord 
c(y) [m] chord distribution 
l(y) [m] quarter chord equation 
w(y,t) [m/s] induced velocity 

)(yα  [-] geometric incidence distribution 

0( , )y tΓ  [m²/s] two-dimensional steady circulation 

( , )y tΓ  [m²/s] circulation 

( , )P tγ  [m/s] strength of the vortex distribution 

)(yΛ  [-] sweep angle 

)(yρ  [m] radius of curvature 

Subscripts and Superscripts 
z, N lift, normal 

fɺ  derivative (of f) 

1. INTRODUCTION 
Helicopter generates a very complex wake 

geometry that still is a hard challenge for modern 
aerodynamicists. Besides, many industrial 
applications of aerodynamic calculations such as 
aero acoustics, aero elasticity or flight mechanics 
require fast flow modelling tools. This is why an 
unsteady lifting line method for curved and swept 
wings is developed in collaboration with ONERA in 
order to simulate the flow around a helicopter rotor. 
Many previous studies have been done on applying 
different lifting line methods to helicopter rotors. 
The first ones [2] extend Prandtl lifting line theory 
to helicopter by solving a quasi steady formulation 
of the problem, considering the flow field to be 
periodic in time. Then, Le Bouar [3] introduced 
unsteady effects by using a time-marching approach 
based on a rigorous matched asymptotic expansion 
valid for straight unswept lifting lines. A weak point 
of this work was the treatment of the Hadamard 
finite part integration that was done using a 
regularisation process instead of a rigorous calculus. 
Furthermore, this work is theoretically not valid for 
curved and/or swept wings. The aim of the work 
presented in this paper is then to overcome these 
geometric limitations and to treat the Hadamard 
finite part integrals properly. 

This work is based on the matched asymptotic 
expansion in terms of the inverse of the aspect ratio 
made by Guermond and Sellier [1]. They exhibited 
two domains of influence: the near domain that will 
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here be modeled using the Theodorsen unsteady 
two-dimensional theory and the far domain in 
which the wing is assimilated to a lifting line 
shedding a wake that is considered as a vortex sheet 
and represented by a double layer distribution. The 
wake evolution is then calculated using a rigorous 
formulation established in the general framework of 
potential flows by Mudry [4]. 

The unknown of the problem which is the 
circulation around the wing is determinated using a 
time marching algorithm in which a Prandtl-like 
implicit equation is solved by an iterative process. 

The last part of this paper is a validation of this 
approach using comparisons with a lifting surface 
method [5]. Results are shown for an incidence step 
movement and for a pitch ramp for swept as well as 
curved wings. 

2. THE GENERAL LIFTING LINE 
THEORY 

2.1. Physical problem 
Consider a wing relatively to a cartesian 

coordinate system ),,,( zyxO . This wing is defined 

by its span b  and for all y  in [ / 2; / 2]b b− , its 

quarter chord line equation )(yl , its chord 

distribution )(yc  and its geometrical incidence 

)(yα  (see Figure 1). From the quarter chord line 

equation, the local sweep angle and the local radius 
of curvature are defined by : 

( ) arctan '( )y l yΛ =  and ( )
)(

)(1
)(

2/32

yl

yl
y

′′
′+=ρ  

 

Figure 1. The wing and its wake 

This wing is placed in a uniform flow so that 
the velocity of the free stream is given by 

xuUU ∞=  and its movement, due to heave and 

pitch motions, is supposed to have small amplitude 
and, in this paper, a wave length of the order of the 
span. 

2.2.Hypothesis made and modelling 
The flow is supposed to be incompressible and 

irrotational almost everywhere and the fluid 

inviscid. The wake is then a surface S , attached to 
the trailing edge of the wing. The velocity normal to 
S  is continuous across this surface and the 
tangential velocity is discontinuous having a finite 
jump. Moreover, this surface is supposed to stay 
close to the ),,( yxO  plan. The wing is supposed to 

be thin and the aspect ratio, defined here by 

AR
(0)

b

c
= , is supposed high. It is also supposed 

that the disturbances induced by the wing are small 
enough so that at every point of the domain the 
velocity is not very different from the free stream 
one. From the velocity U , the acceleration 
perturbation potential Ψ  can be introduced (see 
[1]) so that the fluid mechanics equations lead to 

0=∆Ψ  outside A  and S . The boundary 
conditions are : 

− tangential flow to the airfoil surface, 
− undisturbed flow at infinity, 
− Kutta Jukowsky condition at the trailing edge, 
− continuous normal velocity across S. 

This equation can be simplified by the use of 
Green theorem applied at every point M  of the 
domain Ω  to Ψ  and to the Newton potential. 

It leads to : 

3

1 .
( ) [[ ]]( )

4π PA

PM n
M P dS

PM
Ψ = Ψ∫∫  (1) 

Introducing the acceleration perturbation potential 
allows the integral to be only on A . The intensity 
of the potential jump is calculated so that the 
tangency condition is satisfied. But, for field points 
M  on the boundary, the right hand of (1) is a 
singular integral due to the presence of 3PM  in the 
denominator. It can be evaluated using the concept 
of finite part of an integral in the sense of 
Hadamard [6]. From this is derived the classical 
numerical panel method which solves a similar 
equation for the velocity perturbation potential. 

2.3. The general lifting line theory 

Prandtl and Van Dyke approaches 
In the early twentieth century without any 

computer help, prediction of the flow field 
produced by a finite lifting wing was already one of 
the most attractive problems in aerodynamic. 
Prandtl developed the first rational attempt at 
predicting loads on subsonic, three dimensional 
wings [7]. This work was principally done on 
intuitive basis and still is now referred to as the 
Prandtl lifting line theory. The circulation is given 
by the integro-differential equation : 

/ 2

/ 2

1 ( )
( ) π ( ) PV

4π

b

b

y c y U d
U y

ηα η
η

+

∞
∞ −

 ΓΓ = − − 
∫
ɺ

 

(2) 
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The 2D term 
0( ) π ( )y c y U α∞Γ =  is modified 

by a three dimensional induced velocity term. 
Later on, in the 1960’s, Van Dyke justified this 

theory in the case of a straight and unswept wing 
operating in a non viscous, incompressible, 
irrotational and steady flow by the use of matched 
asymptotic expansions (M. A. E.) in terms of the 
inverse of the aspect ratio [8]. He found, at order 

1

AR
ε =  the same equation as the Prandtl integro-

differential equation except that the )(yΓ  term is 

replaced by a )(0 yΓ  term on the right hand side of 

(2). Thus, the solution at order ε  is an explicit 
function of the geometrical terms and of )(0 yΓ  

(which is the solution at order 1) while Prandtl 
approach leads to an implicit equation of the same 
form. 

Guermond and Sellier general approach : 
The same M. A. E. approach was used by 

Guermond and Sellier to obtain a complete 
unsteady lifting theory for curved and swept wings 
[1]. In their linearized approach, for every point M  
of the lifting line they consider different influence 
domains (see figure 2) : 

− The inner domain I  is defined by the points 
whose distance to M  is of order c(0), 

− The outer domain O  is defined by the points 
whose distance to M  is of order b, 

− The domain 
wiO  is the part of O  that is 

located downstream of I . 

 

Figure 2. The influence domains 

Thus, the matched asymptotic expansion in 

terms of the inverse of the aspect ratio 
AR

1=ε  

leads at order ε  to :  

(
)

( , ) π cos ( , )

( , ) ( , )

I

O c

M t c U w M t

w M t w M t

α∞Γ = Λ +

+ +
 (3) 

As in Prandtl equation, the two-dimensional 
steady or quasi-steady term 

0( , ) π cosM t cU α∞Γ = Λ  is corrected by three-

dimensional and unsteady effects coming from the 
velocities induced by the inner domain ),( tMwI

 

and the outer domain ),( tMwO
. 

An additional ),( tMwc
 term appears in the 

matched asymptotic expansion computation. It can 
be written as : 

y

tM
atMatMwc ∂

Γ∂
+Γ=

),(
),(),( 0
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where : ( )2
1

1
1 tan

4π
a K

ρ
= − Λ +  

2

1 1 sin
sin ln

2π cos
a K

 + Λ = Λ + Λ 

with 
21 cos

ln
2 4AR (0)

c
K

c

Λ= +  

(4) 

This term vanishes when the wing is straight and 
unswept ( 0==Λ ρ ) so it is a term specific of 

curved and swept wings that is logically not present 
in Prandtl or Van Dyke theories. 

Gallois and Devinant showed that, using an 
implicit Prandtl like approach i.e. replacing all 

0( , )M tΓ  terms with ( , )M tΓ  leads to results closer 

to lifting surface panel method results in the steady 
case [9]. The same Prandtl-like approach will then 
be used in this unsteady study as this approach also 
seems physically more intuitive. ),( tMwI

, 

),( tMwO
 and ),( tMwc

 will then be computed 

using ( , )M tΓ  instead of 
0( , )M tΓ . Details are 

given in the next section. 

3. THE MODEL: 

3.1. The inner problem : 
To compute the velocity induced by the inner 

domain ),( tMwI
, domains 

wiO  and I are grouped 

together so that a two-dimensional theory can be 
used for this calculus. The Theodorsen airfoil model 
[10] has been retained in the present work because 
it is a complete analytical model and also because it 
possible to extend it to the case of real fluids (i.e. 
with compressibility and viscous effects) by means 
of experimental 2D airfoil data (see [2] or [3]). 

Let us consider a two-dimensional airfoil 
undergoing unsteady motion. 

 

Figure 3. 2D airfoil characteristics 
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The flow is incompressible, irrotational and 
non-viscous so that the linearization theory can be 
applied and the solution for the thickness loads can 
be separated from the solution of the lifting problem 
(see [11] ). Only the last one is taken into account 
here so that the airfoil is assimilated to a flat plate. 
Airfoil motion is then described by its heaving 
motion )(th  and its pitch angle )(tα  about an axis 

perpendicular to the ),( zx  plane going through 

x d a=  and hz −=  where / 2d c=  (see Figure 3). 

Theodorsen introduces the upwash velocity of 
the three quarter chord point due to the movement 
of the airfoil that can be calculated by : 

( )( ) ( ) ( ) 1 2 ( )Q t h t U t d a tα α∞= + + −ɺ ɺ  (5) 

He then models the airfoil by a sources and 
sinks distribution to satisfy the boundary conditions 
completed by a vortices distribution to satisfy the 
Kutta Jukowsky condition and the wake is modelled 
by a counter vortices distribution T

yγ  to satisfy 

Kelvin’s circulation conservation theorem. He uses 
conformal mapping to solve the problem on a circle 
and find that the circulation around the airfoil can 
be described by : 

2 ( ) 2π ( )

1 ( , )

D

T
y

d

t d Q t

d
t d

d

ξ γ ξ ξ
ξ

+∞

Γ = +

 + −  − 
∫

 (6) 

Then, by integrating the pressure distribution 
along the airfoil, lift can be written as : 

2

2

2 2

( ) ( ) ( ) ( )

where:

( )
( ) 2π

π 1
( ) ( ) ( )

2

1 1
( ) ( , )

D Q NC w
z z z z

Q
z

NC
z

w T
z y

d

C t C t C t C t

Q t
C t

U

d
C t Q t d t

U t

C t t d
U d

α

γ ξ ξ
ξ

∞

∞

+∞

∞

= + +

=

∂  = − ∂  

=
−∫

ɺ

 

(7) 

A similar decomposition can also be made for 
moments (see [3] for example). Theodorsen theory 
presented here was adapted to the case of an infinite 
swept wing (see [12] for more details). (6) becomes: 

2 ( ) π cos ( )

1 ( , )

D

T
y

d

t c Q t

d
t d

d

ξ γ ξ ξ
ξ

+∞

Γ = Λ +

 + −  − 
∫

 (8) 

3.2. The outer problem : 
In the outer problem, the characteristic scale is 

b and c  is considered as small compared to b so 

that the wing degenerates into a lifting line placed 
for example, at the line of quarter chord. In the M. 
A. E. made by Guermond and Sellier, the velocity 
induced by the wake on a point M  of the lifting 
line can be written as : 

3

1
( , ) .FP ( , ) .

4πO M PS

r
w M t z P t n dS

r
 = Γ ∇  
 

∫∫  (9) 

where r PM= and n  is the unit vector normal 

to S  at P . 
This can be physically interpreted as the 

velocity induced by a surface doublet distribution. 
It can be shown (for example [11]) that this 

distribution is equivalent to a line and surface 
vortex distribution : 

( ) 3 3

3

( )
( ) .

( )

M P PS S

S

P rr
P n dS dS

r r
r dl

P
r

γ

∂

∧
Γ ∇ =

∧+ Γ

∫∫ ∫∫

∫

 (10) 

where ( )( ) ( )PP n Pγ = ∧ ∇ Γ  is the surface 

vortex strength. 
In this study, the wake is supposed to be free 

and is calculated using a rigorous emission and 
convection formulation explained in [4] and 
summarized here. 

The unsteady wake is considered as a vortex 
sheet Sand characterised by : 

− ω  the median parameterisation which gives 
the geometric position of the vortex sheet (a 
tangential velocity discontinuity surface) by 
giving the position at instant t of the particle 
emitted at position q  at instant τ  : 

:ω
3 3

1 2 3( , , ) ( , , )q t x x xτ
 →



ℝ ℝ

֏

  

− γ  the associated median vortex density that 

gives the vortex sheet strength in the 
parameterisation coordinates : 

:γ
3 2

1 2( , , ) ( , )q tτ γ γ
 →



ℝ ℝ

֏

  

So that : 

1 2( , , ) ( , , ) ( , , )q t q t q t
q

ω ωγ τ γ τ γ τ
τ

∂ ∂= +
∂ ∂

 (11) 

The velocity of the surface is then given at 
every point by :  

2
),,(

−+ +
=

∂
∂ UU

tq
t

τω  (12) 

Where +U and −U  are the fluid velocity on the 

upper and the lower surface.  
A main interest of introducing this 

parameterisation is the time conservation of the two 
contravariant components 1γ  and 2γ  (see [4]) that 

can then be determined once for all at the emission 
of the particle. 

1

2

( , , ) ( , )

1
( , , ) ( , )

q t q
q

q t q
U

γ τ τ

γ τ τ
τ∞

∂Γ=
∂

∂Γ=
∂

 (13) 
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The velocity induced by the surface on a point 
P  of this surface is then: 

3

'

3

( , )1
( , )

4π

1
( , )

4π

PS

P

L

P t P P
U P t dS

P P
P P dl

P t
P P

γ
′

′ ′∧
=

′
′ ∧

′+ Γ
′

∫∫

∫

 (14) 

The position and the intensity of the vortex 
particles can then be computed by solving equation 
(12) together with (14), (13) and (11). 

3.3 Final formulation : 
The velocity induced by the 

wiO  domain called 

Owiw  is calculated twice : once in the Theodorsen 

theory and once in 
Ow , so, as explained in [1], it 

has to be removed once. 

0

( , , )1
( , ) FP

2π
y

Owi

y t
w y t d

γ ξ
ξ

ξ

∞

= ∫        (15) 

Thus the general equation for circulation 
distribution can be written : 

( )

0

( , ) π cos ( , ) ( , )

1 ( , )

( , , )
FP

O c

T
y

d

y

y t c Q w y t w y t

d
t d

d

y t
d d

ξ γ ξ ξ
ξ

γ ξ
ξ

ξ

+∞

∞

Γ = Λ + +

 ++ −  − 

−

∫

∫

 

(16) 

By defining a near and a far wake respectively, 
it can be shown (see [3]) that the far wake effect of 
the two-dimensional unsteady inner problem and 
the negative contribution of 

Owiw  cancel each other. 

The inner and outer domains are matched by saying 
that the two-dimensional term T

yγ  is equal to the 

corresponding term 
yγ  from the outer domain : at 

section y : 
( , ) ( , , )T

y yt d y tγ ξ γ ξ= −  (17) 

 Using Le Bouar decomposition (see [3]), 
circulation can then be rewritten : 

1/ 4 2 2 3( , ) D inst D Dy t dΓ = Γ + Γ + Γ + Γ  

where : 
( )

( )
1/ 4

2

2 3

0

( , ) π cos

( , ) π cos

( , ) 1 ( , )

( , , )
( , ) FP

O c

X d
T

D inst y

d

X
y

D D

y t c Q d w w

d y t c d

d
y t t d

d

y t
y t d d

α
α

ξ γ ξ ξ
ξ

γ ξ
ξ

ξ

+

Γ = Λ − + +

Γ = Λ

 +Γ = −  − 

Γ = −

∫

∫

ɺ

ɺ

 
(18) 

),(4/1 tyΓ can be interpreted as the circulation of 

a two-dimensional airfoil at a relative incidence of 

cos O c
tot

Q w w

U

αα
∞

− + += Λ
ɺ  at the quarter chord. 

This expression of ),(4/1 tyΓ  supposes a linear 

relation between lift and angle of attack. As in [2], 
rewriting : 

1/ 4 cost O c
z

Q d w w
bU C

U

α
∞

∞

 − + +Γ = Λ 
 

ɺ  (19) 

allows to replace this linear relation between t
zC and 

the angle of attack with values issued from 
experimental 2D airfoil tables in order to include 
viscous and compressibility effects to the model : 

3.4. Loads calculation : 
A similar decomposition can be done for loads 

and moment. For the lift coefficient, it leads to :  
3( , ) QS NC D

z z z z zC y t C dC C C= + + +  

where : 
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2 2
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π 1
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d
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 −
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∫

∫

ɺ

ɺ

ɺ

 (20) 

3.5. Numerical implementation and 
algorithm: 

The problem is solved using a time marching 
approach in which the time step tδ  is constant. The 
lifting line is divided in small curved lines for 
which the projection on axis Oy  is constant and 

equal to yδ . This introduces a wake discretisation 

in which for every panel ( , )P tΓ  varies linearly that 

is to say that γ  is constant on a panel. Thus at each 

time step, equation (17) is solved using an iterative 
process at every collocation points (called M on 
figure 4) that are placed in the middle of the curved 
lines. Then, the intensity of the wake that is emitted 
is calculated by deriving the circulation obtained 
and the wake is convected by moving the corners of 
the panels using equation (12). 

For this study, considering a point of the lifting 
line, the near wake is the first panel so that 
X U tδ∞=  and thus : 

2 3

2
( , ) ( , ) ln

2D D y

U tc
M t M t

b

δγ ∞ Γ = −  
 

 

(21) 

and 
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2

*

* *

( , ) ( , )
2

2 1
ln

1 1

D inst y

c
M t M t

u

u u

γΓ =

  −× −  + +  

 

where   * 1
c

u
U tδ∞

= +  

(22) 

The last term that presents some difficulties is 

the Ow  term which has to be calculated as a finite 

part. In [3], Le Bouar avoided these difficulties by 
using a Gauss-type numerical integration. 

 

Figure 4. The discretisation and the singular 
panel 

Once the wake is discretised (see figure 4), at a 
point M  of the lifting line only the first panel 

FPP  

is singular and needs a finite part calculation. Using 
the indications given in [1] and the fact that on the 
singular panel : 

( , ) ( , ) ( ) ( , )

( ) ( , )
P M y

P M x

P t M t x x M t

y y M t

γ
γ

Γ = Γ + −

− −
 (23) 

after some calculations it can be shown that : 
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Where : 
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Thus ( , ) ( , ) ( , )
O O O

FP regw M t w M t w M t= +  (27) 

Where  
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S P
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P t z
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∧
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∧ + Γ 


∫∫

∫

      (28) 

As the circulation is continuous on the wake, 
the vortex line term of a panel cancels each other 
with the vortex line term of its neighbour (except 
when the neighbour panel is the singular one). 
Thus, only the vortex line terms of the edges of the 
wake need to be computed. ( , )

O

regw M t  is then 

calculated using numerical integration as in [3]. 
Finally, the velocity induced by the wake is : 
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(29) 

4. RESULTS AND COMPARISONS 
The lifting line model derives from the lifting 

surface one and is valid for high aspect ratio wings. 
Results are then compared with results obtained 
with a lifting surface computation on various wings 
of high aspect ratio (AR=10). 

            

Figure 5. The wings tested (straight, curved and 
swept) 

The first results concern a straight wing with an 

elliptic chord distribution ( 2
0( ) 1c y c y= − ) (see 

figure 5) for a sinusoidal pitch ramp : 
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max
0

π
( ) 1 cos

t
t

t
α α

 
= − 

 
  for 0tt ≤  

max)( αα =t                       for 0tt ≥  

(30) 

For this computation, 
0 0.2 mc =  and 2 mb =  

so that AR 10= , 1m/sU∞ = , 
max 10α = °  and 

0 0.6st = . All the following results consider a non 

dimensional time 
0

U
t t

c
∞=ɶ  and are obtained with 

discretisation assuring spatial and temporal 
convergency. Computation was here done using a 
discretisation of 40 points on the lifting line and a 
time step of 0.05 s and it took just a few minutes on 
a personal computer. Figure 6 shows the evolution 
of the non dimensional circulation )0(/)( 0ΓΓ y  and 

the evolution of the lift coefficient (or the normal 
coefficient for the VLM) on the middle section of 
the wing. It shows good agreement with the VLM 
results and improvement compared to results 
obtained by Le Bouar. These improvements come 
from the better numerical treatment of the finite-
part integrals. 

 

 

Figure 6. Circulation and lift evolution for a 
straight wing 

Circulation distribution for this elliptic wing 
after 20 chords is also very close to the classical 
results in the steady case obtained with the Glauert-
Carafoli analytical solution. The wake shed during 
the pitch ramp is shown in figure 7. It presents 
smooth rolling up of the tip vortices. 

 

 
 

Figure 7. The wake distortion 
 

To validate this approach for more critical 
cases, a computation is done for a more curved and 
swept wing and for an incidence step of 10°. The 
quarter chord equation is given by 2( ) 0.5l y y= (see 

figure 5). Circulation evolution at 0.5my =  still is 

in good agreement with the lifting surface results. 

 

Figure 8. Circulation evolution for a curved wing 

Finally, a computation is done for the swept 
wing presented in figure 5. This wing is out of the 
frame of the theory as curvature tends to 0 at the 
apex of the wing. This problem is overcome by 
regularising the apex on a region that represents 
here 15% of the total span. Figure 9 shows the non 
dimensional circulation distribution for 4st =  after 

a pitch ramp of 0t = 0.6 s. 
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Figure 9. Circulation distribution for a swept 
wing 

5. CONCLUSIONS AND PERSPECTIVES 
An unsteady lifting line approach for 

computing curved and swept wings was described. 
This work derives from the matched asymptotic 
expansion done by Guermond and Sellier and also 
includes a rigorous free wake model. 

Comparisons of our approach with lifting 
surface results show very good agreements for 
different curved wings even for highly unsteady 
motions. 

Furthermore, the advantage of our approach is 
that it is much faster than CDF computations and 
compared with lifting surface method, it also offers 
the possibility to take into account real fluid effects 
such as compressibility or viscous effects. This is 
now being incorporated in a helicopter rotor 
simulation tool that is used, for instance, to perform 
aero acoustic or flight mechanics computations and 
that was based on the previous study done by Le 
Bouar [3]. 
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ABSTRACT  

This work deals with numerical solution of 

transonic flow past a 2D profile (steady viscous 

turbulent flow) and a 3D swept wing (steady 

inviscid flow). In this work we use several types of 

finite volume schemes. Firstly explicit schemes 

based on Lax-Wendroff type schemes in the cell-

centered (MacCormack) and cell-vertex (Ron-Ho-

Ni) form are used. For 2D steady and turbulent 

flows over RAE 2822 authors used implicit scheme 

based on modern ENO and ROE schemes. For all 

computational results authors used solver developed 

at our department and in Aeronautical Research and 

Test Institute in Prague Letňany during long term 

research work in this field. 

Keywords: cell-centered scheme, cell-vertex 

scheme, Euler equations, RANS, transonic flows,  

turbulence modelling  

NOMENCLATURE 

F  inviscid physical flux vector in x 

  direction 

G  inviscid physical flux vector in y 

  direction 

Pr [-] Prandtl number 

R  viscous physical flux vector in x 

  direction 

S  viscous physical flux vector in y 

  direction 

T [-] non-dimensional temperature 

W  vector of conservative variable 

cp [-] static pressure coefficient 

cV [-] static volume coefficient 

e [-] total energy per unit volume 

k [-] heat conductivity coefficient 

p [Pa] static pressure 

u [m/s] x component of velocity vector 

v [m/s] y component of velocity vector 

w [m/s] z component of velocity vector 

η [-] dynamical viscosity 

κ [-] constant 

ρ [kg/m
3
] density 

τ [-] viscosity tensor 

 

 

Subscripts and Superscripts 

t, x, y, z  partial derivative with respect to 

  spatial coordinate and time 

1  inlet conditions 

 

 

1. INTRODUCTION 

A mathematical model of viscous turbulent 

flow is represented by a system of Navier-Stokes 

equations. Several types of schemes (ENO/WENO, 

Roe, MacCormack, Ron-Ho-Ni) are used for 

numerical solution of steady flows around RAE 

2822 profile (2D)  and over a wing (modified 

NACA profile, L-AS28).  

 

2. MATHEMATICAL MODEL 

To describe compressible viscous flow over a 

profile the system of the Navier-Stokes equations is 

used. 

 

 

yxyxt SRGFW +=++ , (1) 

 

where 
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To solve this system, also the following relation has 

to be added 
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For turbulent flows RANS computation (Reynolds 

Average Navier-Stokes Equation) are used [8]. In 

two dimensional inviscid case the viscous fluxes in 

(1) are neglected and the system of Euler equations 

is has the form 

 

.0=++ yxt GFW  (2) 

 

For 3D inviscid computation the system (2) is 

simply extended into three dimensions, then the 

velocity vector will have three components (u, v, w) 

and we will get the system of Euler equation as 

follow: 

 

.0=+++ zyxt HGFW  (3) 

 

3. NUMERICAL SOLUTION 

3.1. Grid generation 

Authors have used several types of finite 

volumes grids. For 2D case of flow over RAE 2822 

C-type grid refined near the profile was used. 

Similarly for 3D transonic flows over a swept wing 

L-AS28 an extended 2D C-type mesh was used. For 

3D swept wing with modified 2D NACA 0012 

profile H-type finite volumes mesh was used see 

Figure 1. 

 

 
 
Figure 1. H-mesh for 3D computation of steady 

inviscid flow over a swept wing (modified NACA 

0012). 

3.2. Numerical schemes 

Several types of finite volume schemes were 

used. 

3.2.1 2D viscous steady turbulent flow over 
a Rae 2822 profile 

For viscous steady turbulent flow over RAE 

2822 profile two independently developed methods 

based on the finite volume method (FVM) with 

piecewise linear reconstruction of solution with the 

second order of accuracy were developed. The first 

was an ENO/WENO scheme (implicit, solved by 

GMRES with ILU preconditioning). In this case the 

least square reconstruction (WSLSQR – see [1]) 

was used. Numerical fluxes were computed by 

AUSMPW+ method [2] and as a turbulence model 

the Kok TNT model mentioned in [3] was used.  

In the second case authors have used the ROE 

method with Barth limiter [4] and Menter SST 

turbulence model [5] . Both methods use for time 

integration first order implicit scheme which is 

suitable for stationary problems. For results see the 

Figures No. 2 – No. 9. 

3.2.2. 3D inviscid steady flow around a 
swept wing with modified NACA 0012 
profile 

For computation an extension of 2D predictor-

corrector MacCormack scheme [6] into three 
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dimensions with 2
nd

 order Jameson artificial 

dissipation was used.  

3.2.3 3D inviscid steady flow around a 
swept wing L-AS28 

The second case of 3D flow that was 

considered is flow around the L-AS28 wing (used 

in the Czech advanced light combat aircraft L-159). 

For the computation the simple configuration of 

wing fixed in a wall has been used (as in the 

previous case). The used method is based on cell-

vertex Ron-Ho-Ni scheme and described 

completely in [7]. Obtained results are compared to 

the experimental data of Research and Test 

Aeronautical Institute in Prague Letňany. 

Differences between the numerical solution and 

experimental results are above all in the intensity of 

the shock wave (Figures No. 14 – No. 17). 

3. SOME NUMERICAL RESULTS 

3.1. 2D model, RAE 2822 

Flow over RAE 2822 was computed for two 

regimes: subsonic (M1 = 0.604, α1 = 2.12°) and 

transonic (M1 = 0.729, α1 = 2.31°). Fig. 2 – Fig. 9 

show isolines of Mach number and distribution of  

cp and cf compared with experimental results for 

both cases. It is possible to see that both numerical 

results using different schemes and also turbulent 

models achieved practically the same results and 

comparison with experiment seems to be also 

satisfactory. 

 

3.1.1. Subsonic regime, M1 = 0.604,              
α1 = 2.12° 

 

 
Figure 2. Isolines of Mach number, RAE 2822, 

∆M = 0.05, Roe scheme, SST model. 

 

 
 

Figure 3. Behaviour of cp on the upper and lower 

side of the profile. 

 

 

 

 
 

Figure 4. Behaviour of cp on the upper and lower 

side of the profile. 
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Figure 5. Isolines of Mach number, RAE 2822, 

∆M = 0.05, WLSQR scheme, TNT k-ω model. 

3.1.2. Transonic regime, M1 = 0.729,              
α1 = 2.31° 

 
 

Figure 6. Isolines of Mach number, RAE 2822, 

∆M = 0.05, WLSQR scheme, TNT k-ω model. 

 

 

 
Figure 7. Isolines of Mach number, RAE 2822, 

∆M = 0.05, Roe scheme, SST model. 

 

 
 

Figure 8. Behaviour of cp on the upper and lower 

side of the profile. 

 

 
 

Figure 9.  Behaviour of cp on the upper and 

lower side of the profile. 

3.2. 3D model, modified NACA 0012. 

In this case authors show first numerical results 

of flow over 3D wing developed by extension of 2D 

NACA 0012 profile. Two cases of the same M1 = 

252



0.85 and different angles of attack are considered 

and computed. Results are presented in form of the 

isolines of Mach number on the wing and the wall 

and its behaviour on the upper and lower side of the 

wing in four cuts for z = const. (Figures No. 10 – 

No. 13). 

 

 

 

 
 

Figure 10. Isolines of Mach number, M1 = 0.85,  

α1 = 0°. 

 

 

 
 

Figure 11. Behaviour of Mach number on the 

profile M1 = 0.85,  α1 = 0°. 

 

 

 

 

 
 
Figure 12. Isolines of Mach number, M1 = 0.85,  

α1 = 1.25°. 

 

 

 
 

Figure 13. Behaviour of Mach number on the 

upper and lower side of the profile M1 = 0.85,  α1 

= 1.25°. 

3.3. 3D model, L-AS28 wing. 

The last case considers 3D wing (L-AS28) of 

Czech production. Here numerical results of 

inviscid model are compared with experimental 

results (distribution of cp) of Research and Test 

Aeronautical Institute in Prague Letňany. 
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Figure 14. Behaviour of cp on the wing, M1 = 0.8,  

α1 = 2°, experimental result. 

 

 
 
Figure 15. Behaviour of cp on the wing, M1 = 0.8,  

α1 = 2°, numerical result. 

 

 

 

 
 

Figure 16. Numerical result – isobars on the 

wing, M1 = 0.8,  α1 = 2°. 

 

 

 

 

 

 
 

Figure 17. Comparison of cp in the central cut, 

M1 = 0.8,  α1 = 2°, experimental result. 

 

 

 

4. CONCLUSIONS 

The numerical methods for solving following 

problems were developed: 

a) 2D steady viscous turbulent flow. In this 

case, two different implicit schemes were 

used and compared. 

b) A simple test case of 3D steady inviscid 

flow (swept wing with modified NACA 

0012 profile fixed in the wall). In order to 

obtain first results an explicit 2
nd

 order 

scheme with added artificial viscosity was 

used. 

c) 3D steady inviscid flow around a real wing   

L-AS28 solved by a cell-vertex Ron-Ho-Ni 

FVM scheme and compared to 

experimental data. 

In future the work will continue with 

implementation of an implicit schemes suitable for 

solving 3D viscous turbulent flows (in case of 

current 3D inviscid schemes) and  extension of 

mentioned methods to nonstationary problems. 
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ABSTRACT  
Hang-gliders are ultralight gliding planes used 

for leisure purposes. They can be with or without 
engine but its wing is similar in both cases. The 
wing has the following characteristics: delta-wing, 
S-profile, and its shape changes flexibly and 
elastically under wind load. In this paper as a first 
step the flow around two commercial hang-glider 
wings is simulated, and a very good agreement with 
experimental results is obtained. Several well-
known features of the flow are reproduced. The 
flight characteristics experienced by pilots are also 
reflected in the CFD results. As a second step a new 
concept is proposed. Based upon the observation 
that large predator birds use separately standing 
strong feathers at the trailing edge of the wing 
during gliding (probably to save energy) a so-called 
wing-grid theory has been developed. This theory 
has been already successfully tried in small 
conventional airplanes and the tests resulted in a 
significant fuel saving. Here a commercial wing 
geometry has been modified by replacing the last 
fifth of the wing by “feathers” – small winglets 
attached to the rest of the wing body. The purpose 
of the modifications is to get a better glide ratio 
while keeping the other flight parameters constant. 
The geometrical characteristics of the winglets have 
been systematically varied and the optimum 
searched for. The improvement in the glide ratio 
compared with the original wing seems to be 
encouraging. 

Keywords : Hang-glider, wing, wing-grid. 

NOMENCLATURE 
c [-] force coefficient 
F [N] force 
H [-] averaged quadratic error 
l [mm] chord length of the feathers 
N [-] number of the data points 
r [mm] slit size between feathers 

v [m/s] relative velocity 
y+ [-] wall coordinate 
γi  [-] setting angles of the feathers  
ε [-] glide ratio 
ρ [kg/m3] air density 
 
 
Subscripts and Superscripts 
calc  data from the CFD simulations 
L, D  lift, drag  
measured data from the measurements 
min, max 

1. INTRODUCTION 
Hang-gliding is one of the most popular 

aviation sports. There are hang-gliders with or 
without engine but their wings are similar in both 
cases.  

The hang-glider has several specific features as 
opposed to traditional aircraft:  

• steering by centre of gravity control; 
• delta-wing; 
• the wing shape changes flexibly and 

elastically under wind load; 
Since there is no control surface and stabilizer in the 
hang-glider, the wing is swept and has an S-profile. 
For these reasons, the detailed measurement and 
calculation of its aerodynamic characteristics is 
very difficult [1]. Wind tunnel experiments are 
prohibitively expensive, because the span of a 
typical hang-glider is 10 m or more. Building a 
physical model which reproduces the flexible and 
elastic features as well is great challenge. 

Another experimental method is to measure 
with a special measuring car [2]. This method has 
been standardized by the DHV (Deutscher Hänge-
gleiterverband) for the international certification of 
hang-gliders.   

Nowadays, there is no easy, cheap, and 
sufficiently reliable method to characterize a hang-
glider wing. In these days, just as in the heroic age 
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of hang-gliding, the designers rely mainly on test-
pilots’ reports during the development process. 

The fast improvement of computer capacity, as 
well as of the numerical solving algorithms of the 3-
dimensional Navier-Stokes equations has opened 
the door to an alternative approach of the wing 
development. Although the coupled elasticity-fluid 
mechanics problem is at the moment still too 
complicated [3, 4, 5], by ignoring the flexible and 
elastic changes, assuming a rigid wing and solving 
only the flow equations provides also valuable 
insights into the aerodynamic behaviour of the 
wings. To this end, commercial “Computational 
Fluid Dynamics” (CFD) software was used to check 
the influence of certain geometrical changes. In this 
paper two existing hang-glider types have been 
investigated and on the basis of the second a new 
concept was tried.  

 

2. CFD MODELLING OF A HANG-
GLIDER 

2.1 The modelled hang-glider types 
The first modelled type is called Magic III 

(Figure 1.). Although it was developed in 1984 it is 
still in use and its flying parameters are perfectly all 
right. 

The basic parameters of Magic III are: 
• wing span: 10.7 m 
• wing area: 16 m2 
• sweep angle: 30o  
• vmin: 25 km/h 
• vmax: 80 km/h 

 

Figure 1. Photo of the Magic III 

The second modelled wing geometry is called 
Süsü II (Figure 2.). This is a new hang-glider type 
with a small engine. It was developed by the 
Danubian Aircraft Company Hungary in 1996 but it 
is not yet in serial production, only one prototype 
exists. The design philosophy of Süsü II. was to 
create a wing with a higher glide ratio at the price of 
a more complicated structure and larger instability. 

The basic parameters of Süsü II: 
• Wing span: 10.4 m 
• Wing area: 16.5 m2 
• Sweep angle: 34o 
• vmin: 35 km/h 
• vmax: 135 km/h 

 

Figure 2. Photo of the Süsü II 

2.2 Model building 

2.2.1 The geometrical model 
The geometrical model and the mesh was 

prepared with the software ANSYS ICEM 4.8. 
Since the hang-glider wing is symmetrical, and it is 
assumed that the flow is also symmetrical only the 
half of the wing-model was used.  

The geometry was recorded by point by point 
measurements. Ten profile sections were selected 
parallel to the keel tube and each profile was 
covered by a reasonable number of points. In order 
to achieve the same form as during normal flight, 
the wing was loaded by sand. At the end the wing 
was reproduced by 140 points. The point 
coordinates were read into ICEM by a custom-made 
code automatically. First the profile sections were 
reproduced using spline fitting and then the surface 
was formed from the curve array using 2D spline 
fitting.  

 

Figure 3. The block-structure and the grid 
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The half wing was enclosed into a significantly 
larger hexagon (Figure 3.) It had to be ensured that 
the boundaries are far enough that they do not 
disturb the flow.  

For this model block-structured hexagonal 
mesh was used, because the accuracy and 
convergence properties are clearly advantageous 
over an unstructured mesh. The price to be paid is 
the larger effort to prepare the mesh. The final grid 
in each case included approximately 900000 
elements. A significantly denser mesh was used in 
the vicinity of solid surfaces, the first element high 
being typically 5 mm corresponding to an y+ of 200. 

2.2.2 The physical model 
The physical model was built using the 

commercial CFD software ANSYS CFX 5.7.  
The flow was assumed to be steady, 

incompressible, isothermal and turbulent. The fluid 
used was air at 25 ºC, with a density of 1.185 kg/m3 
and a dynamic viscosity of 1.831*10-5 kg/ms. 

Two turbulence models were tried: the k-ε and 
the SST (Shear Stress Transport). In one selected 
case a comparison between the two models were 
made. Although the k-ε model converges 
significantly faster, the results of the SST model, 
especially the vortex structure corresponds more to 
the expectations. Therefore the SST turbulence 
model was selected.  

The boundary conditions are shown in Fig.4. 
The inlet boundary condition was uniform velocity 
entry. On the wing surface no slip condition was 
used. The symmetry plane was used because of the 
assumed symmetry of the flow and on the rest of 
the surfaces the so-called opening boundary 
condition was used meaning a constant static 
pressure but not specifying the flow direction. A 
second order spatial discretisation scheme was used. 

 

      

 

Figure 4. The location of the boundary 
conditions 

2.3 Validation 
Since the shape of hang-glider wing changes 

flexibly and elastically under wind load, which is 
neglected here, the flow is highly complex and to 
the best knowledge of the authors there is no other 
CFD simulation, on hang-glider this simulation 
must be validated. For this purpose the measured 
data of Cook and Kilkenny [2] are used.  

2.3.1 Description of the experiment of [2] 
Three hang-glider wings were the subject of 

aerodynamic investigation. The experimental 
equipment was the British mobile test facility 
designed for full-scale measurements on hang-
glider wings, with a microcomputer for the analysis 
of the recorded test data. This is a car with an 8 m 
high beam structure (the higher the wing hangs, the 
less it is affected by disturbances from the ground) 
where the wing is hung and equipped by a six-
component force and moment measurement device. 
The test rig also includes an air speed anemometer 
and a direction indicator. Three different hang-
glider types were measured with this facility in a 
wide angle of attack range (-15º÷40º) and for 
various velocities one of which was Magic III. The 
lift, drag and pitching moment coefficients were 
determined in this experiment as well as flow 
visualisations have been made. These values are 
used for the validation of our calculations. 

2.3.2 Results of validation 
The model of Magic III was simulated with 

10.9 m/s inlet velocity (in accordance with the 
experiments) and with eight different angles of 
attack (-5o, 0o, 5o, 10o, 15o, 21o, 25o, 30o). The 
comparison of the measured and calculated drag 
and lift coefficients, defined by Eq. (1) [6], are 
presented in Fig.5.  
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(1) 

 
Considering the difficulties both in the 

measurements and in the simulations the agreement 
is excellent. This means a large boost of confidence 
to believe in the accuracy of the further simulations. 
It has to be noted that at 25o and 30o the simulation 
does not converge to a steady state probably 
indicating transient periodic flow. Therefore the 
values are not as certain as in the previous points. 
For a quantitative description of the deviation of the 
experimental data from the calculated ones the 
averaged quadratic error H, defined by Eq. (2), is 
used. 
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Figure 5. Measured and calculated values of cD 
and cL of Magic III, as a function of the angle of 
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The value of H is non-dimensionalised by the 
maximum values of CL and CD. This value is 24% 
for CD and 8% for CL. Nevertheless in many points 
the agreement is much better than that. Particularly 
encouraging is the fact that the best agreement is 
obtained at 15º which is the normal flying position 
at the given velocity. The measured shape also 
belongs to this flying angle. At other angles the 
larger disagreement is not surprising since the wing 
shape flexible and elastically deforms away from 
the normal flying position.  

A marked difference between measured and 
simulated values can be seen in the angle of stall. 
The simulations predict the appearance of stall at 
about 25º as compared to about 35º for the 
measurements (not shown in the figure). This can 
again be attributed to the uncertainties in the shape 
of the wing at various loads. 

The results of the flow visualisation in [2] are 
also well reproduced by the simulation, such as 
streamlines or separation zones. 

The forgoing results provide a basis of trust for 
the coming simulations with other geometries. 

2.4 Investigation of the new wing 
prototype 

The new concept was a hang-glider wing 
prototype, the Süsü II. This wing is a most profile-

true and a tight concept, and it has a different, 
rounded wingtip. This wing is modelled and 
simulated under similar conditions as Magic III.  

2.4.1 Results of the comparison 
The purpose of the comparison was to 

determine the advantages and disadvantages of the 
new wing type. The comparison included the drag 
and lift coefficient, the force distribution, glide ratio 
(Eq.(3)) and the Trefftz-planes.  

Figure 6 shows the drag and the lift coefficients 
plotted against the angles of attack by the two cases. 
The designers expected that the wing produced 
more lift force at the price of a larger instability. 
This means among other things a better climbing 
ability (shorter runway). This property was 
confirmed by the test pilot. The simulations are in 
complete agreement with the expectations. The lift 
force is higher in the whole investigated range of 
angles than that of Magic III, while even the drag 
force is lower up to 15º in the case of Süsü II and 
becomes higher only at larger angles. 
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Figure 6. cD and cL obtained from the simulation 
of Magic III and Süsü II  

The glide ratio is used to express the ratio of drag 
force and lift force. The smaller this value, the 
better is the wing. 
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Table 1. The glide ratios 

Angle of 
attack Magic III Süsü II 

5 1.212 0.207 
10 0.357 0.070 
15 0.113 0.079 
21 0.087 0.110 
25 0.129 0.180 
30 0.228 0.310 

 
The best glide ratio is associated with Süsü II at 

10° (shows in table 1). The optimum glide ratio is 
reached at different angles by different types. The 
reason for this is that the two types are designed for 
different velocities. 

The two types have different wingtips; Magic 
III. has an edgy one, whereas Süsü II has a rounded 
one. Therefore the established flow fields and the 
vortices are different. To examine the influence of 
wingtip design on the vortices and the drag force, 
the vortices can be visually compared with the help 
of the so-called Trefftz-plane (a plane behind the 
wing perpendicular to the symmetry-plane and the 
plane of the wing), 20 m from the inlet.  

 

 

Figure 7. Pressures on the Trefftz-plane (top: 
MagicIII, bottom: Süsü II) 

These plots indicate that the rounded wingtip 
(Süsü II) produced smoother, less intensive pressure 
trace. Hence, this rounded wingtip produced less 
induced drag force so that is one reason for the 
decreased drag force by Süsü II. 

In the case of a swept wing, the effective angle 
of attack grows in the direction of the trailing edge. 
Therefore the form of the force distribution on the 
wing deviates from the ideal (half-parabola) form. 

This gives an advantage regarding stability in the 
vicinity of stall but the glide ratio is worse than that 
of an ideal wing [6, 7]. 

Figure 8. shows the force distribution on the 
wings. The distribution on the Süsü II wing is more 
uniform; hence, from the viewpoint of load this is 
advantageous. 

Of course these calculations are far from a full 
aerodynamic analysis, but demonstrate well that the 
Süsü II type has good flying parameters. In the next 
chapter an attempt is made to improve the 
characteristics even further using a new concept. 

3. THE WING-GRID 
The hang-glider is a relatively new flying 

device (since ~1970), but it has been developing 
continuously. The improvements have focussed on 
efficiency and safety (stability, good 
manoeuvrability). The new concept is aimed at 
improving both properties at the same time. 

The wing-grid is a specially designed wingtip 
device. The basic idea is stolen from nature. It has 
been observed that large birds have large feathers at 
the end of their wings which they simply spread and 
keep steady while they glide. With this device some 
large birds can make up for the disadvantage of 
their small aspect ratio wings and can achieve the 
same glide ratios as birds with large aspect ratio 
wings [8]. In our case this means a sectioning of the 
wing-tip perpendicular to the keel tube (symmetry 
plane) [1]. It has been hoped that with this geometry 
change the drag force would be reduced. 

3.1 The wing-grid theory 
The theoretical reasoning behind this idea is the 

following. One of the most important components 
of the drag force is the induced drag. The induced 
drag is due to a vortex attached to the wing. 
According to the second vortex-law of Helmholtz a 
vortex-tube can’t close in a flow field, it can create 
only a closed vortex-loop [9, 10]. 

 

 

Figure 8. Force distribution (above: Magic III, 
below: Süsü II )  
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Therefore the starting vortex is bundled with 
the bound vortex on the wing. Those bundled 
vortices are called trailing vortices. On account of 
the pressure-difference between the upper and 
lower side of the wing, the fluid moves towards the 
trailing edges. As a consequence a vortex system 
rolls up onto the trailing edges [6, 7]. Those vortices 
are called induced vortices, and this vortex is 
created at each wingtip.  The induced drag is caused 
by this vortex. The dimensioning and design of the 
vortex is an important part of the design of a wing.  

The wing-grid is supposed to cut up the induced 
vortex thereby creating many smaller vortices. The 
smaller vortices change the velocity direction 
around the airfoil less than the large vortices and 
also dissipate faster thereby reducing the induced 
drag [8].  

3.2 Implementation in the hang-glider 
The goals of the hang-glider with wing-grid 

configuration are to reduce the glide ratio by 
reducing the induced drag, and to improve the 
stability and the manoeuvrability of the hang-glider 
with a possible reduction of wing span and chord 
length. 

3.2.1 The basic design 
For the design of the first modified geometry 

the bird’s wing-design and the results of the La 
Roche Consultants [8] are used.  Based on the 
investigation of the bird wings, the last 20 % of the 
hang-glider wing was cut off and “feather” wings 
were attached. 

In order to keep the calculations and the 
possible later manufacturing simple only three 
feathers per side were used.   

For the profile of the feathers a NACA1412 
type was selected in Designs I. and II. This profile-
type produced a small drag and lift force for the 
investigated angles of attack. That was important to 
separate the effect of wing-grid from the individual 
properties of the feather wings. In addition, in 
Design III., a Gö647 profile was used. This is the 
same profile as the original one. 
 

 

Figure 9. The main parameters of the wing-grid 

In this structure a lot of parameters could be 
varied but the number of versions for the CFD study 
had to be limited. Therefore three feather designs 
and three main parameters were selected. The three 
main parameters were (Fig. 9.): 

• Chord length of the feathers (l) 
• The setting angles of the feathers (γi) 
• The slit size between feathers (r); 

Significant difference exists only between Design I. 
and Design III. Design II. is only a rounded version 
of Design I. These parameters are changed in a 
systematic way and the geometries tested by CFD. 
All the geometries were solved with a 10˚ angle of 
attack, with the same velocity, 10.9 m/s and with 
the same boundary conditions, only the geometry 
and thus the numerical grid differed.  

3.3 Results of the wing-grid 
From the 15 versions simulated, 11 had the 

same feather design. The investigation focused on 
the drag and the lift coefficients and the glide ratio, 
so primarily the performance parameters and not the 
stability was examined. 

All the results are summarized in Table 2. 
Some of the results are shown in Fig. 10. There are 
two cases in which the glide ratio has a better value 
than the original Süsü II wing. These two values are 
associated with Design III. at -5˚ and 25˚ angle of 
attack. Therefore the concept of Design III. is better 
than the others for extreme flying positions. Maybe 
the profile of the feathers is good but the setting 
angles aren’t perfect. 
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Figure 10. The glide-ratios of the wings with and 
without wing-grid as a function of the angle of 
attack 

The other designs (I. and II.) produced worse 
glide ratios. Probably the selected profile-type is not 
optimum because the feathers produced only drag 
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forces with less lift force than in the original Süsü 
design. 

Table 2. The glide-ratios of wing-grid designs. 

Design r Angle of 
attack Glide ratio 

I. 0 15 0.1 
I. 15  -5 -0.24 
I. 15          5 0.26 
I. 15 10 0.09 
I. 15 15 0.1 
I. 15 20 0.14 
I. 15 25 0.32 
I. 21.1 10 0.085 
I. 37.3 10 0.084 
I. 52.4 10 0.084 
I. 70.5 10 0.087 
II. 37.3 10 0.09 
III. 13.5  -5 -0.27 
III. 13.5 10 0.07 
III. 13.5 25 0.17 
 
On the basis of the results of Design I. it is clear 

that a slit size over about 20 mm has no significant 
effect on the glide ratio in this Reynolds number 
range. Therefore, this is the minimum feather 
distance above which there is no interaction 
between the flows around neighbouring feathers 
(with l = 24.2 mm). 

Another remarkable result is, that Design II. 
produces a higher glide ratio than Design I. If the 
forces are compared for these two geometries, it is 
found that Design II. reached a smaller drag and a 
smaller lift either. The rounded form reduces the 
drag force of the wing-grid by rounding off the 
sharp edges but at the same time the presence of the 
transition between the main wing and feather 
reduces the effective wing-span and thus the lift 
force too. 

The wing-grid has other effects which are not 
reflected in the glide ratios. These effects can be 
studied with the help of the streamlines and of the 
Trefftz-planes, shown in Figs. 11. 

The Trefftz-planes show that the wing with 
wing-grid (Design III.) produces a smoother 
pressure track, and the pressure values in the vortex 
core are larger. Therefore this wing-grid reduced 
the intensity of the wingtip vortex. 

In summary, the concrete wing grid geometry 
used in this paper has not fulfilled the expectations. 
Nevertheless it can be explained by the fact that the 
basis of comparison with the old design was not 
quite correct. There are several encouraging signs 
showing that the concept has a future.  

 
 

 

 

 

Figure 11. Trefftz-planes (above: Süsü II, 
bottom: Design III.) 

4. SUMMARY 
In this paper several hang-glider designs have 

been numerically simulated using a commercial 
code. A simulation on an existing design has shown 
that it is a suitable tool to estimate the flying 
parameters without building expensive prototypes 
and performing expensive and not infrequently 
dangerous experiments. The agreement with 
experimental results was excellent. In a second step 
a new design was simulated for which no 
experimental data are available but the aim of the 
designer was known. The results again confirmed 
all the expectations: in most of the flying 
parameters the new design proved to be superior 
over the old one. The limitation of the simulation in 
this moment is that the flexible and elastic 
deformation of the wing is not taken into account. 
In a future work a coupled simulation could be 
performed on the wing-flow interaction. 

In the last step a new concept, the wing grid 
design was tried. The flying parameters have not 
improved to the extent originally expected but there 
are encouraging signs that the concept is correct. 
Many further parameter studies are necessary to 
reach an optimum design. 
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ABSTRACT 
The present work focuses on the application of 

a near-wall, wall-normal free, second-moment 
closure (SMC) model in the RANS (Reynolds-
Averaged Navier-Stokes) framework in computing 
the (compressible) transonic flow past aircraft 
configurations and their elements (airfoils and 
wings). The flow geometries primarily considered 
in this work include the transonic RAE 2822 
profiles (cases 9 and 10), the ONERA M6 wing and 
the ALVAST wing-body configuration. The SMC 
predictions show encouraging results with respect 
to the shock position and its structure and the 
strength of the wing-tip vortex. 

Keywords: RANS, Reynolds-stress models, near-
wall treatment, transonic flow configurations, 
aircraft aerodynamics 

1. INTRODUCTION 
Computational Fluid Dynamics (CFD) is 

nowadays regarded as an indispensable tool in 
aerodynamic design and optimization. The 
application of efficient CFD methods in aircraft 
aerodynamics and related disciplines enables 
reduction of costs and shortens substantially the 
time for development in aircraft industry. 
Furthermore, the employment of CFD methods 
supports to a large extent a detailed evaluation of 
new technologies and concepts as well as 
alternative configurations with respect to security, 
environmental (e.g., noise pollution) and economic 
aspects of transport and passenger aircrafts. 
Together with the high-lift configurations 
corresponding to the take-off and landing regimes, 
the high-speed, cruise-flight configurations play 
important role in the entire operational range of an 
aircraft. The transport and passenger aircrafts 

operate at the cruise flight velocities corresponding 
to the Mach number ranging in interval 

85.075.0 −=Ma . The associated flow regime past 
an aircraft wing is of transonic nature. It is 
characterized by development of a closed, wall-
bounded supersonic flow region at the upper wing 
surface, Fig. 1 (its appearance at the lower wing 
surface is also possible depending on its curvature 
and the angle of attack). 

 

Figure 1. Mach-number contours in the tran-
sonic flow around RAE2822/10 profile 

The flow is strongly accelerated reaching the 
sound velocity at the leading edge of the wing. The 
supersonic region spreads behind the so-called 
sound line, denoting the isoline with 0.1=Ma . The 
pressure increase behind the maximum profile 
thickness causes the formation of a shock wave 
which closes the supersonic region. The shock front 
proceeds almost orthogonally to the wing profile 
contour. Transonic flows are further featured by the 
boundary layer-shock interaction with respect to the 
boundary layer thickening due to adverse pressure 
gradient and in some cases the shock-induced 
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separation occurs. The change of the flow regime – 
from subsonic regime to supersonic one and 
opposite – implies the solving of a combined 
elliptic/hyperbolic flow problem. These features as 
well as the compressible properties of the flow in 
general pose a special challenge not only for the 
numerical treatment but also for turbulence models. 
The work focuses on the application of a near-wall 
second-moment closure (SMC) model, which 
accounts separately for both viscous effects and 
kinematic wall blockage with respect to the 
anisotropic nature of the Reynolds-stress and stress 
dissipation fields. 

2. COMPUTATIONAL METHOD 
The continuity, momentum and energy 

equations governing the compressible flow with 
relevance to the aircraft aerodynamics are given in 
differential form in the Reynolds-Averaged Navier-
Stokes framework as follows: 
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Where, a Newtonian fluid with the stress tensor and 
a Fourier type heat flux 
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is assumed. In these material laws the dynamic 
viscosity follows from Sutherland’s formula and the 
heat conductivity is related to the dynamic viscosity 
via a constant Prandtl number. Thermodynamic 
closure is achieved by the assumption of an ideal, 
calorically perfect gas. Note, that the contribution of 
turbulent diffusion kkDρ  to the total energy 

equation and the contribution of the kinetic 
turbulence energy to the total energy E and total 
enthalpy H are usually neglected. 

The following sections outline the description 
of the turbulence model used and numerical method 
applied. 

2.1. Turbulence Modelling 
All computations were performed with a wall-

normal free version of the low-Re number Second-
Moment (Reynolds stress) closure model (RSM) 
due to Hanjalic and Jakirlic (1998). The model 
satisfies all important requirements, with a specific 
emphasis on limiting states of turbulence (vanishing 
and very high turbulence Re numbers, two-
component limit,...), reproducing the laminar-to-
turbulent and reverse transition (by-pass and shear-
generated transition with minimum background 
turbulence), appropriate reproduction of effects of 
extra strain rates (transverse shear, skew-induced 
three-dimensionality), high acceleration (including 
laminarization), high deceleration (approaching 
separation), swirl effects, mean compression, flow 
separation, recirculation and reattachment, see e.g. 
Hanjalic and Jakirlic (2002). The best illustration 
for the model’s ability to account properly for a 
large deviation from the equilibrium conditions is 
given in Fig. 2, where semi-log plots of the mean 
velocity are presented for several boundary layer 
flows subjected to different pressure gradients 
(favourable and adverse) featuring the flow 
phenomena pertinent to aircraft aerodynamics. 
 

Figure 2. Semi-log plots of the mean axial 
velocity in the boundary layers subjected to 
different pressure gradients 

Another interesting model feature accounts 
separately for the wall effects on anisotropy of 
stress bearing and dissipative scales by introducing 
both the turbulent stress and dissipation rate 
anisotropy ( A  and E ; 8)(91 32 AAA −−= , 

jiijaaA =2 , kijkij aaaA =3 ; 8)(91 32 EEE −−= , 

jiijeeE =2 , kijkij eeeE =3 ) in addition to viscosity 

effects taken into account via )(Re 2 νεkt =  The 
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strong difference in the anisotropy rates of both 
tensors ( 32 ijjiij kuua δ−=  and 

32 ijijije δεε −= ) expressed in terms of their two-
componentality factors A  and E  and the 
turbulence model capability to capture them 
correctly is shown in Fig. 3. 
 

Figure 3. Two-componentality parameters A and 
E in a zero-pressure gradient boundary layer 

The precise specification of the entire 
turbulence model is given below. The present near-
wall, second-moment closure model is based on the 
model equations governing the Reynolds stress 
tensor and the dissipation rate of the kinetic energy 
of turbulence: 
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with the following anisotropic formulation of the 
dissipation correlation 
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and a quadratic formulation of the pressure strain 
model 
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with ( )ijjiij xUxUW ∂∂−∂∂= ~~5.0~  being the mean 
vorticity tensor. The wall reflexion term model 
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was made wall-normal free by introducing a unit 
vector pointing into the direction of the non-
homogeneity of the turbulence field, in line with the 
proposal of Gerolymos and Vallet (2002): 

)/()/( 2/32/3 εε AkAkni ∇∇= . 

 
The model coefficients are summarized as follows 
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The turbulent heat flux is modelled in analogy 
to Fourier type heat conduction 
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where the eddy conductivity is computed from an 
equivalent eddy viscosity via the definition of the 
turbulent Prandtl number, i.e. 
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2.2. Numerical Method 
All computations were performed by using the 

DLR FLOWer code, which is well established in 
the academic research and aeronautical industry. It 
employs a variety of turbulence models, ranging 
from eddy viscosity models (Baldwin-Lomax, 
Spalart-Allmaras type, k-ω type) to full Reynolds 
stress models (Wilcox stress-ω, SSG/LRR-ω), 
which have been validated in a large number of test 
cases, ranging from baseline to complete aircraft 
flow configurations, Kroll et al. (2002) and Eisfeld 
(2004). 

The DLR FLOWer code is a Finite Volume 
method for block-structured meshes, solving the 
afore-specified compressible RANS equations with 
any of the above turbulence models. The code is 
density based, i.e. it solves the coupled system of 
continuity, momentum, total energy and turbulence 
equations. For the RANS equations different spatial 
discretization schemes are available, where the most 
common one is a second order central scheme with 
artificial dissipation. An explicit hybrid five-stage 
Runge-Kutta scheme is used for integration that is 
accelerated by local time stepping, implicit residual 
smoothing and a multigrid algorithm (Jameson et 
al., 1981). The convective terms in the equations 
governing the turbulence quantities are discretized 
by a first order upwind scheme, whereas the 
diffusion terms are discretized by a second order 
central scheme. The turbulence equations are 
integrated by an implicit method on the finest level 
only, which has shown to be a highly efficient and 
robust approach (Fassbender, 2004). 

3. RESULTS AND DISCUSSION 
The performances of the turbulence model 

presented are illustrated by computing three 
transonic flow cases: 2-D flow over the RAE2822 
airfoil (Cook et al., 1979), 3-D flow past the 
ONERA M6 wing (Schmitt and Charpin, 1979) and 
the flow over the DLR-ALVAST wing-body 
configuration representing a generic transport 
aircraft model, Burgsmüller and Hoheisel (2000). 
Selected results concerning the wall pressure 

distribution and mean velocity and turbulence fields 
are displayed and discussed in the following 
subsections. 

3.1. RAE2822 
The first example is the transonic flow around a 

RAE2822 airfoil, Cook et al. (1979). A fairly strong 
shock is created near the mid chord ( 55.0/ =cx ). 
Two cases, denoted by Case 9 and 10, characterized 
by 73.0=∞Ma , 6105.6Re ⋅=∞  and 75.0=∞Ma , 

6102.6Re ⋅=∞  respectively, were considered. Both 
airfoil configurations are at an incidence angle of 

o8.2=α . Important difference between the two 
flows is a local, post-shock separation occurring in 
the case 10. Calculations were performed on a C-
type grid consisting of 737x177 grid cells, Fig. 4.  
 

Figure 4. Blow-up of the C-type grid (737x177 
cells) used for the computation of the flow past 
RAE2822 airfoils (every second grid line is 
shown) 

The solution domain is extended to 20 chord 
lengths in all directions. At the solution domain 
boundaries the far-field boundary conditions based 
on the theory of characteristics were applied. 
Transition to turbulence in the experiment was 
induced by tripping the flow near the leading edge 
at 03.0/ =cx  on both upper and lower surfaces of 
the airfoil. The computational treatment of this 
transition location was accounted for by multiplying 
the entire source term (production, redistribution 
and dissipation) in the equations governing the 
Reynolds stresses and dissipation rate by an 
appropriate function providing its zero value in the 
laminar flow part and a unit value in the fully 
turbulent flow region. Furthermore, it should be 
noted that the corrections of the computational 
results obtained under the free-flight conditions 
with respect to the wind tunnel confinement 
(experimental conditions) were introduced in line 
with the proposal of Haase et al. (1993). 

Fig. 5 shows the comparison of the computed 
pressure coefficient distribution with available 
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experimental data for both flow configurations 
considered. The overall agreement is satisfactory. 

 

Figure 5. Pressure coefficient distribution for 
RAE2822 airfoil: case 9 (upper) and case 10 
(lower) 

Figure 6. Mean axial velocity profile evolution in 
the transonic flow over the upper RAE2822-
profile surface for the cases 9 and 10 

Slight discrepancy with respect to the premature 
shock location in the case 9 is noticeable in the 
mean velocity field, Fig. 6. The velocity profile at 
the location E corresponding to the shock position 
indicates a somewhat stronger momentum loss. 
Interestingly, these circumstances don’t influence 
the correct capturing of the flow recovery in the 
post-shock region. The evolution of the mean 
velocity field indicating clearly the boundary layer 
thickening is obtained in good agreement with 
experiment. Both the pre-shock suction pressure 
and the velocity profile immediately after the shock 
wave (location F) were captured well in the case 10. 
However, important discrepancies concerning the 

post-shock region with respect to the local, low-
intensity flow reversal situated around the location 
G were revealed. It should be noted that the present 
near-wall, Reynolds-stress model has never been 
tested before in the flows influenced by 
compressibility. The computations with the model 
modified appropriately to account for the 
compressibility effects are in progress. The 
boundary layer structure is strongly influenced by 
the sudden pressure increase. Fig. 7 shows the 
profiles of the normal Reynolds stress components 
at two streamwise locations corresponding to the 
positions D and F, with the shock wave occurring in 
between. The effects of the increasingly varying 
adverse pressure gradient in the region of shock are 
demonstrated through the intensive turbulence 
production (all stress components experienced 
strong increase) due to strongly enhanced 
irrotational straining with respect to the rapid flow 
deceleration. 

 

Figure 7. RMS of the normal components of the 
Reynolds stress tensor at two selected locations 
at the RAE2822/10-profile before and after the 
shock 

3.2. ONERA M6 Wing 
Flow over the ONERA M6 semi-span wing 

(Schmitt and Charpin, 1979) is calculated at 
84.0=∞Ma , 6100.11Re ⋅=∞  and o8.2=α  angle 

of incidence, Fig. 8. The fully-turbulent calculations 
were performed at the C-C-type grid comprising 
241x65x53 cells, Fig. 9. The solution domain was 
extended to 7.5 chord lengths in the x and y 
directions and 9.5 chord lengths in the z direction. 
Similar as in the previous case, the far-field 
boundary conditions were applied at the solution 
domain boundaries. The symmetry boundary 
conditions were imposed at the x-y (z=0) plane, Fig. 
9.  
The wall pressure contours displayed in Fig. 8 as 
well as the Mach-number contours (Fig. 10) and the 
pressure coefficient distribution (Fig. 11) illustrate 
the region of alternating favourable and adverse 
pressure gradients causing local acceleration and 
deceleration within the supersonic part of the flow. 
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Figure 8. ONERA M6 wing: wall pressure 
contours 

 
Figure 9. Computational grid (241x65x53 cells) 
used for the computation of the flow past 
ONERA M6 wing 

Figure 10. Mach-number contours in the tran-
sonic flow around ONERA M6 wing at 65% 
span. 

 

Figure 11. ONERA M6 wing: pressure 
coefficient distribution at selected spanwise 
location. 

The consequence of such flow behaviour is its 
double-shock-like structure representing a double 
expansion into the supersonic regime. The flow 
experiences a rapid acceleration in the leading edge 
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region of the wing ( 2.01.0/ −=cx ) up to Ma ≈ 1.4, 
Figs. 10 and 11 (upper). A prompt deceleration of 
the flow down to Ma ≈ 1.1 follows creating 
consequently a weak, unstable shock, whose front 
propagates within the supersonic region towards the 
second, fairly strong shock. The second shock 
changes its position depending on the span location. 
The coalescence of the shocks occurs in the final 
15-20% of the wing span in the wing-tip region, 
Fig. 11. The varying positions of both shocks with 
respect to the spanwise location as well as the wall 
pressure magnitude over the entire wing surface are 
reasonably well captured by the present model. The 
pressure coefficient distribution illustrates the 
equality of the wall pressure values at both wing 
surfaces over the whole wing span corresponding to 
the second half of the chord. The only exception is 
the last spanwise position situated directly at the 
wing tip, 99.0=η . Here, the influence of the tip 
vortex created by the flow from the lower wing 
surface upwards the upper wing surface around the 
tip itself on the pressure distribution is clearly 
visible. This feature is reasonably well returned by 
the present model. 

3.3. DLR-ALVAST 
The DLR-ALVAST is a generic transport 

aircraft model that can be equipped with turbine-
driven engine simulators (Kiock, 1996). It has been 
used, e.g. in the EU-project ENIFAIR, for studying 
engine interference effects (Burgsmüller and 
Hoheisel, 2000). 

In the present paper numerical simulations have 
been performed for the clean wing configuration 
(Fig. 12) at a free stream Mach number of 

75.0=∞Ma and a Reynolds number of 
6103.4Re ⋅=  based on the mean chord length. The 

incidence has been varied to achieve a lift 
coefficient of 500.0=LC , which is the design 
point. 
 

Figure 12. DLR-ALVAST wing-body 
configuration: wall pressure contours 

The computations have been carried out on a 
grid consisting of 6101.4 ⋅  cells, where the near 
wall grid lines have a wall distance well below   

11 =+y  all over the geometry, except a small portion 
at the fuselage tail. The artificial dissipation 
coefficients have been set to 2/1)2( =k  for first 
order accuracy at shocks and to 32/1)4( =k  for 
second order in regions where the solution is 
smooth. The relatively high value of the latter has 
been necessary in order to damp oscillations that are 
generated by a separation zone at the wing-body 
junction. Nevertheless a rather low value of the 
Martinelli coefficient (Martinelli and Jameson, 
1988) of 3.0=ζ  could have been used, avoiding 
excessive artificial dissipation in highly stretched 
cells. 
 

 

 
Figure 13. DLR-ALVAST generic aricraft: 
experimental and numerical pressure 
distribution at 38% and 78% span. 

Figs. 13 show the pressure distributions in two 
span-wise wing sections obtained with the 
SSG/LRR-ω SMC1 (Eisfeld and Brodersen, 2005) 
in comparison with experimental data from the EU-
                                                           

1The computations of the DLR-ALVAST 
configuration with the present near-wall RSM are in 
progress. 
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project ENIFAIR in the ONERA S1MA wind 
tunnel (Burgsmüller and Hoheisel, 2000). While the 
overall agreement is fairly good, some deviations 
occur with respect to the shock position. It is 
observed that in the inboard part of the wing the 
shock is predicted upstream the measured position, 
while it is predicted downstream the measured 
position towards the wing tip. These deviations can 
be attributed to the fact that the model heated up 
and hence deformed during the experiments. 

4. CONCLUSIONS 
The performances of a near-wall, Reynolds-

stress turbulence model accounting separately for 
the viscous effects and the effects of Reynolds-
stress and dissipation anisotropy are investigated 
under the transonic flow conditions characterized 
by the shock formation and strong shock/boundary 
layer interaction. The overall agreement with the 
available experimental data for the surface pressure 
distribution with respect to the shock position is 
satisfactory in all flow configurations computed. A 
double-shock-like structure of the flow over the 
ONERA-M6 wing was captured in good agreement 
with the experimental findings. Important 
departures are revealed concerning the shock-
induced separation at the RAE2822/10 airfoil which 
was not captured by the present model. Despite 
correctly predicted shock position, the departure 
from the experimentally obtained post-shock 
pressure level caused attached flow. Further 
analysis of these phenomena with respect to the 
specific model features that requires special 
consideration concerning the compressibility effects 
and the conditions of strong property variation is in 
progress. 
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ABSTRACT
The present study investigates the process of 

condensation of water vapor to water liquid 
substance in highly convective flow conditions. An 
aircraft (model) geometry was chosen to simulate 
the condensation effects, since this application is of 
real interest worldwide. The flow is considered 
subsonic and compressible at high Reynolds 
number. The contribution of turbulence effects is 
accounted for by the Spalart-Allmaras model, which 
is suitable for such type applications. The study of 
condensation is based on a mixture two- phase 
model, which allows the substances to be 
interpenetrating, while following the economical 
single fluid approach. Furthermore, both phases 
move at different velocities (slip velocity) in a 
manner that is described by conservation equations. 
Results are presented for several flight conditions, 
concerning the flow Mach number and the ambient 
air humidity levels. Since the condensation effects 
are investigated on an aircraft configuration, 
emphasis has been given to the liquid mass-fraction 
distribution in several critical areas, where 
considerable formation of liquid droplets is 
observed. Results show that for humidity levels 
higher than 0.8, high liquid concentration areas are 
indicated onto the rear part of the wings near their 
roots. For lower relative humidity values, those 
areas are situated at the rear part of the cockpit. 
Attention is focused on the dispersion of the 
condensation cloud and on the areas of mass-
transfer interaction. Results are presented here by 
means of grayscale figures and numerical diagrams.

Keywords: aircraft, condensation cloud, co-
trails, humidity, water vapour

NOMENCLATURE
E [Joule/m3] total energy
Gν [N/m2] production of turbulent viscosity
M [-] mach number

P [Pa] static pressure
SM [Kg/m3-s] mass source
Sh [Joule/m3] latent heat rate release by mass

transfer between two phases
T [K] static temperature
Υν [N/m2] destruction of turbulent 
d [m] distance from the wall
hfg [Joule/Kg] reference latent heat of

condensation
 k [W/m-K] thermal conductivity
m [Kg] fluid mass 

.

m [Kg/m3-s] fluid mass rate
 t [s] time
 u [m/s] velocity component

dr
 [m/s] drift velocity vector


 [m/s] velocity vector

v [m2/s] eddy viscosity
x1 [m] x axial coordinate
x2 [m] y axial coordinate
α [-] mass fraction viscosity
μ [Kg/m-s] molecular viscosity
ρ [Kg/m3] fluid density
τij [-] stress tensor
Subscripts
c control volume
eff effective value
k index for phases
m mixture value
sat variable value in saturation conditions
w.v. water vapour
1 first phase (air and water vapor)
2 second phase (liquid water)

1. INTRODUCTION
Heat- and mass-transfer processes among 

phases in multiphase flow systems usually affect 
considerably the overall flow structure in many 
engineering applications. Some examples are windy 
day evaporation, vaporization of moisture and fog, 
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distillation of a volatile component from a mixture 
of involatiles, cryogenic pumping and gas cooling 
and many more.

Humidity conditions affect flight conditions, 
especially at high altitudes. It is well known that at 
these altitudes, there is snow formation on the 
wings, which of course affects the boundary layer 
flow and changes the values of the aerodynamic 
forces (different aeroelasticity behaviour). At low 
and medium altitudes, co-trails are observed near 
the body of the aircraft, usually near the root of the 
wing and above the cockpit, which form in high 
manoeuvrability turns or in direct flight under 
intense humidity conditions (flight above the sea, 
humid day, e.t.c).

For forced convection flows, there exist a few 
references in literature studying heat and mass 
transfer for multiphase processes but  concern 
mainly laminar flows [1], [18], shock wave flows 
[7], [15] or industrial flows [10].

The simplest physical model for condensation 
flows considers the secondary phase as species, 
which are diffused through the flowfield. A species 
diffusion equation is solved for the transport of this 
phase. In this simulation a two phase  ‘mixture 
model’ was adopted, where the mixture of air and 
water vapor (moist air) is considered as the primary 
phase and the liquid water as the secondary. Both 
faces will exchange momentum and energy, but the 
dominant term here is the mass transfer due to the 
ambient humidity conditions.

Figure 1. Isometric view of the model

1.1. Geometrical Model
In the present study the geometry examined is 

that of an aircraft, which was designed based on a 
simple model. Computer-Aided-Design programs 
were used to construct the faces. Nurbs modeling 
was adopted for the design process. Figure 1 
represents an isometric view of the model. The 
computational domain is bounded by four wall 
regions and another two pressure type boundary 
conditions (inlet-outlet, figure 2). For computational 
cases of this type, when turbulence is a significant
factor contributing to the flow development, the 
Spalart-Allmaras one-equation model is a suitable 
and economical one, as it was specifically designed 

for aerospace applications with wall bounded areas 
[16, 17].

Interesting results of volume-fraction and mass 
diffusion of condensation cloud (consisting of water 
droplets), have been obtained for various humidity 
ambient conditions. Particular attention is paid to 
the critical areas of water vapor condensation.

2. MATHEMATICAL MODEL

2.1. Governing equations
The present modeling is based on the two-phase 

“mixture model” conservation equations, where the 
primary phase (moist air) is treated as a 
compressible fluid and the secondary as 
incompressible. The conservation equations of 
mass, momentum and energy are derived by 
summing the individual corresponding equations for 
all phases. Also the volumetric constraint has to be 
applied, which demands the total volume fraction to 
be equal to 1.0. This model allows for slip velocity 
formulation, e.g. the two phases may move at 
different speeds. The flow can be described by the 
following governing equations:
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where the effective thermal conductivity coefficient 
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effk is computed according to the turbulence model 

used.
Finally, the volumetric constraint has to be 

applied, which means that the volume fraction of 
the second phase has to be specified by another 
equation:
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In equations (1)-(4), the density of air is 
assumed to follow the perfect gas law and water is 
treated as an incompressible fluid. Moreover, 
laminar viscosity is modeled by Sutherland’s 
equation [4], to account for sharp temperature 
differences. The properties of the primary phase, 
which is a mixture (air and water vapor) have to be 
evaluated. Details for the properties of moist air are 
given in [6]. 

Turbulence effects have been examined by 
Spalart-Allmaras’ one-equation model, since it is 
suitable for aerospace applications. Eq. (5) is the 
transport equation for eddy viscosity, applied in this 
model: 
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The model involves low computatinal costs, 
since it is not necessary to calculate a length scale 
related to the local shear layer thickness. Details for 
this model may be found in [4], [16] and [17].

Figure 2. Computational domain for flow 
calculations

2.2. Multiphase mass and heat transfer
The present model incorporates mass transfer

from the primary to the secondary phase (water 
droplets). We assume that the rate of mass transfer 
between the two phases is thermodynamically 
related to the saturation of the water vapor, which is 
a process dependent upon the ambient humidity 
conditions. We consider also that the droplets 
formed by condensation are of diameter 0.01 mm. 

The saturation mass is given by empirical 
correlations as a function of temperature. The 
empirical formulation used here is:

)00031243.00081847.0

3232.0018.5(*001.0
32 TT

Tmsat




(6)

Eq. (6) predicts quite accurately the saturation 
mass per cubic meter of air for the usual flight 
temperature fields. Assuming homogeneous 
condensation, mass transfer from phase 1 to phase 2 
is related to the temperature distribution. The rate of 
mass exchange between water vapor and liquid can 
be described by the following state equation:
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Therefore, 
satvw mm ..

gives the total water 

mass. The main contribution at every computational 
cell is defined according to the local velocity vector 
and temperature. The total mass rate is considered 
as a mass source SM and it contributes to the 
continuity equation. 

The second process, which has to be simulated, 
coupled with the condensation effect is the latent 
heat, released to the ambient fluid. This heat rate is 
also related to the temperature field and contributes 
as a heat source to the energy equation: 

2*mhS fgh  (8)

2.3. Fluid properties and boundary 
conditions

The mixture is assumed to be at a given 
ambient relative humidity. From the moist air 
properties [6], we compute the volume fraction of 
water vapor.

At the inflow boundary (fig.2) we impose a 
given dynamic pressure boundary condition, which 
means that the total pressure is specified at 130000 
Pascal and the static at 101325 Pascal for moist air. 
The total temperature at inlet is specified at 315 K. 
At the outlet a fixed pressure of 101325 Pascal is 
applied and the total temperature is specified at 315 
K. The volume-fraction for the water liquid 
(secondary phase) is given at both boundaries. 
Zero-gradient conditions for the energy equation 
(adiabatic conditions) are applied at the walls and 
no-slip conditions for velocities.  Details for the 
above types of boundary conditions are given in ref. 
[19].

3. NUMERICAL SOLUTION PROCEDURE
The mathematical model presented above was 

implemented in the commercial computational fluid 
dynamics program FLUENT. The GAMBIT mesh 
generator was used to create the grid. The solution 
method for the discretization of the partial 
differential equations is the finite volume 
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formulation. The discrete equations are solved by 
the SIMPLE algorithm of Patankar and Spalding 
[13]. The equations are solved by an iterative 
Gauss-Seidel method in conjunction with an 
algebraic multigrid solver. The second-order 
upwind scheme is used for the convective fluxes 
and the classical second order central scheme for 
the diffusion terms.

The contribution of the extra terms, described 
above (heat and mass transfer rates) proceeds as 
follows:

When the mixture temperature is less or equal 
to the dew point for the specific relative humidity, 
then activate the heat and mass rate terms described 
by eqs. (7), (8). In this case the continuity and 
energy equations are adapted correspondingly. 
Otherwise, set the two transfer rates at zero and do 
not account for these terms in the conservation 
equations. This occurs far away from the aircraft, 
where the primary phase dominates and the 
temperature is relatively high (ambient temperature, 
in our case is 293 K).

Figure 3. Computational grid on the aircraft’s 
boundaries

Figure 4. Pressure distribution behind the 
aircraft. The curves of 410000 and 590000 cells 
are close together

Figure 3 illustrates the computational domain 
near the aircraft. For reasons of saving 
computational time, only half of the aircraft was 
simulated because of symmetry along the 
longitudinal axis. To test grid-independency of the 

results, three unstructured grids were used. The 
velocity distribution above the main lift-area and 
near its’ root, and the pressure behind the aircraft at 
the symmetry axis are presented in Figures 4, 5. It is 
shown that the results obtained with the grid of 
410000 cells do not significantly differ from those 
obtained with 590000 cells (Figs. 4, 5). Accordingly 
the choice of 495000 cells appears a good 
compromise between economy and accuracy. 

Computational results were obtained on a 
Pentium IV Machine with a cpu time of about 9 
hours for full convergence, when using the 495000 
cells grid. Convergence is deemed to occur when 
the scaled residuals fall below 10e-5.

Figure 5. Velocity profiles at a slice near the root 
of the wings

4. RESULTS AND DISCUSSION
In the present study calculations are performed 

for flow of moist air over a model aircraft. As it has 
been already mentioned the temperature distribution 
on the aircraft is the most significant factor for this 
simulation, since it affects the mass transfer 
interaction between water vapor and liquid water. 
Figure 6 clearly indicates the critical regions, which 
are dominated by low temperatures. In those areas, 
a considerable amount of water vapor mass is 
converted to liquid droplets, changing the balance 
between both phases. After that transition the liquid 
mass generated, diffuses towards all directions, as it 
will be discussed later in detail. The formation of 
liquid droplets is usually called ‘condensation 
cloud’ or ‘co-trails’ in aeronautical terminology. 
Some times, depending on the humidity levels and 
the aircraft’s manoeuvres this cloud is visible. 
Another factor affecting the visibility of the cloud is 
the diffraction of the sun rays through the sky. Mass 
fraction profiles depicting this cloud in two and 
three dimensions are presented in figures 7 and 8, 
respectively, for relative humidity 70%. The 
relative humidity of the ambient air is the most 
important aspect of this process. Higher humidity 
levels allow condensation at higher temperature 
levels, since the saturation point is relatively high, 
while low humidity levels restrict condensation, 
since the dew point is at lower temperature.
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Figure 6. Temperature distribution on aircraft’s 
surface

In this simulation, assuming that the aircraft 
travels at sea level, the Mach number is about 0.7. 
This velocity causes a wide temperature distribution 
as is has been already shown in fig.6. According to 
water vapor data, for relative humidity levels (0.7, 
0.8, 0.9 and 1.0), there is always condensation. 
Figure 9 demonstrates the effect of humidity level 
on the water volume-fraction profile along the 
symmetry plane of the aircraft. It is clearly seen that 
a 10% increase of relative humidity causes a really 
impressive increase of the mass fraction 
distribution.

Figure 7. Contours of water volume fraction for 
70% relative humidity (slices across the fuselage 
and the wings of the aircraft)

Figure 8. Three dimensional volume fraction 
distribution-‘condensation cloud’ (water gr/Kg of 
moist air)

Careful inspection of the above figures, shows 
that water concentration spreads in regions, where 
the temperature levels are high. For example, at the 
rear part of the cockpit, despite the fact that the 
temperatures are high, there is considerable 
concentration of water (fig. 7).

Figure 9. Plots of Volume fraction distribution 
along symmetry plane. (top 90%, middle 80% 
bottom 70% rel. humidity)

In those regions no condensation happens, since 
the dew point is clearly below those temperatures. 
The existence of the water droplets there, is 
explained by their transport from elsewhere, as they 
carry the momentum and energy of the water vapor 
that generated them. When they enter in regions 
with no condensation they lose their momentum and 
energy, because there is no contribution from new 
droplets generation. The above mechanism explains 
why there is a significant amount of droplets in 
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regions of high temperatures. This result is more 
pronounced in transonic flows. Another interesting 
result regarding the water concentration is that for 
low humidity levels we also have maximum droplet 
concentration behind the cockpit, while for higher 
values the maximum mass fraction occurs at the 
rear parts of the wing near the roots. This is because 
the regions of low temperature at the wings are 
much wider than those at the cockpit, although the 
latter one is at lower temperature values. As relative 
humidity reaches 70% the mass-transfer rate is 
relatively low and occurs in regions of temperatures 
below the dew point, which include mainly small 
areas at the cockpit. On the other hand, observing 
the mass- fraction profiles at the wings, mass 
transfer there is low (because of higher 
temperatures) and there are no circumstances for the 
development of a dense condensation cloud. 
However, these circumstances are met at humidity 
levels higher than 80%, where there exists a wide 
surface of low temperatures, below the dew point, 
contributing to high water mass-fraction values. 
Figure 10 illustrates the water volume-fraction at 
the aircraft’s skin.

Figure 10. Volume fraction contours onto the 
wings and fuselage for 80% rel. humidity

Figure 11. Concentration along symmetry plane. 
large values correspond to regions near the 
aircraft

It is of real interest to indicate the point of zero 
concentration at symmetry plane behind the aircraft 
in a straight flight at constant velocity and low 
flight altitude. This point is located according to 
figure 11, at about 20 meters behind the aircraft. 
The water velocity field is given in figure 12.

Figure 12. Water velocity field along symmetry 
plane

Figure 13. Mass fraction distribution for M=0.61

Figure 14. Mass fraction distribution along 
symmetry plane for M=0.55 (Kg of water/Kg of 
moist air)
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Investigation of the effect of convection on 
condensation cloud formation also gives interesting 
results. The convection terms are dominant in the 
momentum equations at the Mach numbers 
considered. Three cases are examined with Mach 
numbers 0.55, 0.61 and 0.7 for ambient relative 
humidity of 80%. Figures 13,14 and 9 (middle 
diagram) compare the concentration of water 
droplets for M=0.55 M=0.61 and M=0.7.  It is seen 
that concentration increases non linearly with Mach 
number. When M increases by 10% the mean mass 
fraction distribution is 20-25% higher.

5. CONCLUSIONS
Turbulent flow over an aircraft under the 

simultaneous influence of thermal and mass transfer 
due to phase change has been investigated. The 
effects of humidity conditions and flight Mach 
number was the motivation for this work. A two 
phase ‘mixture model’ approach was used, 
accounting for the exchange of mass, momentum 
and energy between both phases.  It is satisfying to 
note that complex fluid-flow problems like the 
present one can be simulated today within 
reasonable computer resources. The results appear 
physically plausible. It may be concluded that:
1. In forced convection flows, the flow is 

influenced by the mass transfer between the 
phases and the release of latent heat. The first 
factor is more significant than the energy 
release and affects the momentum of both 
phases.

2. When the humidity levels rise the water mass 
fraction at the symmetry plane and the wings 
increases nonlinearly. Furthermore, the regions 
of maximum liquid concentration are removed 
from the cockpit area to wings areas.

3. The increase in Mach number reduces the static 
pressure and temperature at the upper part of 
the aircraft and simultaneously enriches the 
water phase with vertical and longitudinal 
momentum, contributing to a much wider 
condensation cloud, due to the considerable 
mass diffusion rates.
More work is required to validate the results by 

applying the model to realistic flight conditions for 
which reliable observations exist.
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ABSTRACT 
    Cold gas testing of subscale Thrust-Optimized 
Contour (TOC) rocket nozzles have provided 
valuable information of the role the characteristic 
flow structures play on the full-scale (hot-gas) TOC 
nozzles performances in over-expansion. Given that 
this class of nozzles thrust space launchers during 
their early ascent, appearance of strong side-loads 
and unsteadiness arises as a paramount operational 
concern as they may compromise the vehicle  
integrity. From its first time reported evidence [1] to 
the present, more and more involved research has 
been undertaken within the aerospace community. 
Nevertheless, fundamental aspects concerning 
underlying physical mechanisms remain unclear, so 
further investigation is needed.  

Recent data recorded with pressure transducers 
in cold gas specimens [2-4] have emphasized an 
interesting behaviour concerning the flow unstea-
diness: a low-frequency band, say under 100 to 
200Hz, holds the greater part of the spectral power, 
hence indicating a trend of the over-expanded flow 
to oscillate for stable supply chamber conditions. In 
addition, axisymmetric and 3D time-accurate 
simulations [5,9] agree with this pheno-menon. The 
present study focuses the appearance of oscillating 
flow in TOC nozzles by means of numerical 
simulation, carried out using an unsteady Reynolds 
averaged Navier-Stokes (URANS) solver. Results 
stress the development of sustained osci-llations at 
definite tones for prescribed Nozzle Pressure Ratios 
(NPRs). 

Keywords: optimized contour nozzles, over-
expanded flow, self-sustained oscillations 

NOMENCLATURE 
f [Hz] frequency 
k [m2/s2] turbulent kinetic energy 
p [Pa] pressure 
r, x [m] radial, axial coordinate 
t [s] time 

L [m]  nozzle length 
M [-] Mach number 
NPR [-] nozzle pressure ratio, pc/pamb 
T [ºK] temperature 
γ [-] specific heats ratio  
θ [º] azimuthal coordinate 
µ [m2/s] dynamic viscosity 
∆ [-] increment 
Subscripts and Superscripts 
amb ambient 
avg temporal average 
c chamber conditions 
div divergent of the nozzle 
imp impingement 
jet jet (inflow) conditions 
l laminar 
n nozzle 
p plateau 
r reattachment 
sep separation 
st steady 
t turbulent, stagnation 
w wall 
− spatial mean 

1. INTRODUCTION  
Various experimental and numerical studies 

have appeared in the literature concerning the TOC 
nozzles phenomenology. The first work on this 
topic is attributed to Nave & Coffey [1], who 
reported an hysteresis loop to occur for the subscale 
J-2S nozzle and the development of two different 
flow regimes, the so-called separation modes: the 
Free Shock Separation (FSS), where the flow 
experiences shock-induced separation and does not 
reattaches to the wall; and the Restricted Shock 
Separation (RSS), where flow reattaches to the wall 
after separation. FSS and RSS terminology is due to 
Frey & Hagemann [10,11] and of commonly use at 
present. More than two decades separate this work 
from the numerical investigation of Chen et al. [12] 
on the steady and transient operation of the subscale 
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J-2S nozzle, and computed using RANS and a 
modified Baldwin-Lomax closure. The goal of 
Chen et al. was to capture both branches of the 
hysteresis loop and, as a result, the duality of the 
flowfield (FSS and RSS modes) for a range of 
NPRs; in addition, they reported for the first time 
the formation of a large region of reverse flow 
anchored inmediately after the shock pattern. This 
recirculation region has been laterly obtained in  
simulations carried out with different TOC nozzles 
[2,13-15]; in particular, for the subscale J-2S nozzle 
[6,7]. Controversy on its real existence disappeared 
after its empirical confirmation [16].  

Unsteadiness has been investigated in TOC 
nozzles with experimental techniques and numerical 
simulation. Hence, separation modes transition has 
been analyzed by Alziary (both experimental and 
numerical, [2]) and Nguyen et al. (experimental, 
[3,4]). Furthermore, bursting of separation bubbles 
during startup and shutdown transients was focused 
by Tomita et al. [17]. Main conclusions of these 
works state a major implication of separation 
bubble bursting and modes transition in triggering 
side-loads. Additionally, recent tests with TOCs 
have revealed that pressure fluctuations exhibit 
much of their energy in the low-frequency band, 
below 200Hz [2-4]. To some extend, similar low-
frequency response has been also reported in over-
expanded planar nozzles by Reijasse et al. [18].  

From the numerical standpoint, the axisym-
metric URANS simulations conducted by Alziary 
[2] and the author [6,7] with TOC nozzles, are in 
agreement with the oscillations evidence, and 
periodic low-frequency fluctuations develop at 
prescribed NPRs. Statistical correlations of pressure 
data given by Nguyen et al., suggest that the 
recompression shocks experience a quasi-axial 
pulsating motion. Regarding unsteady 3D RANS 
simulations  Deck & Guillen [19] have pointed out 
an asymmetrical separation pattern and low-
frequency pressure pulsations emanating from the 
separation line in a truncated ideal contour (TIC) 
nozzle. For TOCs, Moríñigo & Salvá [8,9] have 
shown for the subscale J-2S nozzle the development 
of self-oscillating flow and what seems to be a 
synchronized response of the flow, which generates 
a coupling between the side-loads and the thrust 
oscillations.  

This paper is organized as follows. Section 2 
summarizes the experimental data concerning flow 
unsteadiness and fluctuations reported to occur in 
subscale TOC nozzles. In section 3, prediction of 
the separation point in over-expanded rocket 
nozzles is addressed in the frame of available data 
and solver. Numerical results of the development of 
sustained oscillating flow with time-accurate axi-
symmetric and three-dimensional (3D) modelling 
are provided. Section 4 presents the analysis of an 
annular-jet, which constitutes a testcase to inves-
tigate the sustainment of oscillations. Section 5 

discusses shocks fluctuations. Finally, section 6 
summarizes the results. 

2. FLOW IN TOC NOZZLES 

2.1. Flow Structure  
The flowfield structures corresponding to the 

two attainable stable flow regimes in TOCs for the 
same NPR are outlined in Figure 1. FSS separation 
mode constitutes the standard shock-induced sepa-
ration extensively visualized in planar nozzles, 
where fluid from the outside is entrained and a 
small recirculation bubble anchores near the nozzle 
lip. The FSS mode is typically associated to low-
NPRs in the startup of rocket nozzles. During the 
startup, at some NPR, say NPR2, the flow suddenly 
evolves from FSS to RSS (denoted FSS→RSS).  

 

Figure 1. Sketch of a nozzle meridional section, 
with the FSS and RSS modes at a given NPR. 

Conversely, in the shutdown phase the flow 
passes from RSS to FSS at certain NPR1<NPR2 
(RSS→FSS transition). Therefore, the range [NPR1, 
NPR2] determines the TOCs hysteresis regime 
where both separation modes may be observed. The 
shock pattern that appears in the RSS mode 
depicted in Fig.1, is called ‘cap-shock’ in the litera-
ture due to its characteristic form. The formation of 
the cap-shock obeys to the interference of the 
recompression shock (Mach-disk) with the internal 
shock which emerges from the nozzle throat 
vicinity. A discussion on the transition from the 
Mach-disk structure to the cap-shock pattern 
formation is provided in [7]. 

Furthermore, a large reverse flow region arises 
in the RSS mode, downstream the cap-shock 
pattern. Figure 4 shows the recirculation bubble 
structure for the RSS mode in the J-2S TOC nozzle 
at NPR=43 (from [6]); flow reattachment is inferred 
out of the jet-diverging outflow exiting the nozzle. 
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2.2 Low-frequency Unsteadiness  
Recent experimental studies on subscale TOC 

nozzles support the development of low-frequency 
fluctuations in the flow. In this respect, Alziary [2] 
has reported large-scale self-oscillations in a TIC 
nozzle from the spectral analysis of the pressure 
data at multiple wall locations (moreover, his time-
accurate axisymmetric simulations in a TOC nozzle 
have shown a pseudo-periodic displacement of the 
cap-shock).  

Additionally, Nguyen et al. [3,4] report very 
low-frequency pressure fluctuations to occur in a 
TOC nozzle at the vicinity of the separation line, for 
both FSS and RSS modes. Examination of the 
power spectral density (PSD) has pointed out that 
the increase of the fluctuations level with NPR is 
due to the increase of the low-frequency contri-
bution. No azimuthal phase shift is observed in the 
range <100Hz, and the low-frequency unsteadiness 
persists far away in the separated flow region.  

   

Figure 2. Wall pressure: a) Fluctuations; and b) 
PSDs at NPR=42.6 in a TOC nozzle with RSS 
mode. Pressure measured at two opposite points 
(θ=0º & 180º) in a cross section at x/Ldiv=0.975, 
and their difference (data from [4]). 

For the RSS mode, they have suggested the 
existence of a quasi-axial pulsation of the cap-shock 
which induces very intense pressure fluctuations, as 
it is visible in Figure 2a (pw peaks over 2bar). The 
PSD plotted in Fig. 2b reveals that the spectral 
content of the side-loads presents a bump centered 
at ∼50Hz, in agreement with the frequency data 
registered by Nave & Coffey. This pseudo-periodic 

pulsating nature of the flow was already advanced 
by Frey & Hagemann [20] in the context of the so-
called ‘end-effects’ regime (when the separation 
shock is close to the lip), but it remains unclear, in 
part motivated by the difficulties regarding the 
direct visualization of the flow structures. 

The work of Verma & Ciezki [21] confirms that 
in the RSS mode the separation line experiences 
asymmetry and oscillates in a wavy pattern. The 
experiments of Tomita et al. [17] with a compressed 
contour nozzle have verified this behaviour. Their 
visualizations capture the asymmetrical movement 
of the separation line during the FSS↔RSS transi-
tions and it is concluded that the bursting and 
formation of separation bubbles near the nozzle lip 
provokes high levels of side-loads. Also Alziary 
reports peaks of side-loads during the RSS mode 
and incresasing NPR, linked to the strong 
unsteadiness of the flow that appears when the 
separation bubbles open to the ambient when the 
reattachment point of the RSS mode reaches the 
nozzle lip. It is noted that side-loads are not limited 
to TOCs, but they appear in over-expanded planar, 
conical and TIC nozzles, since separated flow 
exhibits a certain degree of asymmetry which 
implies side-loads, but with a much lesser intensity 
than in TOCs. 

3. NUMERICAL RESULTS  

3.1. Solver and Turbulence Modelling 
The code [22] solves the 3D RANS equations 

on multiblock structured grids. Gas is assumed ideal 
and Newtonian; laminar viscosity follows the 
Sutherland´s law. The algorithm implements a 
semidiscrete cell-centred finite volume formulation 
with 2nd order discretization in space and time. 
Turbulence is modelled with two-equation k-τ 
linear eddy viscosity closure of Speziale et al. [23] 
(τ=k/ε: turbulence timescale) and y+∼1 condition is 
satisfied by y+-grid adaptations in the simulations. 
Eddy viscosity µt is modified with a turbulent stress 
limiter [24] to ensure the realizability condition. 
Time-accurate simulations have been carried out 
using the dual time stepping scheme with time step 
of 1ms.  

3.2. Prediction of the Flow Structure 
Separation prediction is an important topic to 

check for the assessment of the solver results. In a 
previous work [6], it has been shown that the 
computed meridional wall pressure distributions 
match remarkably well their experimental counter-
part for a set of NPRs; unfortunately, the reduce 
number of available pressure data for the J-2S 
impedes the precise determination of the separation 
station in tests. Hence, this section extends the 
comparison to the correlation of Schmucker [25], 
which constitutes a method of widespread use to 
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predict separation in over-expanded rocket nozzle 
flows. Schmucker criterion relies on correlating the 
pressure and Mach number upstream the separation 
shock, at the boundary layer edge 
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In strict sense, Eq. (1) is only applicable to 

separated-non-reattached flows (that is, FSS mode). 
Figure 3a presents this situation for a wide range of 
NPRs, exhibiting a close fitting to the simulations 
trend. 

 

Figure 3. Separation location predicted by the 
Schmucker criterion; and computed NPRs for: 
a) FSS mode; and b) RSS mode.  

For completion, Schmucker formulae has been 
re-written using the plateau pressure pp instead of 
pamb to test it with the RSS mode results. From the 
ratio psep/pamb expressed as (psep/pp)⋅(pp/pamb), the 
term psep/pp is then plotted in Figure 3b. It is seen 
that its prediction is acceptably good for NPR<∼26, 
but it deteriorates as NPR approaches NPR∼43, 
value at which the reattachment line reaches the 
nozzle lip and transition RSS→FSS occurs.  

Figure 4 depicts a flow snapshot at NPR=43, 
where the cap-shock and large recirculation bubble 
are apparent. Side-by-side comparison with the 
Schlieren picture stresses the quite similar structure 

obtained in the exiting outer-jet. The density and 
Mach gradients clearly delimit the crosswise 
extension of the two jets that constitute the flow 
topology of the RSS mode: the subsonic inner-jet, 
and the supersonic outer-jet (see Fig.4a). 

  

Figure 4. Subscale J-2S nozzle with RSS mode at 
NPR=43: a) Schlieren image; and b) Numerical-
experimental comparison  (upper half: computed 
Mach plot & streamlines; lower half: Schlieren). 
Thrust efficiency (Ce/Ce,id) is also compared. 

3.3. Self-oscillations in TOCs   
This section gathers together the frequency data 

obtained from the time-accurate axisymmetric and 
3D simulations of the subscale J-2S nozzle [6-9]. 
The results indicate that the flow exhibits defined 
sustained oscillations at dominant tones for all the 
NPRs. Frequencies are given in Tables (1) and (2). 
For convenience, a third SSR (Shock Separation 
with Recirculation) mode is added to the FSS / RSS 
clasification, which refers to the case of separated-
non-reattached flow with a recirculation bubble 
downstream the shock pattern (attained at large 
NPRs in the J-2S nozzle).  

Table 1. Sustained oscillations in the J-2S nozzle 
obtained with axisymmetric simulation.  

NPR 30, FSS 30, RSS 50, SSR 65, SSR
f(Hz) 63.2 41.8 45.0 58.2 

 

Table 2. Sustained oscillations in the J-2S nozzle 
obtained with 3D simulation. 

NPR 24, RSS 27, RSS 30, RSS 43 
fa(Hz) 24.1 33.6 28.6 22.9 
ft(Hz) 12.0 16.6 14.3 11.4 
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Periodic oscillations develop for separated-non-
reattached and reattached flow, in consonance with 
the observations in TOCs [1,3,4]. Their amplitude  
turns out to be quite dependent on the separation 
mode; whereas the fluctuations amplitude remains 
small in the FSS & SSR modes, the RSS mode 
exhibits large-amplitude axial displacements of the 
shock pattern, which lead to significant oscillations 
of the nozzle thrust and peaks of side-loads. Parti-
cularly, the 3D simulation at NPR=43 has revealed 
very strong axial flow pulsations at ∼23Hz, in close 
agreement with the experiments. 

Flow structure into the nozzle and in the plume 
computed with axisymmetric and 3D modelling is 
laid out in Figure 5. In terms of spectral content, 
axisymmetric simulations exhibit one major tone, 
while the 3D results evidence two major tones fa, ft∼ 
fa/2, corresponding to the leading longitudinal 
(thrust) and transverse (side-loads) oscillating 
modes. Further details suggesting synchronization 
of thrust with the side-loads are given in [8,9].  

 

  

Figure 5. Layout of the coaxial jets structure and 
large recirculation bubble for the RSS mode, 
computed with: a) Axisymmetric modelling (SP: 
stagnation point); and b) 3D simulation. 

4. ANNULAR-JET RESPONSE 

4.1. Simulation Setup with Coupling 
The complex interactions among strong shocks, 

co-flowing jets and recirculating flow in TOCs, 
makes difficult to identify the mechanisms that 
sustain low-frequency fluctuations by means of 
axisymmetric and 3D modelling. Thus, lack of 
understanding may be attributed to the intrinsic 
complexity, difficulties regarding the direct visua-
lization of structures and demanding cost of time-
accurate simulations. 

Such aspects have motivated to analyze the 
simpler case of an annular-jet of air discharging into 
the ambient, in an attempt to gain additional 
understanding on how oscillations may be or not 
sustained when the jet experiences some kind of 
coupling with the downstream fluctuations. In this 
sense, the turbulent mixing and jet impingement at 
the rear part of the recirculation bubble resemble 
the interaction that occurs with the outer-jet in the 
TOC nozzle, as can be seen in Figure 6. Testcase 
geometry, grid and flowing conditions are specified 
in Appendix A. Radial width of the annular-jet is 
similar to the nozzle outer-jet extension. Besides, 
uniform radial profiles have been set for stagnation 
and turbulence magnitudes (Mjet∼0.48). 

   

Figure 6. Snapshot of the subsonic Mach field, 
where jet spreads due to turbulent mixing. 
 

Time-accurate axisymmetric simulations have 
been carried out to explore the appearance of flow 
oscillations. Coupling effects on driving oscillations 
are here analyzed by means of imposing a coupling 
relationship in one of the BCjet variables (pt, Tt or 
µt,jet). Therefore, coupling of a generic variable σ at 
BCjet to the downstream pressure level behind the 
recirculation bubble (Fig. 6) is enforced by the 
expression 
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which updates the jet boundary condition at each 
time step (σ stands for pt,jet, Tt,jet or µt,jet depending 
on the coupling considered). Coupling parameter αc 
introduces amplification upon the jet inlet response 
to the impingement pressure pimp fluctuation, 
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averaged over the axis segment ab (see Fig. 11). 
Simulations have been conducted for various 
coupling factor in the range [102, 104] and accom-
plished in two stages: a first stage to initialize the 
flowfield, where convergence is attained with time-
marching; and a second stage that corresponds to 
time-accurate integration out of the initialized flow-
field and using the same numerical schemes and 
eddy viscosity modelling as in the TOC nozzle 
simulations. A perturbation δpt∼0.05pt,jet is added to 
pt,jet at BCjet at the starting time. Plots of time 
response are given in the next section. 

 4.2. Sustained Oscillations  
Results indicate that sustained flow oscillations 

may arise when coupling according to Eq. (3) is 
established. Specifically, simulations with coupling 
in σ=pt,jet or Tt,jet reveal damping to rest in a short 
time. An example of this situation is illustrated in 
Figure 7 for αc=1000, where the plot of the time-
varying spatial averaged static pressure at the jet 
impingement region, indicates that the initially 
developed oscillations (triggered by δpt) decay in 
amplitude until they disappear. On the contrary, 
simulations performed with coupling in σ=µt,jet 
exhibit sustained oscillations.  

Figure 7. History of static pressure (pimp) at axis 
impingement region for simulations with strong 
coupling (αc=1000) in stagnation pressure (upper 
plot) & temperature (bottom plot). 

A set of simulations with varying αc for σ=µt,jet 
has shown that sustained oscillating flow appears at 
large enough coupling parameter αc in the coupling 
relationship. Pressure at the impingement region for 

the non-oscillating (low αc) and oscillating flow 
(high αc) is plotted in Figure 8, where the different 
behaviour is visible. A map with the regions of non-
oscillating and oscillating flow is depicted in Fig. 8; 
transition between both is determined to occur at 
αc∼700. Sustained oscillations imply pressure 
fluctuations of 1-3% regarding pimp,st at the jet 
impingement region (of increasing amplitude with 
the coupling parameter). 

      

Figure 8. History of static pressure (pimp) at axis 
impingement zone obtained for αc=500: damped 
oscillations (upper plot); and αc=900: sustained 
oscillations at ∼32Hz (bottom).  

Figure 9. Annular-jet response to αc (coupling 
variable: eddy viscosity).  

5. SHOCK FLUCTUATIONS  
In over-expanded nozzles and diffusers, shocks 

adjust their location to adapt the flow in pressure. 
Thus, oscillating shocks for fixed NPRs impose a 
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time-dependent pressure distribution near the shock 
pattern. Experiments have shown all components of 
the velocity fluctuations are amplified across a 
shock and turbulent kinetic energy (TKE) tends to 
saturate for upstream shock Mach number beyond 
M∼3 [26,27]. In the present URANS computations 
accomplished for the J-2S nozzle with the eddy 
viscosity closure k-τ of Speziale et al., turbulent 
viscosity experiences an abrupt increase across the 
shocks (dependent on the shock strenght), reduced 
in part by means of the realizability constraint 
implemented in the TKE equation, according to 
Moore and Moore [24].  

Table 3. TKE jump across the shock and eddy 
viscosity fluctuation per oscillation cycle at the  
J-2S nozzle axis for selected NPRs (station 1: 
upstream / 2: downstream the shock)  

TKE2/TKE1 NPR max min 
∆µt/µt,avg,2 

in % 
64,SSR 4.3 3.3 19 
50,SSR 4.2 2.9 24 
40,RSS 4.5 2.6 34 

30,RSS (FSS) 3.8 (3.6) 2.6 (2.9) 29 (18) 
20,RSS (FSS) 3.7 (3.3) 2.7 (2.8) 26 (14) 

 

Figure 10. TKE amplification across a shock as a 
function of the upstream Mach. Simulated nozzle 
NPRs are compared with the results of eddy 
viscosity assumption and direct numerical simu-
lation (DNS) data [26].  

In addition to obtain the correct trend in eddy 
viscosity, realizability yields k-τ values independent 
of the grid resolution. The jump experienced by the 
TKE and eddy viscosity across the shock pattern in 
the J-2S nozzle is shown in Table (3) for the 
simulated NPRs (shock location at the nozzle 
centerline is selected for properties evaluation). In 
comparison with the k-production reported across 
strong shocks [26,27], the results exhibit over-
prediction of the amount of TKE amplification 
caused by the shock, as it is seen in Figure 10. This 
graph shows that the use of a realizability constrain 
yields much lower TKE amplification, so provides 

an improved prediction compared with the one 
obtained using the original k-τ formulation. 

The large fluctuation of µt downstream the 
shock, up to ∼35% for the analyzed NPRs, confirms 
that the shock pattern drives the eddy viscosity level 
left by the shock front. Hence, as a shock moves, 
the eddy viscosity varies. This coupled response 
holds similarities with the coupling mechanism 
analyzed in the annular-jet case, albeit it is known 
that shock displacement due to low-frequency 
downstream perturbations occurs with a phase shift 
dependent on the oscillation frequency [28], not 
encompassed in the preceding annular-jet study. 

6. SUMMARY 
Unsteady axisymmetric and 3D RANS simula-

tions with eddy-viscosity modelling have shown the 
development of sustained oscillations in subscale 
TOC rocket nozzles in over-expansion at prescribed 
NPRs. Appearance of low-frequency tones exhibit 
close agreement with the spectral energy content 
reported in experiments.  

To investigate this periodic nature and feedback 
mechanisms that participate, the simpler testcase of 
a compressible subsonic annular-jet of cold gas has 
been focused. Here, the oscillations due to upstream 
feedback of downstream flow fluctuations appear 
when a coupling condition is enforced. Preliminary 
results of the annular-jet time response point out to 
the interaction of the inflow turbulent viscosity with 
the downstream pressure fluctuations (by the rear 
end of the recirculation bubble) as one possible 
cause of self-oscillations sustainment. In TOC 
nozzle, the shock pattern oscillations leads the eddy 
viscosity to vary accordingly across it. Then, the 
cyclic displacement of the shock pattern as the 
downstream pressure fluctuates, implies a cyclic 
change of the TKE production and, therefore, of the 
turbulent viscosity left by the shock front, which 
mimics the effect analyzed in the annular-jet case.  

It is emphasized that the annular-jet study has 
permitted to isolate the cyclic behaviour of the eddy 
viscosity to the downstream flow perturbations. In 
particular, the jet inflow response due to pressure 
feedback arises as a plausible cause of the low-
frequency energetic fluctuations that develop, in 
consonance with the TOC nozzle simulations. A 
further investigation on this topic is in progress. 
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APPENDIX A: CASE OF ANNULAR-JET  
A layout of the annular-jet testcase discharging 

into air near to rest and domain extension used in 
the simulations is shown in Figure 11. Jet blockage 
ratio corresponds to 48/60=0.8 (ratio of disk wall to 
upper jet-lip radial extension).  

Figure 11. Annular-jet geometry, grid blocking 
(DOM-1 to -8) and boundary conditions setup 
(dimensions in mm). 

Air inlet and outlet Boundary Conditions (BCs) 
implement 1D-Riemann invariants. Jet and ambient 
thermodynamic state is given in Table (4).  

Table 4. Boundary conditions at inlets & outlet. 

BC Jet Ambient Outlet 
pt (Pa) 1.14⋅105 1.01⋅105 ⋅105 (pamb) 
Tt (ºK) 300 300  
µt/µl 104 1  

 
A structured grid that comprises 8 blocks of 

96(axial)x48(radial) cells each, has been generated. 
Radial clustering of the nodes is set at the jet-inlet 
edges and shear layers regions.    
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2.1. Jet phase 
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2.2 Interaction phase 
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��9 ����		 βθθ −−=
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3. RESULTS AND DISCUSSION 
�!� �(#'(� ��� &��#$� �/'�  !�'(�%� �!� �<� �/'� ?'��

��(:�"'!%'��!��/'�-�(�'9�> �/�('&�'%������/' (� ! � �"�

('"�� -'� "�%�� �!&�� �/(''�# <<'('!�� ?'����& � �!&�/�-'�

:''!��'&�'#1��!��/'��>��< (&��%�&'&���/'�?'�� &�"�%��'#�

���& #'� �/'� -�(�'9� �!#�  !� �/'� "�&�� %�&'� �/'� ?'��  &�

&��'( ���&'#�����/'�-�(�'9�%�('��!#�> ""�:'�&��# '#�

&'��(��'"$1��/'�< (&���!'��%�&'���%� !% #'&�> �/��/'�
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C [-] molar concentration of CO2 in the  ABSTRACT  
  mixture with air The paper deals with the velocity and concentration 

measurement in homogeneous low turbulence air 
flow with round CO2 jet outgoing in the main flow 
direction from a tube output d = 3 mm on a 
cylindrical support perpendicular to the flow 
direction. To compare the jet spreading into a low 
turbulence flow with the spreading into a wake of 
the support we used constant temperature 
anemometer method (CTA). This method employs 
two parallel wires of different diameters and heated 
on considerably different temperatures. Due to this 
experimental arrangement we are able to measure 
simultaneously instant CO2 concentration and the 
longitudinal velocity component. Measurement 
results, i.e. distribution and profiles of mean 
velocity and concentration are in very good 
agreement with measurement using Pitot-static tube 
and concentration analyser. Moreover, the CTA 
measurement gives data on variances and co-
variances of concentration and longitudinal velocity 
fluctuations. From our measurements follows that 
the jet penetrates into the support wake faster then 
into the undisturbed outer stream. The covariance of 
concentration and velocity fluctuations is negative 
and increases with moving downstream from the jet 
outlet and from the jet axis. Our experimentation 
with the constant temperature anemometer method 
suggests that this method may serve to investigate 
the turbulent diffusion in complex conditions. 

Ej [V] CTA output voltage 
Mj [-] a parameter in Eq. (3) 
Nj [-] a parameter in Eq. (3) 
Nuj [-] Nusselt number (4) 
P [Pa] static pressure 
Rej [-] Reynolds number (4) 
Rj [Ω] resistance of wire heated at Tj 

RD [Ω] resistance in series with the wire 
SCj [V] concentration sensitivity (14) 
SUj [m-1sV] velocity sensitivity (14) 
T [K] fluid temperature 
Tfj [K] film temperature (2) 
Tj [K] hot-wire temperature 
U [m s-1] fluid velocity 
ajk [-] coefficients in Eq. (6) for Aj (6) 
bjk [-] coefficients in Eq. (6) for Bj (6) 
c [-] fluctuating component of C 
d [m] diameter of the jet outlet 
dj [m] diameter of wire labelled j 
ej [V] fluctuating component of Ej  
   voltage 
lj [m] length of the wire labelled j 
mjk [-] coefficients in Eq. (6) for Mj  
njk [-] coefficients in Eq. (6) for Nj (6) 
u [m s-1] fluctuating component of U 
x [m] Cartesian coordinate, in the  

 undisturbed flow direction 
y [m] Cartesian coordinate, opposite to
  the direction of gravity 
z [m] Cartesian coordinate Keywords: carbon dioxide jet in air flow, CTA, 

simultaneous velocity and concentration 
measurement turbulent diffusion 

λ (C, Tm) [J K-1m-1s-1] thermal conductivity 
µ (C, Tm) [kg m-1s-1] molecular viscosity  
ρ (C, Tm) [kg m-3] density of the fluid 

NOMENCLATURE  
SUBSCRIPTS Aj [-] a parameter in Eq. (3) 
j  label of wire, (j=1, 2) Bj [-] a parameter in Eq. (3) 
k  subscript of coefficients of a 

quadratic equations (6) (k=0, 1, 2) 
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OPERATORS 
Mean F F≡  time-mean value of quantity F 

( )2 2Var f F F f= − = variance of fluctuating 
component of F 

Covar fg f= g  covariance(correlation) of 
fluctuations f and g 

 

1. INTRODUCTION  
Many problems of environmental aerodynamics and 
wind engineering are joint with turbulent air-flow in 
atmospheric boundary layer. Processes in this layer 
are more complex than in a Prandtl boundary layer 
because e.g. of complexness and diversity of the 
earth surface, the earth rotation, Archimedes 
(buoyancy) force, sunshine and variability of 
conditions. Therefore similarly as in the case of 
general turbulent flow a solely theoretical solution 
is not possible yet and problems are studied by 
means of experiments in wind-tunnels and 
mathematical modelling. Experiments in wind-
tunnels inspire in making crucial assumptions for 
the improvement of computational methods and for 
their testing. Namely the diffusion of fluid particles 
is the important problem. Examining the diffusion it 
is very useful to stream some gas (e.g. Ar, CO2, 
Freon 12) into the main air-flow as a tracer. Then 
simultaneously with the velocity field the 
concentration field originates. The most basic 
descriptions of these fields, e.g. [1] are distributions 
of the mean velocity vector and the mean 
concentration (scalar). The vector of the velocity 
and concentration covariance in the conservation 
equation for the mean concentration plays an 
analogous role to that of the Reynolds stresses 
tensor in the Reynolds equations. So far 
accumulated experimental evidence on Reynolds 
stresses at various circumstances contributed to 
improvement of turbulence models applicable on 
single fluid flows. 
A lack of experimental data on statistical 
characteristics including concentration fluctuations 
inhibits the development of mathematical models 
considering flow of a gas with an admixture of 
another gas. This lack is a result of missing an 
appropriate method for simultaneous measurement 
of unsteady velocity and concentration. 
Hot wire anemometer (HWA) is capable to follow 
rapid changes of the investigated quantities and to 
change its sensitivities to the observed quantities by 
means of the wire orientation and the wire 
temperature. Corrsin [2] derived that a single heated 
sensor (wire, filament, cone) operated at several 
temperatures, or few sensors of different 
dimensions, could be used for measurements of 
mixed statistical moments of gas mixture 
concentration and flow velocity. Elaborated surveys 
on HWA application onto the velocity and 

concentration measurement were compiled in [3, 4]. 
Way and Libby [5, 6] were among the first who 
applied this technique to the simultaneous 
measurements of concentration and velocity. They 
developed a combined hot-wire/hot-film probe with 
thermally interfering crossed sensors. Probes of 
similar construction were used later also by Favre-
Marinet [7] and Mazur et al. [8]. These probes were 
applied to measurements in helium-air flows. 
Measurements in the air-CO2 flow cause bigger 
problem due to high similarity of thermo-physical 
characteristics of the above gases. For such flows 
Chassaing [9] suggested a composite probe 
consisting of two parallel hot-wire sensors with 
different overheat ratios, so that one of the sensors 
was almost insensitive to the concentration owing to 
an appropriate adjustment of overheat ratio.  
The possibility of simultaneous measurement of 
velocity and concentration results from the 
relationship of heat loss of the heated element to the 
velocity and physical properties of flow. This 
dependence is given by e.g. a modified version of 
Collis and Williams equation – cooling law [10] 
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commonly applied for two-component mixtures, 
where Pr and (Pr)air denote the Prandtl number for 
the gas and air at the mean film temperature  
 

( ) 2f jT T T /= +    (2) 
 
Sakai et al. [11] noticed that Chassaing’s method 
leads to some practical difficulties and proposed a 
method with two parallel hot-wire sensors: tungsten 
wire with small overheat ratio and platinum wire 
with large overheat ratio. A probe of similar design 
has been developed and made in the Institute of 
Thermal Machinery of Częstochowa, University of 
Technology (ITM), calibrated in the Institute of 
Thermomechanics, AS CR (IT) and applied for the 
preliminary study of the spreading of a CO2 round 
jet into a collateral air flow. 

2. DUAL SENSORS HOT-WIRE PROBE 
AND ITS CALIBRATION 
The probe is a modification of the DANTEC probe 
of 55P71 type. It is composed from two parallel 
heated wires: the first one, subscript j =1 (Pt-Rh 
alloy, d1 = 10E-06 m, l1 = 2.2E-03 m) is thicker and 
the second thinner wire, j = 2 is made from 
wolfram, d2 = 5E-06 m, l2 = 2.25E-03 m. The 
dimensional scheme of the probe is shown in 
Figure 1. Temperature dependences of electric 
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resistance of each wire were determined and then 
applied for the evaluation of working wire 
resistances. They were chosen hot-wire 
temperatures T1 = 855 K and T2 = 525 K which 
corresponds to the operating resistance settings R1 = 

measurements with heated wires of finite length in 
pure airflow. The Nusselt and Reynolds numbers 
are defined as follows 

( )
j j j

j

Q d U
Nu ;

l

ρ

π λ
=

jj j j

Re
T T µ−

 µ, ρ are taken 

j =  (4) 

The physical features of the fluid, λ,
at the given molar concentration C and at the film 

9.12 Ω and R = 13.71 Ω.  

Figure 1. Dimensional scheme of the dual sensors 

Calibration of the probe was performed in a small 

 and on the 

A type 55M with 

e was calibrated 

Figure 1. Dimensional scheme of the dual sensors 

Calibration of the probe was performed in a small 

 and on the 

A type 55M with 

e was calibrated 

2 

2.3 

d2 

33 8 
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d1 

temperature fjT  relevant to the wire labelled j. 

features of a gas mixture can be found in [12]. The 
heat rate jQ generated by an electric current 

Complex as for the evaluation of physical formul

jjj REI = is calculated according to the formula 

j    (5) 
( )

2

2
j

j
D j

R E
Q

R R
=

+

ocedure has been done as folloThe calibration pr ws. 
Just after the mixing of the selected mole fraction of 

5 K 5 K 
1 2s 0 ÷ 545 K  

ma s of th j and 
xponents Mj, Nj appearing in the cooling law (3) 

able 1. Summary of the dual probe calibration 
coefficients 

1 2 r 

CO2 i.e. the concentration C, an array of 
observations of the output voltages jE (j = 1,2) has 

been done at adjusted velocity Uk = 0 ÷16 m/s (k = 
1, 2,..,12) and at the prescribed et of wire 
temperatures jsT (s = 1, 2,…,9):

,5
 s

 

T1s = 650 ÷ 87  ;   T2 = 52
T  = 855 K;    T  = 35

hot-wire probe (dimensions in mm) hot-wire probe (dimensions in mm) 

variable density close-circuit wind tunnel (VDT). 
The test section has circular cross section (dia = 14 
mm and 14 mm in length). It is possible to fill up the 
tunnel with a non-explosive gas mixture using the 
weigh-batching device. Then the error of 
determination of the admixture concentration is less 
than ± 0.005. VDT allows adjustment of the 
absolute pressure level from 5 kPa up to 1.6 MPa 
and the flow velocity from 0.05 m/s up to 120 m/s 
with the accuracy better than ± 0.5%.  
More details on the calibration facility

variable density close-circuit wind tunnel (VDT). 
The test section has circular cross section (dia = 14 
mm and 14 mm in length). It is possible to fill up the 
tunnel with a non-explosive gas mixture using the 
weigh-batching device. Then the error of 
determination of the admixture concentration is less 
than ± 0.005. VDT allows adjustment of the 
absolute pressure level from 5 kPa up to 1.6 MPa 
and the flow velocity from 0.05 m/s up to 120 m/s 
with the accuracy better than ± 0.5%.  
More details on the calibration facility

 
Statistical esti te e coefficients Aj, B
e
were calculated from the set of measurement at the 
given concentration C, using the same procedures 
as are those common for air-flow experiments.  
 procedure of an air/gas admixture formation are 

given e.g. in Mazur et al. [8, 12]. 
The two channel CTA system DIS

procedure of an air/gas admixture formation are 
given e.g. in Mazur et al. [8, 12]. 
The two channel CTA system DIS T
LP filters 10 kHz on the outputs is usually used for 
heating both wires in the IT. The output signals are 
then digitalized using the A/D transducer (National 
Instruments data acquisition system, sampling 
frequency 25 kHz, 16 bit). Together with each 
record of length 10 s are stored time mean values of 
flow temperature, pressure etc. in the controlling 
PC, using the LabVIEW software. 
Each heated sensor of the dual prob

LP filters 10 kHz on the outputs is usually used for 
heating both wires in the IT. The output signals are 
then digitalized using the A/D transducer (National 
Instruments data acquisition system, sampling 
frequency 25 kHz, 16 bit). Together with each 
record of length 10 s are stored time mean values of 
flow temperature, pressure etc. in the controlling 
PC, using the LabVIEW software. 
Each heated sensor of the dual prob

k 0 

1ka  0.366 0.325 -0.155 0.99 

1kb  0.371 0.933 -0.0688 1 

1m k  -0.0716 8 0.165 0 0.9

1kn  0.482 0 0 s 
±0.01

= 
6 

2ka  0.355 0.450 225 -0. 0.99 

2kb  0.501 1.148 -0.142 1 

2m k  0.357 0.137 0 0.98 

2kn  0.449 0 0 s = ±0

against velocity U (control of the bulk flow inside 
VDT) and changes of the fluid temperature T at a 
series of molar concentrations C. Results of the 
calibration of the forced heat convection from the 
hot-wire into flow were interpolated by means of 
the formula 
 

against velocity U (control of the bulk flow inside 
VDT) and changes of the fluid temperature T at a 
series of molar concentrations C. Results of the 
calibration of the forced heat convection from the 
hot-wire into flow were interpolated by means of 
the formula 
 .02

 
Then the analysis of correlations of these statistical 
stimates with concentration was done. It was 

 

1 2
j

j

M
Nf

j j j j
j

T
Nu A B Re ; j ,

T
 

= + = 
 

  (3) 

 
here subscript j denotes which wire is considered 

(j = 1 or 2). The formula was well proved at 

e
recognized that proper regression functions are 
following  w

299



2 2
k k

j jkA a= ∑
0 0

0 1 0

j jk
k k

j j j j j

C ; B b C ;

M m m C; N n
= =

=

= + =

∑   (6) 

 
The statistical estimates of coefficients appearing in 
formulas (6) together with relevant sample 
orrelation coefficients r or standard deviations s 

formed in an open-circuit 
blower driven wind tunnel in ITM at Czestochowa. 

ion 0.4 x 

tre of 

c
are presented in Table 1. 

3. EXPERIMENTAL APPARATUS 
The experiments were per

The closed working section has square sect
0.4 m2 and length 4 m inclusive a honeycomb and 
an array of damping screens. Free stream velocity 
can be adjusted between 3 m/s and 13 m/s by means 
of choking at the exit of the working section. 
Natural turbulence level is about 0.8 % in the 
undisturbed stream. Pitot-static tube connected to 
an inclined-tube ethyl alcohol manometer was used 
for the measurement of free stream velocity 
(accuracy about ±1 %). The experiment was 
performed at a free stream velocity of (11.5 ± 0.6) 
m/s and at atmospheric total pressure (98.6 kPa 
÷ 99.5 kPa) and temperature (24 °C ÷ 25 °C). 
The jet of carbon dioxide was blown out from a 
circular nozzle (d = 3 mm) of a brass tube (outer dia 
= 5 mm). The centre of the nozzle is in the cen
Cartesian coordinate system x = y = z = 0. The 
temperature of the jet at the outlet was broadly 
equal to the ambient temperature. The volume flux 
was controlled by means of a reducer for CO2 with 
heater and rotameter (±2%). It was kept at 8 l/min 
during experiments. Experimental geometry and the 
Cartesian co-ordinate system are shown in Figure 2. 
The total pressure distribution along the x-axis and 
the reference static pressure were acquired using a 
Pitot tube (outer diameter 1.6 mm) and wall static 
pressure tap. Two inclined-tube ethyl alcohol 
manometers measured pressure differences. The 
common procedure, based on the Bernoulli’s 
equation and on the concentration distribution, was 
applied for the evaluation of the mean velocity 
distribution U (x, 0, 0).  

CO2 

x 

y 

Ue U(0,0,0) 

g

Figure 2. Experimental geometry and the 
Cartesian co-ordinate system 

The distribution of time mean molar concentration 
C (x, 0, 0) was measured using Carbon Dioxide 
Monitor Guardian Plus (Edinburgh Instruments and 
Sensors). The bore of the sampling tube has 
diameter 2.6 mm. So some art of concentration 
averaging in space and time was made. The value 
Mean C was calculated according to the manual. 
The simultaneous measurement of the longitudinal 
unsteady velocity and concentration was acquired 
by the dual HW-probe (2nd chapter) and a two 

ith LP 
and DC-voltmeters 
 multimeter HP 

channel CTA system DISA type 55M w
filters 10 kHz (DISA 55D26) 
(METEX MXD-4460A and
34401A). The digital analyse system (HP 3567A, 
HP 35651B, HP 35652B) was connected in parallel 
with the DC voltmeters. The CTA system was 
operating at the same conditions as described in the 
chapter 2. Wire labelled with subscripts 1 (Pt/Rh 
material) was heated on temperature T1 = 855 K and 
the wire 2 (wolfram) was heated on T2 = 525 K. 
Thus the system is giving primary statistical 
characteristics of the output signals E1 and E2 
relevant to the CTA channels heating both wires: 
 

( )

( )

2 2
1 2 1 1 1

2 2
2 2 2 1 2

E ; E ; E E e ;

E E e ; e e

− =

− =
   (7) 

 
These characteristics together with the mean 
temperature T and static pressure P of the flow are 
sufficient for the evaluation of statistical 
characteristics of the unsteady molar concentration 
C and the unsteady longitudinal component of the 
flow velocity U. 

he related concentration C 
 of this chapter. 

4. EVALUATION OF RESULTS 
The conversion of the acquired anemometer 
voltages E1 and E2 into t
and velocity U is the topic
The expressions of the instantaneous voltages Ej 
an be obtained by substituting relations (4) and (5) c

into the equations (3) and rearranging 
 

( ) ( ) jN
j j jE C C U= Φ + Ψ   (8) 

 
where j = 1,2 and the substitutions are introduced as 
follows 
 

( )
( ) ( )

j j j j

j j j j

A F C,T ,T ,

B C G C,T ,T ,

Φ =

Ψ =

( )( )2
jM

j j j D j fj
j

j

l T T R R T
F ,

R T

π λ −− +
=  

 (9)  

jN
j j

j j
j

d
G F .

ρ
µ

 
=   
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The linearized Taylor expansion of (8) leads to the 
expressions 
 

( )j j

j j
j

C ,U C ,U

E C c,U u E e

E E
E c u

C U

+ + = + =

∂ ∂   
= + +   ∂ ∂   

j

  (10) 

 
The formulas for the mean velocity U

ed 
can be obtain 

by inverting the equation (8) adapt for the mean 
values jE  

after inserting the correct value C  i o calculations 
of functions and parameters appearing in (11). The 
applied solver was working with the requirement 
U U−

1
2 N 



2 2

j
j j

j
j

E
U

− Φ
=  


   (11) 

Ψ

Both signals labelled
 

 1 2 and E E

the output signals follo he series expansion 
(10). The desired statistical characteristic of 
fluctuations of concentrat

must give the same 
(within the limits of the measurement accuracy) 
value of the mean velocity  

1 2  U U U= =

 system of equations (14) 

    (12) 

 
2 2 2 2 2
1 1 1 1 1

2 2 2 2 2

2

2

C C U Ue S c S S cu S u ,

e S c S S cu S u ,

= + +

= + +

nt

1 2

1 2
0 005.

U U
<

+

( )1 2 2 1C U C US S S S *+ +

   (13) 

The interpretation of variances 1 2e ,e

1 2e e

1 2U U* cu S S u .+
 
here the nom lature was introduced 
 

j j
Cj Uj

C ,U C ,U

E E
S , S

C U
∂ ∂

∂ ∂
 (15) 

and 

ovariance c  of the fluctuating components of 
ws from t

ion and velocity are 
solution of the

2 2 2 2 2

2
1 2 1 2

2

C C U U

C Ce e S S c=
 (14) 

enc

 Plus and Pitot 

   
≡ ≡   

   

the necessary derivations are a triviality. 

5. RESULTS 
Figure 3 and Figure 4 show the axial variations of 
the time mean values of concentration and velocity 
determined by means of CTA measurement and by 

e solver outlined in (12) and (13). Values 
e empirical 

rmula 

 

th
C(CTA+) were worked out from th
fo

2 2
1 20 1155 0 476 0 908C( CTA ) . E . E .+ = − − ;    (16) 

Simultaneously results of measurement using the 
carbon dioxide analyser Guardian
tube are plotted in relevant figures. 
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Figure 3. Variation of the mean concentration of 
CO2 along the jet axis 
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Figure 4. Variation of the normalized mean 
velocity along the jet axis 

The local mean velocity is related to the 
free/undisturbed stream mean velocity U0 (11.5 m/s 
± 0.6 m/s). The mean velocity distribution measured 
in case without blowing of CO2 (squares) is also 
plotted in Fig. 4. It displays the effect of the 
blowing CO2 on the mean velocity field in the given 
experimental layout. 
The mean concentration distributions against lateral 
direction y/d in three cross sections x/d are shown in 
Figure 5. Asymmetry of profiles indicates that the 
CO2-jet penetrates deeper into the wake 
downstream from the nozzle-holder than into the 

gher 
d below the jet-axis and 

also peaks on the distributions of C are shifted in 
the gravity direction. Probably these observations 
result from the action of Archimedes force. 

undisturbed flow (y<0). It appears that a hi
level of Mean C is stabilize
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Figure 6 shows the normalized mean veloci
plotted against y/d at conditions with CO2 blowi
(empty marks) and without blowing (black marks). 
It is evident from Fig. 6 that the flow deceleration 
arises inside the wake of the nozzle-holder, 
asymmetry of distributions indicates faster turbul
diffusion into wake then into free stream and th
the peaks are located on the jet axis.  
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Figure 6. Radial profiles of normalized mean 
velocity  

 
The comparison of location of Mean C and Mean 
U/U0 peaks is supporting a concept on the 
Archimedes force action on the jet spreading. 
The decay of concentration and velocity 
fluctuations in stream wise direction along the jet 
axis is obvious from the Figure 7. It is evident from 
Fig. 7 that the covariance cu  of concentration and 
velocity fluctuations increases with decaying 2c

0

0.5

0 100 200 300

x/d [1]

-0.2

-0.1

C
ov

ar
 

the correlation between c and u decreases with the 
distance x. 
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Figure 7. Variation of CO2 concentration and 
velocity fluctuations characteristics along the jet 
axis 

Variance of the velocity fluctuations 2u
 

decreases 
with the distance x/d more slowly than 2c anywhere 
owing to the shear flow (Fig. 6) supporting the 
turbulence production. The comparison of Var u 
distributions at conditions with CO2 blowing 
(triangles) and without blowing (squares) 
demonstrates large effect of blowing on the velocity 
field. 
The profiles of 2nd order central moments /

2 2c ,cu,u across the CO2 jet and 2u in case without 
blowing in the same direction y are shown in
Figures 8a,b and c. It follows from the figures tha

ity 

bances produced by blowing CO2 spread 
deeper into wake than in the opposite direction far 
beside the jet.  

6. CONCLUSIONS 
It was proved that the developed procedure of the 
simultaneous measurement of concentration and 
velocity by means of a CTA works satisfactory. The 
differences of the CTA data from those measured 
by the specialized devices i.e. analyser Guardian 
plus and Pitot tube with manometer are sufficiently 
small, particularly with regard that CTA can 
moreover provide data on the statistical moments of 
concentration and velocity fluctuations. 
The described experiments revealed that the CO2 jet 
diffuses into wake faster than into low turbulence 
flow and Archimedes force influences the jet 
spreading remarkably.  

the levels of both concentration and veloc
fluctuations are higher on the wake side than in the 
free stream far beside the jet. Furthermore 
distur

x/d = 10 x/d = 20
x/d = 30 x/d=10, no CO2
x/d=20, no CO2 x/d=30, no CO2

i.e. 
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Figure 8. Radial profiles of concentration and 
velocity fluctuations characteristics 

7. PROSPECTS 
It is meaningful continue in development of CTA 
measuring method for measurement in air with a 
gas admixture above all other with regard for 
simultaneous measurement of concentration and 
lateral components of flow velocity. As had been 
shown by Uruba et al. [14] this method can 
contribute to the improvement and further 
development of the wind-tunnel modelling of 
environmental aerodynamics and wind engineering 
problems. 
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ABSTRACT
Numerical simulations of a turbulent flow in a jet

in crossflow are conducted using commercial com-
putational fluid dynamics code. A grid resolution
study is carried out to find a grid that yields grid-
independent results. In total, six turbulent models
are compared: standard k-ε model, RNG k-ε model,
realizable k-ε model, standard k-ω model, SST k-ω
model and one version of the Reynolds stress model.
In all calculations, the near-wall regions are resolved
all the way down to the wall and no wall functions
are used. Jet to crossflow velocity ratio is 3.3. The
Reynolds numbers of the crossflow and the jet are
317,000 and 8,130, respectively. The grid indepen-
dence test shows that accurate calculation of the jet
in a crossflow requires a very fine grid. Results of
the turbulence model comparison show that predicted
turbulence intensities of both k-ω models are too low
on the boundary layer approaching the jet. This devi-
ation reverberates to the whole structure of the flow
field of these models. Other models capture the struc-
ture of the flow field fairly well. All models used
predict streamline trajectory quite well.

Keywords: CFD, jet in crossflow, k-ε turbulence
model, k-ω turbulence model, Reynolds stress
model

NOMENCLATURE
C [-] constant
D [m] pipe diameter
Re [-] Reynolds number
a [-] constant
k [m2/s2] turbulence kinetic energy
` [m] length scale
p [Pa] mean pressure
u [m/s] mean velocity
x, y, z [m] space coordinates
α [-] constant
β [-] constant

ε [m2/s3] turbulence kinetic energy
dissipation

η [-] constant
µ [Ns/m2]dynamic viscosity
ν [m2/s] kinematic viscosity
ω [1/s] specific dissipation rate
ρ [kg/m3]density
σ [-] constant
τ [Pa] shear stress
Subscripts and Superscripts
D pipe diameter
j jet
k turbulence kinetic energy
t turbulent
ε turbulence kinetic energy dissipation
ω specific dissipation rate
∞ free stream of crossflow
′ fluctuating component
¯ mean value

1. INTRODUCTION
A jet in crossflow occurs in many applications,

e.g. in combustion chambers, in vertical and/or short
take-off and landing (V/STOL) aircraft, in oil or gas
flow into a container, in chemical industry, and in
waste discharge into water bodies and into the atmo-
sphere. Jet in crossflow is a challenging simulation
case, because flow field around the jet is extremely
complex; it includes a counterrotating vortex pair
(CVP), horseshoe vortices, wake vortices, boundary
vortices, and jet shear-layer vortices.

Jet in crossflow has been under intensive study
for over fifty years. The first studies focused on de-
termining the place of the core of the jet, i.e. the jet
trajectory [1, 2]. In the articles [3], [4], [5], [6], [7],
and [8] the shape and the structure of the jet have
been studied experimentally. Numerical studies have
been done e.g. in [9], [10], [11], [12], and [13]. A
more extensive review can be found in [14] and [15].

The objective of this study is to investigate the
structure of the flow field of a jet in a crossflow us-
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ing different turbulent models and commercial com-
putational fluid dynamics (CFD) code. In total six
turbulent models are compared: standard k-ε model,
RNG k-ε model, realizable k-ε model, standard k-
ω model, SST k-ω model, and one version of the
Reynolds stress model.

2. GOVERNING EQUATIONS AND THEIR
NUMERICAL SOLUTION
In this work, buoyancy has not been taken

into account. Assuming incompressible steady-state
flow, the Reynolds-averaged Navier-Stokes equa-
tions (RANS) are

∂ui

∂xi
= 0, (1)

u j
∂ui

∂x j
= −

1
ρ

∂p
∂xi
+ ν
∂2ui

∂x j∂x j
+
∂

∂x j

(

−u′iu
′
j

)

, (2)

where ui is the mean velocity component in xi direc-
tion, ρ is the density, p is the mean pressure, ν is the
kinematic viscosity, the overbar denotes time averag-
ing, and the prime denotes the fluctuating part.

2.1. Turbulence Models
In the k-ε models and the k-ω models, the

Boussinesq hypothesis is used in which the Reynolds
stresses, −u′iu

′
j, are approximated with

−u′iu
′
j = 2νtS i j−

2
3

kδi j, S i j =
1
2

(

∂ui

∂x j
+
∂u j

∂xi

)

, (3)

where νt is the turbulent, or eddy, viscosity.
In the standard k-ε model [16], the turbulence

kinetic energy, k, and its dissipation rate, ε, are ob-
tained from the modeled transport equations, which
are as follows

u j
∂k
∂x j
=
∂

∂x j

[(

ν +
νt

σk

)

∂k
∂x j

]

+ νtS 2 − ε, (4)

u j
∂ε

∂x j
=
∂

∂x j

[(

ν +
νt

σε

)

∂ε

∂x j

]

+C1ε
ε

k
νtS 2 −C2ε

ε2

k
,

(5)

where the modulus of the mean rate-of-strain tensor
S ≡

√

2S i jS i j. The turbulent viscosity is computed
from νt = Cµk2/ε, where Cµ is a constant. Model
constants used have the following values: Cµ = 0.09,
C1ε = 1.44, C2ε = 1.92, σk = 1.0, and σε = 1.3.

The transport equations for k and ε in the RNG
k-εmodel [17] are

u j
∂k
∂x j
=
∂

∂x j

(

αkνt
∂k
∂x j

)

+ νtS 2 − ε, (6)

u j
∂ε

∂x j
=
∂

∂x j

(

αενt
∂ε

∂x j

)

+C1ε
ε

k
νtS 2 −C2ε

ε2

k

−
Cµη3 (1 − η/η0)

1 + βη3

ε2

k
, (7)

where η ≡ S k/ε, η0 = 4.38, β = 0.012, and νt is ob-
tained in a similar way as in the standard k-ε model.
The quantities αk and αε are inverse effective Prandtl
numbers (not constants as in [17]), see [18] for more
details. The model constants are: Cµ = 0.0845,
C1ε = 1.42, and C2ε = 1.68.

The transport equations for k and ε in the real-
izable k-ε model [19, 18] are

u j
∂k
∂x j
=
∂

∂x j

[(

ν +
νt

σk

)

∂k
∂x j

]

+ νtS 2 − ε, (8)

u j
∂ε

∂x j
=
∂

∂x j

[(

ν +
νt

σε

)

∂ε

∂x j

]

+C1εS ε −C2ε
ε2

k +
√
νε
,

(9)

where C1ε is not a constant. The turbulent viscosity
is obtained in a similar way as in the standard k-ε
model, but Cµ is no longer constant. The model con-
stants are: C2ε = 1.9, σk = 1.0, and σε = 1.2.

In the standard k-ω model [20], the turbulence
kinetic energy, k, and the specific dissipation rate, ω,
are obtained from the following transport equations:

u j
∂k
∂x j
=
∂

∂x j

[(

ν +
νt

σk

)

∂k
∂x j

]

+ νtS 2 − β∗∞ fβ∗∞kω,

(10)

u j
∂ω

∂x j
=
∂

∂x j

[(

ν +
νt

σω

)

∂ω

∂x j

]

+
ω

k
νtS 2 − βi fβiω

2,

(11)

and the turbulent viscosity is obtained from νt = k/ω.
The functions fβ∗∞ and fβi are auxiliary functions,
see [18] for more details. The model constants are:
βi = 0.072, β∗∞ = 0.09, σk = 2.0, and σω = 2.0. In
this work, the low-Reynolds-number version of the
k-ω model is used [20].

The SST k-ω model [21] has a form similar to
that of the standard k-ω model. The transport equa-
tions are as follows

u j
∂k
∂x j
=
∂

∂x j

[(

ν +
νt

σk

)

∂k
∂x j

]

+ νtS 2 − β∗∞kω, (12)

u j
∂ω

∂x j
=
∂

∂x j

[(

ν +
νt

σω

)

∂ω

∂x j

]

+ S 2 − βiω
2 + Dω,

(13)

where βi = F1βi,1 + (1−F1)βi,2 and the turbulent vis-
cosity is obtained from νt = k/ωmax[1,ΩF2/a1ω].
The quantity Ω is the mean rate-of-rotation, F1 and
F2 are the blending functions, and σk and σω are
the auxiliary functions. The term Dω is the cross-
diffusion term. See [18] for more details. The model
constants are: a1 = 0.31, β∗∞ = 0.09, βi,1 = 0.075,
βi,2 = 0.0828, σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0,
and σω,2 = 1.168. See [18] for details of the low-
Reynolds-number correction to the turbulent viscos-
ity which is enabled in this work.
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In the Reynolds stress model (RSM), there are
the exact transport equations for the transport of
Reynolds stresses, −u′iu

′
j [22, 23]:

∂

∂xk

(

uku′iu
′
j

)

= −
∂

∂xk

[

u′iu
′
ju
′
k +

p′

ρ

(

δk ju′i + δiku′j
)
]

︸                                       ︷︷                                       ︸

Dt
i j

−

(

u′iu
′
k

∂u j

∂xk
+ u′ju

′
k
∂ui

∂xk

)

+
∂

∂xk

[

ν
∂

∂xk

(

u′iu
′
j

)
]

+
p′

ρ





∂u′i
∂x j
+
∂u′j
∂xi





︸              ︷︷              ︸

φi j

− 2ν
∂u′i
∂xk

∂u′j
∂xk

︸      ︷︷      ︸

εi j

,

(14)

where Dt
i j is the turbulent diffusive transport, φi j is

the pressure-strain term, and εi j is the dissipation ten-
sor. See [18] for details on how these terms are mod-
eled. The model constants are: C1 = 1.8, C2 = 0.60,
C1ε = 1.44, C2ε = 1.92, Cµ = 0.9, σk = 1.0, and
σε = 1.3.

2.2. Calculation of Near-Wall Area
When using some of the k-εmodels or the RSM,

the model should be modified in the vicinity of the
no-slip walls. In this work, the method is used in
which the whole domain is subdivided into two re-
gions, based on the Reynolds number Rey = y

√
k/ν,

where y is the normal distance from the wall. In the
fully turbulent region, i.e. where Rey > 200, the k-
ε model or the RSM is used. In the region where
Rey < 200, basic model equations are retained, but
[24, 25]

νt = Cµ
√

k`µ, `µ = C`y
(

1 − e−Rey/Aµ
)

, (15)

ε =
k3/2

`ε
, `ε = C`y

(

1 − e−Rey/Aε
)

, (16)

where Aµ = 70 and Aε = 2C` [25]. Between the in-
ner (Rey < 200) and outer (Rey > 200) region, νt and
ε are blended to ensure a smooth transition [18].

2.3. Calculation Procedure
All the calculations have been done using F-

 6.1.22 [18], a commercial software based on the
finite volume method. All terms in all equations
are discretized in space using second-order central
differencing, apart from the convection term, which
is discretized using a second-order upwind scheme.
Pressure-velocity coupling has been done using the
traditional SIMPLE algorithm.

Default values of all constants of software are
used. All options which are enabled by default are
used. In addition, a differential formula for effec-
tive viscosity µeff = µ + µt (µ is a molecular vis-
cosity) is used in the RNG k-ε model to take into
account low-Reynolds-number effects. Also a low-

Reynolds-number correction to the turbulent viscos-
ity is enabled when using either of the k-ω models.
All iterations are continued until residuals approach
the machine number and therefore it can be assumed
that iteration error is negligible. Relaxation parame-
ters are reduced when needed.

3. DOMAIN AND MESH
The schematic of the problem is shown in Fig-

ure 1. The arrangement of the problem is exactly
the same as in article [26] and is based on the exper-
iments of [7]. The Reynolds number based on the
crossflow free stream velocity (u∞) and the distance
from the leading edge of the flat plate to the jet axis
is Rex ≈ 317,000, whereas, the Reynolds number
based on the jet average velocity (wj) and the jet
diameter is ReD ≈ 8,130. The working fluid is air
with density ρ = 1.225 kg/m3 and dynamic viscosity
µ = 1.7894 × 10−5 kg/ms (ν = µ/ρ).
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Figure 1. Computational domain, boundary con-
ditions, and schematic of velocity profiles in block
interfaces. Domain width is 25D (modeled half
12.5D) and as sidewall boundary condition sym-
metry plane is used. Pipe diameter D = 24 mm.

In the experiments [7], special consideration was
given to establishing the fully developed incoming
flow conditions on the flat plate and in the pipe. The
boundary layer of the flat plate was turbulent. In the
simulation, this is achieved using a long enough de-
velopment distance of the boundary layer (128.75D)
so that the boundary layer velocity and Reynolds
stress profiles close to the jet axis (x = −3.75D) are
similar to their measured values when the RSM is
used. In the measurements, turbulent boundary layer
is produced using a vortex generator and a shorter
development distance. In the experiments, pipe flow
was fully developed. Also in the simulation, a long
enough pipe (75D) is used to produce a fully devel-
oped pipe flow.

The computational grid consists of four blocks
(Fig. 1 and Figure 2). Only one half of the domain is
modeled because of symmetry. The pipe consists of a
so-called supply block and of a so-called main block,
where 11,800 and 11,040 control volumes have been
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used, respectively. Also the crossflow consists of two
blocks, i.e. the supply block (117,000 control vol-
umes) and the main block where six different grid
resolutions have been used such that the total num-
ber of control volumes used is 267,640, 387,340,
549,340, 910,840, 1,405,240, or 2,302,990. Grids in
all blocks have been constructed so that the dimen-
sionless wall unit, y+ = uτy/ν (uτ =

√

τw/ρ, where
τw is the surface shear stress), is close to unity at the
wall-adjacent cells of all no-slip walls. All grids are
constructed so that grid is finer in the vicinity of the
jet than elsewhere.

Figure 2. Grid consisting of 1,405,240 cells.

4. RESULTS
It can been seen from the streamlines of the jet

and the crossflow (Figure 3) how complex flow struc-
ture is in the vicinity of the jet, especially in the
downstream side of the jet.
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Figure 3. Streamlines of jet and crossflow.

4.1. Grid Independency Test
A grid independency test has been done using

the standard k-ε model. According to Figure 4, grid
should be very fine to attain a grid-independent so-
lution. This is in close agreement with the article
[27].Velocity profiles of the standard k-ε model do
not change significantly when grid has been made
finer than 549,340 control volumes. However, we
can see slight changes in the turbulent kinetic energy.
If only a trajectory of the jet is considered, grid res-
olution needed is lower than in the case where the
whole velocity field is desired to be solved accurately
(Figure 5). The grid consisting of 1,405,240 control
volumes is used exclusively from here onwards.
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Figure 4. Normalized horizontal mean velocity
and turbulent kinetic energy in symmetry plane.
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4.2. Turbulence Model Comparison
Deviations of the streamline trajectories calcu-

lated using different turbulence models from the
measured streamline are quite notable (Figure 6). All
k-ε models give a streamline trajectory which is too
close to the flat plate, RNG k-ε giving the best com-
patibility with experiments. Both k-ω models give a
trajectory which is too far from the flat plate. The
trajectory of the Reynolds stress model is too close
to the flat plate in the vicinity of the jet exit, but the
model captures results of the experiments quite well
farther from the jet exit.
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Figure 6. Streamline trajectories, effect of turbu-
lence model.
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In Figure 7, mean velocity field in symmetry
plane is represented. There exists a node in the down-
stream side of the jet, near the wall. The measured
node is shown in every figure by a cross to help
the comparison between modeled and measured flow
fields. All models predict velocity field quite well.

The counterrotating vortex pair is shown in Fig-
ure 8. The measured core of the CVP is located in
every figure. Some models predict the shape of the
CVP and the place of the core accurately, but there
are notable deviations in results.

The greatest differences between modeled veloc-
ity fields can be seen from the velocity field in the
plane z/D = 0.17 (Figure 9). Both of the k-ω models
predict a velocity field which is considerably differ-
ent from the measured field.
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Figure 7. Mean velocity vector maps and sectional
streamlines in symmetry plane.
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streamlines in plane x/D = 2.4.
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Figure 9. Mean velocity vector maps and sectional
streamlines in plane z/D = 0.17.

All models predict too great a reverse flow ve-
locity value in the downstream side of the jet, some
models giving the value u/u∞ ≈ −1, whereas the
measured value is about −0.45, as can be seen from
Figure 10.

In the plane z/D = 2.4, the measured maximum
vertical velocity is in the upper part of the jet (Fig-
ure 11). In contrast, all models give a maximum in
the side part of the jet, near the CVP.
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Figure 10. Contour plot of normalized horizontal
mean velocity in symmetry plane.

The reason for peculiar behavior of both k-ω
models can be seen in Figure 12. These models give
turbulence kinetic energy levels in the vicinity of the
jet which are much too low.

Velocity values in five different locations are
compared in Figure 13.
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(g) RSM

Figure 11. Contour plot of normalized horizontal
mean velocity in plane x/D = 2.4.
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Figure 12. Contour plot of normalized turbulent
kinetic energy in plane z/D = 0.17.

5. CONCLUSIONS
Results of the grid independence test showed

that accurate calculation of the jet in a crossflow re-
quires a very fine grid. Results of the turbulence
model comparison showed that predicted turbulence
intensities of both k-ω models are two low in the
boundary layer approaching the jet. This deviation
reverberates to the whole structure of the flow field
of these models. Other models captured the structure
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Figure 13. Normalized horizontal mean velocity
in different locations in symmetry plane.

of the flow field fairly well. All models used
predicted streamline trajectory reasonable well, but
there exist some deviations from measured values.
All k-ε models gave a streamline trajectory which is
slightly too close to the flat plate, RNG k-ε giving the
best compatibility with experiments. Both k-ω mod-
els gave a trajectory which is slightly too far from
the flat plate. The trajectory of the Reynolds stress
model is too close to the flat plate in the vicinity of
the jet exit, but the model captures results of the ex-
periments quite well farther from the jet exit.
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ABSTRACT 
Large Eddy Simulation (LES) of the flow over 

a sphere rotating perpendicular to the streamwise 
direction is performed in order to investigate the 
effect of the rotation on the flow parameters at 
ReD=104, where ReD is the Reynolds number based 
on the free-stream velocity, sphere diameter and 
kinematic viscosity of the fluid. The rotational 
speeds considered are in the range of 0 ≤ ω* ≤ 0.72 
where the spin parameter ω* is defined as the ratio 
of the maximum circumferential velocity on the 
sphere surface to the free-stream velocity. The 
Smagorinsky-Lilly eddy viscosity model is applied 
to model the impact of the subgrid-scales on the 
resolved ones. 

The simulations are performed with the 
commercial flow solver FLUENT 6.1 [1] which 
was first validated by computing the flow around a 
non-rotating sphere and comparing the results with 
other data available from the literature. With 
rotation the magnitude of the mean force 
coefficients is continuously increasing with ω*, 
which can be attributed to the altered pressure 
distribution with rotation. The change in pressure is 
a result of the change in boundary layer separation 
and shear layer transition. These changes also lead 
to wake zones with reduced size and increased 
turbulent kinetic energy with increasing spin 
parameter. 

Keywords : boundary layer, computational fluid 
dynamics, large eddy simulation, drag force, lift 
force, rotating sphere  

NOMENCLATURE 
Cp [-] static pressure coefficient 
CS [-] Smagorinsky constant 
D [m] sphere diameter 
F [N] force 
KR [m2/s2] resolved turbulent kinetic energy 
L [m] mixing length for subgrid scales 
LR [m] recirculation length 

ReD [-] Reynolds number 
Sij [N/m2] resolved rate of strain tensor 
St [-] Strouhal number 
T [-] non-dimensional time 
V [m3] volume of computational cell 
c [-] force coefficient 
d [m] distance to the nearest wall 
p [Pa] pressure 
t [s] physical time 
u [m/s] velocity 
u’ [m/s] velocity fluctuation 
uτ [m/s] friction velocity 
x,y,z [m] Cartesian coordinates 
∆r+ [-] non-dimensional wall distance 
∆t [s] time step 
δ [-] Kronecker delta function 
ϕ [°] angle  
κ [-] von Kármán constant 
ν [m2/s] kinematic viscosity 
νSGS [m2/s] subgrid-scale viscosity 
ρ [kg/m3] density of the fluid 
τij [N/m2] subgrid stress tensor 
ω* [-] spin parameter 
Subscripts and Superscripts 
− filtered quantity 
〈…〉 time averaged quantity 
b base 
d drag 
l lift 
S static 
∞ free stream 

1. INTRODUCTION 
It is well known that besides the Reynolds 

number the rotation of the sphere has a substantial 
influence on the flow field around the sphere and 
therefore on the forces which are needed for the 
calculation of sports ball trajectories. That is why 
this topic has recently received much attention so it 
is important to know and understand the effect of 
rotation on the flow characteristics. 
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There are many experimental and numerical 
simulations of the flow around non-rotating spheres 
[2-5], but there are only a few examinations of the 
flow over rotating spheres and only at low 
ReD ≤ 500 [6-9]. The Reynolds numbers 
encountered in ball sports are however much larger. 
The objective of this work is therefore to 
numerically investigate the flow around a smooth 
sphere at a Reynolds number of ReD = 104, rotating 
perpendicular to the streamwise direction at spin 
parameters ω*=0, 0.18, 0.36, 0.54 and 0.72. First the 
flow solver FLUENT 6.1 is validated for the non-
rotating case by comparing the results with data 
available from the literature. Then the results of the 
rotating sphere are shown and the effect of rotation 
on the flow characteristics is analysed. 

2. SIMULATION OVERVIEW 

2.1. Computational mesh 
The computational domain around the sphere  

consists of two hemispheres with diameter 15D of 
which the first is defined as inflow and the second 
as outflow. The investigated sphere is located at the 
centre of the computational domain, see Figure 1. 
This dimension of the computational domain has 
been chosen to reduce the influence of the 
approximation of the boundary conditions on the 
results. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Computational mesh (xy-plane, z=0). 
The origin of the coordinate system is in the 
sphere’s centre. 

A block-structured mesh of O-type is used 
within the computational domain. Corresponding to 
the recommendation of Constantinescu et al. [2] the 
centre of the first cell is located at ∆r+ = uτ r / ν ≤ 1, 
where uτ = 0.04u∞ is used as a conservative estimate 
of the friction velocity. The grid point spacing in 
radial direction then grows with a geometric 

meshing law with maximum ratio of 1.05 . In polar 
and azimuthal direction the grid points  are 
uniformly distributed. The mesh consists of 
approximately 430000 control volumes. A cut 
through the mesh in the xy-plane at z=0m is shown 
in Figure 1. 

2.2. Governing equations and numerical 
details 

In this study the flow field is solved by means 
of LES in which the eddies that can be resolved by 
the grid are computed directly and only the 
unresolved subgrid-scales (SGS) need to be 
modelled. The basic equations for the LES are 
obtained by applying an implicit spatial filter to the 
incompressible Navier-Stokes-Equations. 
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The spatially resolved quantities are indicated with 
an overbar. From the unresolved scales only the  
subgrid stress tensor τij has been retained. The 
commutation errors which result when applying a 
spatial filter with variable width have been omitted. 
These commutation errors are of second order in the 
filter width and can be neglected (see Ghosal et al. 
[10]) if like in this work a second order scheme is 
used for the numerical solution of equations (1) and 
(2). Therefore the closure problem manifests itself 
solely in the appearance of the subgrid stress tensor, 
 

jijiij uuuu −=τ  (3) 
 
τij is modelled with the Smagorinsky-Lilly model 
which uses the eddy viscosity assumption 
 

ijSGSijkkij S2
3
1 νδττ −=−  (4) 

 
where νSGS is the subgrid-scale eddy viscosity and 
Sij is the resolved rate of strain tensor. νSGS is 
modelled as 
 

ijijSGS SS2L2=ν  (5) 
 
with the length scale 
 









= 3

1

V  d,  L SCmin κ  (6) 
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Here CS is the Smagorinsky constant set to CS=0.1, 
which is the default value in FLUENT, κ =0.4187 is 
the von Karman constant and d is the radial distance 
from the sphere’s surface. 

A Dirichlet boundary condition, which consists 
of a uniform velocity ux= u∞ is used at the inflow 
whereas a Neumann boundary condition with zero 
normal gradient for all variables is assumed at the 
downstream boundary. The sphere’s surface is a 
solid wall at which no slip conditions are imposed 
i.e. the relative velocity between the flow and the 
sphere is zero on the sphere’s surface. 

For time integration a second order implicit 
method is used. The approximation of pressure is 
carried out with a second-order upwind scheme 
whereas momentum is discretised with a second 
order central-differencing scheme. The pressure-
velocity coupling is done with the SIMPLE method. 
The stopping criterion for iterative convergence is 
set to 10-4 for continuity and the velocity 
components. Approximately 25 iterations per time 
step were necessary to achieve a converged 
solution. 

A constant time step of ∆t = 0,04 D / u∞ has 
been used for all the simulations, which 
corresponds to about 110 steps per period of the 
vortex shedding of  the non-rotating sphere. 

The histories of the force-coefficients, which 
are defined by Eqs. (7) and (8) 
 

4
Du

2

Fc 2
2 πρ

∞

= d
d

 
(7) 
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2 πρ
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= l
l

 
(8) 

 
have been monitored and a  moving average has 
been used to judge how many time steps are needed 
to obtain a converged time average. After a 
statistically steady state of the force coefficients 
was reached the statistics of the flow field have 
been accumulated over time intervals of at least T = 
t u∞ / D = 270 non-dimensional times, depending on 
ω*. 

3. CODE VALIDATION 
To validate the numerical code and for 

comparison with the flow around the rotating   
sphere at ReD=104 the turbulent flow of the non 
rotating case was simulated first. For this Reynolds 
number the flow is subcritical, i.e. the boundary 
layer is laminar until separation. Transition to 
turbulence occurs in the separated shear layers due 
to the Kelvin-Helmholtz instability, leading to a 
turbulent wake. 

The results for the characteristic integral 
parameters of the flow are shown in Table 1 
together with corresponding results from other 
numerical and experimental simulations. The mean 
drag coefficient compares well with the one 
reported by Kim [5] who calculated the flow with 
FLUENT 6.2. However both values are larger than 
the results of Constantinescu et al. [2] and of Yun et 
al. [4], both predicting a value which is only slightly 
smaller than the experimental result of Achenbach 
[3]. The reason for the difference in the mean drag 
between these simulations and the present one is the 
substantially shorter recirculation length which is 
the distance from the base point of the sphere to the 
point where the mean streamwise velocity is zero 
along the centreline. The reason for the differences 
can be attributed to the different numerical 
approximations used for the convective terms. 
Constantinescu et al. [2] used a hybrid scheme that 
consists of a fifth-order upwind scheme which is 
used until separation and for the first part of the 
separated shear layers. Elsewhere second-order 
central differences are used. Yun et al. [4] 
employed a third-order upwind scheme only until 
separation and then switched to central differences. 
Hence their shear layers are resolved with less 
numerical viscosity, leading to an earlier transition 
and therefore to a shorter recirculation length. The 
use of second-order central differences in the 
present work in the entire domain then leads to an 
even earlier transition and a shorter recirculation 
length. The higher suction pressure on the sphere’s 
base is consistent with the higher drag and the 
smaller recirculation length. The pressure 
coefficient is computed from 
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u
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pp
C

∞

∞−
= ρ

S  
(9) 

 
where the maximum pressure at the inlet boundary 
is used as reference pressure p∞.  
 

Table 1. Flow parameters for the flow around a 
non rotating sphere. St=fD/u∞ obtained from cd 
spectra except in [4] from radial velocity spectra. 

 <cd> Cpb St <LR>/D 
present 0.434 -0.286 0.196 1.134 
Constantinescu 
et al. [2] (LES) 

0.393 -0.25 0.195 - 

Constantinescu 
et al. [2] (DES) 

0.397 -0.275 0.2 1.7 

Yun et al. [4] 0.393 -0.274 0.17 1.364 
Kim [5] 0.438 - 0.182 - 
Achenbach 
(exp.) [3] 

0.40 -0.25 
(ReD= 

1.65⋅105) 

0.195 - 
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The present result for the Strouhal number 
agrees very well with the other simulations and the 
experiment. The Strouhal number has been obtained 
from the power spectrum of the drag coefficient 
following the method proposed by Choi et al. [11]. 
The entire time series is divided into eleven 
intervals with 50% overlap, each interval containing 
1024 data points. For every interval the power 
spectrum is computed and these spectra are then 
averaged. This procedure was necessary to clearly 
identify the dominant frequency as the time series 
of lift and drag are known to contain high energy at 
small frequencies due to a large scale modulation 
[2,4]. Furthermore our simulations suffer from 
dispersion errors well known for second-order 
approximations and the reflectivity of the inflow 
and outflow boundary conditions. The influence of 
these numerical errors on the results is further 
investigated at the moment. The computed Strouhal 
number represents the characteristic frequency of 
the vortex shedding in the wake. The characteristic 
higher frequency of the shear layer instability could 
not be detected in the spectra, i.e. there was no 
second peak or range with increased energy [4]. 

4. RESULTS FOR THE FLOW AROUND 
THE ROTATING SPHERE 

Finally the results for the sphere rotating with  
spin parameters ω*=0.18, 0.36, 0.54 and 0.72 are 
presented in this section and compared with the 
results of the non rotating case. In Fig. 2 the 
computed non dimensional mean streamwise 
velocity component is shown in the xy plane at 
z=0m for all spin parameters. Without rotation a 
nearly symmetric recirculation region results. With 
rotation the wake is lifted becoming more and more 
asymmetric. Due to the rotation in anti clockwise 
direction the flow on the upper half is decelerated 
while it is accelerated on the lower half. This leads 
to a reduction of the size of the region with the 
maximum negative velocities. The deceleration and 
acceleration of the flow has a pronounced effect on 
the boundary layer separation and shear layer 
transition which are the main processes determining 
the flow characteristics. These effects can be very 
well seen from the contours of KR, 

 
)´u´u´u(5.0K 222

R ><+><+><= zyx  (10) 
 
which is shown in Fig. 3 in the same xy plane. For 
all spin parameters the flow is laminar with 
negligible KR up to the transition to turbulence in 
the separated shear layers. At ω*=0 this transition 
takes place at the same x-coordinate on the upper 
and lower half of the sphere. The asymmetry of KR 
in the wake is due to the insufficient averaging 
time. At ω∗=0.18 the boundary layer on the lower 
half stays longer attached due to the acceleration. 
The shear layer transition is therefore moved further 

in flow direction. On the upper half the shear layer 
transition occurs further away from the sphere with 
no visible change in the x position when compared 
with the non rotating case. This process is enhanced 
with increasing rotation. At ω∗=0.36 and ω∗=0.54 it 
can also be seen well that the shear layers on the 
upper half are getting thinner due to the increasing 
difference between the velocity on the sphere’s 
surface and the velocity of the displaced approach 
flow. The shear layers on the lower half are no 
longer very well visible from ω∗≥0.54. Besides the 
change in the form of the wake zone the intensity of 
the turbulence is increasing with the highest values 
appearing at ω∗=0.72. For this spin parameter the 
region of non negligible KR is also maximum and 
the highest values very close to the sphere’s back 
are obtained. These fluctuations are first reduced for 
ω∗=0.18 and ω∗=0.32 to substantially increase again 
from ω∗≥0.54. 

 

Figure 2. Non dimensional time averaged 
velocity component in streamwise direction.  

The change of the flow field also leads to a 
change in the pressure distribution on the sphere. In 
Fig. 4 the azimuthally averaged mean pressure 
coefficients defined in equation (9) are shown for 
all spin parameters. The angle ϕ is measured from 
the front of the sphere. From 0° to 180° therefore 
represents the upper half of the sphere and from 
180° to 360° the lower half. For the non rotating 
case the pressure distribution is symmetric showing 
even the experimentally obtained pressure increase 
towards the base [3]. The base pressure coefficient 
is then continuously decreasing with increasing spin 
parameter. While the pressure distribution on the 
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frontal part of the sphere is nearly unaltered the 
suction peaks change substantially due to the 
deceleration and acceleration of the flow. On the 
upper half the suction is reduced due to the earlier 
separation of the boundary layers. For ω∗≥0.54 it 
completely disappears. The opposite can be 
observed on the lower half of the sphere where the 
flow is accelerated and the boundary layer 
separation delayed. The pressure therefore 
continuously decreases. Furthermore the minima 
are shifted towards the apex corresponding to the 
fact that the highest velocities are reached earlier 
with increasing ω∗, see Fig. 2. 

 

Figure 3. Non dimensional time averaged 
turbulent kinetic energy  

From the pressure distribution the change of the 
force coefficients with spin parameter can be 
anticipated. The decrease of the pressure below the 
sphere together with the pressure increase on the 
upper half leads to a negative lift force. As the 
changes occur in front of the upper and behind the 
lower apex they also contribute to the drag force. 
The pressure rise on the front and the pressure 
decrease on the back lead to an increase in the drag 
coefficient. The main reason for the increase in the 
drag force is however the decrease of the pressure 
over the sphere’s back. 

 

Figure 4. Mean pressure coefficient distribution 
on the sphere averaged in azimuthal direction.  
0° < ϕ < 180°: upper half, 180° < ϕ < 360°: lower 
half of the sphere. 

In Fig. 5 the mean force coefficients are shown 
as function of Reynolds number. 

 

Figure 5. Mean force coefficients as function of 
spin parameter. Experimental data of Kray et al. 
[12] for ReD=7⋅104. 

Also included are the experimental results of 
Kray et al. [12] which have been obtained for 
ReD=7⋅104. At this Reynolds number a decrease of 
the magnitude of the force coefficients for high spin 
parameters can be already observed. This 
phenomenon is known as negative Magnus effect 
and is absent in our results due to the lower 
Reynolds number. The other noticeable discrepancy 
between the measurements and the simulations is 
the large difference in the drag coefficients for ω∗=0 
which can be attributed to the mounting used in the 
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experiments [12]. Due to these differences the 
comparison of the data is only qualitative. 

The simulation results show a constant increase 
of the magnitudes of the force coefficients. While 
the drag increase is nearly linear the negative lift 
force is increasing less with increasing spin 
parameter. To assess the question whether it will 
approach a constant value requires further 
simulations with even higher spin parameters. 
Comparing the present results with the 
measurements of Kray et al. [12] it can be stated 
that the slope of the drag coefficient curve is well 
predicted until the onset of the negative Magnus 
effect. For the lift coefficient curve the agreement is 
also good but only for small spin parameters. 

5. CONCLUSIONS 
In this paper results of the large eddy 

simulations of the flow around a sphere at ReD = 104 
with and without rotation of the sphere were 
presented. The results of the non rotating case 
showed a reasonable agreement with experimental 
and numerical data from the literature. LES of the 
flow around a rotating sphere with FLUENT V6.1 
was therefore considered as feasible. The results of 
the cases with rotation perpendicular to the 
approach flow showed that the wake is lifted with 
increasing rotational speed because of the earlier 
separation of the boundary layer on the upper half 
and the delayed separation of the boundary layer on 
the lower half of the sphere. Shear layer transition is 
also modified by the rotation leading to higher 
turbulence in the wake with increasing spin 
parameter. The pressure distribution on the sphere 
does no longer show a suction peak on the upper 
half of the sphere due to the deceleration of the 
flow. At the lower half the suction increases with 
spin parameter. Both effects lead to an increasing 
negative lift force with increasing spin parameter. 
The drag force also increases as the base pressure is 
reduced. The computed force coefficients showed a 
reasonable qualitative agreement with available 
measurements at ReD = 7⋅104. The quantitative 
differences can be attributed to the experimental 
support of the sphere. The qualitative differences at 
large spin parameters are due to the negative 
Magnus effect not present at ReD = 104. Therefore 
further simulations are planned at Reynolds 
numbers high enough for the negative Magnus 
effect to appear. 
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ABSTRACT 
Flow modelling and numerical simulation of 

turbulent and/or complex vortical flows still lack a 
generally acceptable definition of a vortex though 
understanding of vortex dynamics (i.e. generation, 
evolution, interaction, and decay of vortical 
structures) should be based on objective and 
unambiguous detection schemes. There is no doubt 
that the physical reasoning for these schemes plays 
a crucial role. 

Firstly, a brief survey dealing with popular 
vortex-identification methods is presented. The 
most widely used local criteria (applied point by 
point) ― sharing a basis in the velocity-gradient 
tensor  ― are treated more thoroughly to recall 
the underlying requirements and to emphasize both 
their positive and negative aspects. A large number 
of recent papers have pointed out various 
applicability limitations of these most popular 
schemes for vortex identification and formulated 
(explicitly or implicitly) new general requirements, 
for example: validity for compressible flows, 
vortex-axis identification, allowance for an arbitrary 
axial strain, determination of the local intensity of 
swirling motion, non-local properties, and ability to 
provide the same results in different rotating 
frames. Some other, quite natural, requirements are 
pointed out and added to those already mentioned.  

u∇

Secondly, the vortex-identification outcome of 
the proposed triple decomposition of the local 
relative motion near a point is briefly reviewed. The 
triple decomposition of motion has been motivated 
by the fact that vorticity cannot distinguish between 
pure shearing motions and the actual swirling 
motion of a vortex. The new vortex-identification 
method ― based on the extraction of a so-called 
“effective” pure shearing motion ― is discussed on 
the background of previous methods and general 
vortex-identification requirements (illustrative 
examples are included). 

Keywords: decomposition of motion, vortex 
identification, vortex-identification criteria, 
vortical structures, vorticity decomposition 

1. INTRODUCTION 
What is a vortex? Though a vortex intuitively 

represents a distinct flow phenomenon, the answer 
to this question is neither simple nor unique, e.g. 
Lugt [1]. He presents one of the intuitive definitions 
of a vortex as follows: “A vortex is the rotating 
motion of a multitude of material particles around a 
common centre”. These intuitive definitions are 
often depicting a vortex in terms of closed or 
spiralling streamlines or pathlines, local pressure 
minima, and isovorticity contours and surfaces. 
However, spiralling streamlines or pathlines are 
obtained just for an observer moving with the 
vortex to be identified, and the existence of a local 
pressure minimum does not guarantee the existence 
of a vortex (and vice versa). 

Vorticity tensor, as a Galilean invariant 
quantity expressing an average angular velocity of 
fluid elements, appears as one of the most natural 
choices for a vortex-identification criterial measure. 
However, it has been recently emphasized by many 
authors that vorticity is not suitable for the 
identification of a vortex as it cannot distinguish 
between pure shearing motions and the actual 
swirling motion of a vortex (Jeong and Hussain [2], 
Kida and Miura [3], Cucitore et al. [4]). This 
property of vorticity leads to the misrepresentation 
of vortex geometry. Moreover, the vortex geometry 
depends on the vorticity threshold applied. 

The most widely used local methods for vortex 
identification are based on the analysis of the 
velocity-gradient tensor , its symmetric and 
antisymmetric components, strain-rate tensor S and 
vorticity tensor Ω, 

u∇

ΩSu +=∇ , and the three 
invariants of u∇ . The application of complex 
measures derived from u∇  has already revealed 
their importance for the description of large-scale 
vortical structures in turbulent free-shear flows as 
well as turbulent boundary-layer flows. These 
measures provide a rational basis for vortex 
identification and for the general classification of 
3D flow fields. In the following section the most 
popular vortex-identification criteria are shortly 
described. Needless to say, these criteria are 
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Galilean invariant (i.e. independent of the 
translational velocity of an observer). 

In Section 3, some other ― more recent ― 
identification methods and discussions about vortex 
definition are surveyed with a particular emphasis 
put on the applicability limitations of various 
schemes. New general requirements for vortex 
identification are summarized and other natural 
requirements are pointed out. 

In Sections 4 and 5, the vortex-identification 
outcome of the proposed triple decomposition of the 
local relative motion near a point is presented and 
reviewed on the background of previous methods 
and general identification requirements. Illustrative 
examples of this novel approach are included. 

2. THE MOST WIDELY USED LOCAL 
VORTEX-IDENTIFICATION CRITERIA 

A vortex represents obviously a non-local flow 
phenomenon in space and time. However, as noted 
by Chakraborty et al. [5], the presence of viscosity 
in real fluids results in continuity in the kinematic 
features of the flow field. Consequently, a 
reasonable estimate of some non-local vortical 
features can be inferred from the local (pointwise, 
applied point by point) methods and characteristics. 

2.1. Q-criterion 
Hunt et al. [6] identify vortices of an 

incompressible flow as connected fluid regions with 
positive second invariant of (in tensor notation 
below the subscript /j denotes differentiation) 

u∇
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that is, as the regions where the vorticity magnitude 
prevails the strain-rate magnitude. The norm (or 
absolute tensor value) G  of any tensor G is 

defined by ( )[ 21Ttr
/

GGG ⋅= ] . In addition, the 
pressure in the vortex region is required to be lower 
than the ambient pressure. 

2.2. Δ-criterion 
Dallman [7] and Chong et al. [8] define vortices 

as the regions in which the eigenvalues of u∇  are 
complex (a pair of complex-conjugate eigenvalues 
occurs) and the streamline pattern is spiralling or 
closed in a local reference frame moving with the 
point. Such points can be viewed within the critical-
point theory ― on a plane spanned by the complex 
eigenvectors ― as elliptic ones (focus or centre). 
For incompressible flows, this requirement reads 
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where Q and R are the invariants of , Q is given 
by (1), 

u∇
( )jiuR /Det= . Q and R play a crucial role in 

the reduced (due to incompressibility) characteristic 
equation for the eigenvalues λ of  u∇
 

03 =−+ RQλλ . (3) 

2.3. λ2-criterion 
The approach of Jeong and Hussain [2] is 

formulated on dynamic considerations, namely on 
the search for a pressure minimum across the 
vortex. Their general requirements for a vortex are: 
a vortex must have a net circulation and the vortex 
geometry should be Galilean invariant. Taking the 
gradient of the Navier-Stokes equations they find 

 

kkjijiji upa /// ν
ρ

+−=
1

 (4) 

 
where  is the acceleration gradient, the 

symmetric tensor  is the pressure Hessian. By 
decomposing (4) into symmetric and antisymmetric 
parts they derive the well-known vorticity transport 
equation, the antisymmetric part of (4), and the 
strain-rate transport equation, the symmetric part of 
(4). The latter reads 

jia /

jip/
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1
D

D
−=++−  (5) 

  
where the pressure Hessian  contains 
information on local pressure extrema. The 
occurrence of a local pressure minimum in a plane 
across the vortex requires two positive eigenvalues 
of the tensor . 

jip/

jip/

By removing the unsteady irrotational straining 
and viscous effects from the strain-rate transport 
equation (5) one yields the vortex identification 
criterion for incompressible fluids in terms of two 
negative eigenvalues of . The reason for 
discarding these terms lies in the fact that the 
existence of a local pressure minimum is neither a 
sufficient nor a necessary condition for the presence 
of a vortex in general, and the two removed terms 
from the equation (5) are found to be the main 
cause of this inaccuracy. 

22 Ω+S

Finally, a vortex is defined as a connected fluid 
domain with two negative eigenvalues of . 
Since the tensor  is symmetric, it has real 
eigenvalues only.  If these eigenvalues are ordered 
as follows, 

22 Ω+S
22 Ω+S

321 λλλ ≥≥ , the vortex-identification 
criterion is equivalent to the resulting condition 

02 <λ . 
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3. OTHER VORTEX-IDENTIFICATION 
APPROACHES, NEW REQUIREMENTS 
AND LIMITATIONS 

The papers mentioned in the preceding section 
have stimulated new and significant research 
activity. In this section some other recent vortex-
identification methods and discussions on vortex 
definition are briefly surveyed.  

Kida and Miura [3], similarly as Jeong and 
Hussain [2], point out that a swirling motion is not 
always associated with a sectional pressure 
minimum. This aspect has motivated these authors 
to improve the pressure-minimum scheme by 
imposing a kinematic swirl condition, and they have 
constructed the central axes of vortices by the 
sectional-swirl-and-pressure-minimum scheme for 
the identification of the low-pressure vortices in 
freely decaying homogeneous turbulence. As noted 
by Wu et al. [9] an extremal condition adopted by 
Kida and Miura [3] for low-pressure vortices is 
necessary for identifying a single line as the vortex 
axis. 

In the eduction of longitudinal vortices in wall-
turbulence, Jeong et al. [10] employ a non-zero 
threshold for λ2 contrary to the λ2-criterion. This 
practical aspect is emphasized by Kida and Miura 
[3], as well as by Lin et al. [11] in their study of a 
neutrally stratified planetary boundary-layer flow. 

The Q-criterion and λ2-criterion are limited to 
incompressible flows. In the case of compressible 
fluids additional terms occur on the LHS of Eq. (5) 
as shown by Cucitore et al. [4]. The use of  
as an approximation of the pressure Hessian  
for compressible fluids requires discarding other 
terms besides the unsteady irrotational straining and 
viscous effects removed originally from the strain-
rate transport equation (5) valid for incompressible 
flows only. 

22 Ω+S
jip/

Another aspect worth mentioning is that all the 
methods based on the analysis of  are pointwise 
providing local vortex-identification criteria.  This 
aspect has led Cucitore et al. [4] to introducing the 
concept of non-locality for determining the vortices 
as structures. They suggest a non-local, Galilean-
invariant identification technique. The reason is that 
the use of local procedures often selects a particular 
privileged direction which is considered as the 
vortex axis. For example, the λ

u∇

2-criterion captures 
the pressure minimum in a plane across the vortex 
but not along it. The non-local criterion of Cucitore 
et al. [4] is based on the intuitive notion that the 
particles inside a vortical structure show small 
variations in their relative distance even when 
following completely different trajectories. 

Zhou et al. [12] use the imaginary part of the 
complex eigenvalue of  to visualize vortices 
and to quantify the strength of the local swirling 
motion inside the vortex (the so-called swirling-
strength criterion). Their method is based on the Δ-

criterion, however, it identifies not only the vortex 
region (equivalently as Δ-criterion), but also the 
local strength and the local plane of swirling. For a 
similar approach based on complex eigenvalues see 
Berdahl and Thompson [13]. The associated 
instantaneous-streamline analysis is further 
developed in Chakraborty et al. [5]. Their criterion 
enhances the swirling-strength criterion by 
including a local approximation of the non-local 
property proposed by Cucitore et al. [4] requiring 
that the swirling material points inside a vortex 
have bounded separation remaining small. 
Moreover, Chakraborty et al. [5] study the 
relationship between local identification schemes. 
They show that all these local criteria, given the 
proposed usage of threshold, result in a remarkable 
vortex similarity. 

u∇

The evaluation of vortex-identification criteria 
by comparing the resulting vortex patterns in 
numerically simulated complex vortical flows 
cannot lead to a final choice for the correct criterion 
as the judgment depends on the adopted intuitive 
and subjective concept on what should be called a 
vortex, as pointed out by Wu et al. [9]. Instead of 
numerical examples they make an analytical 
diagnosis of four local criteria, demonstrated by the 
Burgers and Sullivan vortex, indicating that Q-
criterion and λ2-criterion may cut a connected 
vortex into broken segments at locations with strong 
axial stretching. Consequently, the following 
requirements are emphasized: a generally applicable 
vortex definition should be able to identify the 
vortex axis and allow for an arbitrary axial strain. 
Note that all the local criteria described in Section 2 
identify just a vortex region through criterial 
inequalities without specifying the vortex axis 
inside this region. Wu et al. [9] state that an equality 
is necessary for identifying a single line as the 
vortex axis. Recall that the extremal condition of 
Kida and Miura [3] enables to find the vortex 
skeleton by tracing the lines of sectional pressure 
minimum provided that a swirl condition is 
satisfied. 

Xiong et al. [14] define a vortex as follows: if 
all the fluid particles within the area in the plane 
normal to the vorticity direction have the rotational 
velocity components in the same direction around 
any point in the area, the area is identified as a part 
of a vortex. They clearly state that the validation of 
the vortex definition using flow examples is not 
rigorous because of a prejudice of expecting what is 
a vortex a priori. Examples are only sufficient to 
invalidate but not support an idea. Xiong et al. [14] 
emphasize that a method to identify a vortex should 
be evaluated by whether there is a clear physical 
meaning in the vortex definition and that the vortex-
identification method should be chosen by which 
characteristics the definition focuses on. 

The fact that all the most widely used vortex 
definitions are not objective relative to an arbitrarily 
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rotating reference frame has motivated Haller [15] 
to develop an objective frame-independent 
definition of a vortex based on Lagrangian stability 
considerations. Accordingly, a vortex is defined as a 
set of fluid trajectories along which the strain 
acceleration tensor is indefinite over directions of 
zero strain. This definition should help in the 
situations of an unclear choice for a reference frame 
(for example, vortical flows in rotating tanks). 

The above mentioned new requirements for 
vortex-identification schemes and their underlying 
criterial quantities can be summarized as follows: 

 

• validity for compressible flows 
• to avoid the subjective choice of threshold in 

the vortex-boundary identification 
• determination of the local intensity of swirling 

motion (to describe inner vortex structure) 
• vortex-axis identification 
• allowance for an arbitrary axial strain 
• non-local properties 
• ability to provide the same results in different 

rotating frames 
 

Though most of these requirements are intuitively 
clear, some of them may need further justification. 

As to the local intensity of swirling motion, 
engineering practice may frequently need this local 
quantity to be integrable across the vortex region to 
obtain the integral strength of a vortex (this may be 
considered not only in planar cross-section sense 
but even in volumetric sense). However, the 
application of conventional circulation Γ for this 
purpose is in fact misleading as the vorticity is 
misrepresenting the local intensity of actual 
swirling motion of a vortex. For example, one 
obtains a net circulation for the region of a pure 
shearing motion due to a net vorticity of this 
motion. 

Further, another requirement ― much more 
trivially looking than the integral strength of a 
vortex ― is the swirl orientation. The local angle 
between the vortex-axis tangent and the vorticity 
vector may reach almost 90° due to a strong 
shearing aligned with the vortex axis. A nice 
theoretical example in this regard is represented by 
an inviscid streamwise vortex in a homogeneous 
shear flow (see §5.2.1 of Jeong and Hussain [2]). 
This requirement becomes particularly important in 
complex 3D vortical flows subjected to high shear. 

These additional requirements are quite natural 
and, therefore, added to those already mentioned:  

 

• swirl orientation 
• determination of the (integral) vortex strength 

4. TRIPLE DECOMPOSITION OF THE 
RELATIVE MOTION NEAR A POINT 
AND VORTEX IDENTIFICATION 

The triple decomposition of the local relative 
motion near a point (TDM) has been motivated by 

the fact that vorticity cannot distinguish between 
pure shearing motions and the actual swirling 
motion of a vortex. Therefore, this decomposition 
method is ― including its vortex-identification 
outcome ― based on the extraction of a so-called 
“effective” pure shearing motion. The TDM is 
expressed through the corresponding triple 
decomposition of u∇  introduced in [16]. 

To discuss all the main aspects of the TDM in 
3D flows is far beyond the scope of this short 
contribution and the research is in this regard 
incomplete due to its complexity. However, its 
planar version ― including the application to vortex 
identification ― is very illustrative. Particularly, a 
straightforward qualitative comparison with the 
most widely used vortex-identification methods is 
provided in Section 5. 

Although we focus below on planar flows, it is 
convenient to introduce the TDM algorithm using 
3D formalism. The TDM reads 

 
( ) ( ) ( )SHRREL uuuu ∇+∇+∇=∇  (6) 

 
where an irrotational straining motion is given by 
the symmetric tensor ( )ELu∇  (subscript EL denotes 
elongation), a rigid-body rotation is given by the 
antisymmetric tensor ( )RRu∇ , and an effective pure 
shearing motion ( )SHu∇  is described by the “purely 
asymmetric tensor form” of  with components 
fulfilling in a suitable reference frame 

u∇
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The above requirements are apparently 

insufficient. What we really need is a physically 
well-justified algorithm leading to a unique 
decomposition. The “shear tensor” satisfying the 
condition (7) can be easily generated by the natural 
and straightforward decomposition scheme which is 
applicable to an arbitrary reference frame 
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where the residual tensor is given by 
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(8b) 

 
In (8a, b) the following simplified notation is 
employed: u, v, w are velocity components, 
subscripts x, y, z stand for partial derivatives. The 
remaining two non-specified pairs of off-diagonal 
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terms of the residual tensor in (8b) are constructed 
strictly analogously as the specified one, each pair 
being either symmetric or antisymmetric. 

If considered separately, an arbitrary shearing 
motion should be, by (7), recognized in a suitable 
reference frame as a third elementary part of the 
TDM. Finding a minimum of the norm of the 
residual tensor within the scheme (8a, b) by 
changing the reference frame under an orthogonal 
transformation guarantees to satisfy this necessary 
requirement and leads to the correct frame choice 
(to perform the desired decomposition). This 
condition says that the effect of extraction of the 
shear tensor from  is maximized. u∇

The TDM is closely associated with the so-
called basic reference frame (BRF) where it is 
performed. In this frame, an effective pure shearing 
motion is shown in a clearly visible manner 
described by the form (7) on condition that the 
norm of the residual tensor in (8a, b) is minimized. 
That is, consistently with the limiting case 
mentioned in the preceding paragraph, on condition 
that the effect of extraction of the shear tensor is 
maximized. Considering the following relation 
expressed in terms of strain-rate and vorticity 
tensors, S and Ω, and valid in an arbitrary reference 
frame, 
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(9) 

 
the definition condition of the BRF takes the form 
 

[ ]
.frames allover  MAX

BRF
131332322121

=

++ ΩSΩSΩS  (10) 

 
Note that the BRF, unlike the system of 

principal axes of S, is determined simultaneously on 
the basis of S and Ω. 

The decomposition algorithm consists of the 
following three steps (a uniform dilatation can be 
removed prior to further analysis of  without 
loss of generality and applicability to compressible 
flows) 

u∇

 

Step 1: Determination of the BRF satisfying the 
condition (10). 

Step 2: Decomposition of  following the 
scheme (8a, b); according to the initial 
scheme (6), the residual tensor represents 
the sum 

u∇

( ) ( )RREL uu ∇+∇ , and the shear 
tensor represents ( )SHu∇ . 

Step 3: Return to the original (e.g. laboratory) 
reference frame: any additive part A of 

 is described in an arbitrary reference 
frame rotated with respect to the BRF 
under an orthogonal transformation Q by 
QAQ

u∇
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In the planar case treated below in detail, the 

uniqueness of this decomposition is obvious. 
From the viewpoint of the double 

decomposition, the TDM components of u∇  are 
certain products of interaction between S and Ω. 
The term ( )SHu∇  is responsible for a specific 
portion of vorticity labelled “shear vorticity” and 
for a specific portion of strain rate labelled “shear 
strain rate”. The remaining portions are called 
“residual vorticity” and “residual strain rate”. 

In planar flows, the velocity-gradient tensor 
u∇  can be described in an arbitrary reference 

frame, in the system of principal axes, and in the 
above mentioned BRF as follows 
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where s and ω fulfil the relations 
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( ) 2/yx uv −=ω . (14) 

 
In the BRF, there are two different relative 

rotational orientations of  and , the same 
and the opposite, see Fig. 1. In Fig. 1(a) vorticity 
dominates strain rate. The characteristic angles, 

yuyd xvxd

1α  
and 2α , correspond to the residual vorticity RESω  
(associated with the rigid-body rotation) and shear 
vorticity SHω  (associated with the pure shearing 
motion) while their sum is proportional to the total 
vorticity ω. In Fig. 1(b) strain rate dominates 
vorticity. The characteristic angles, 1β  and 2β , 
correspond to the residual strain rate  and 
shear strain rate  while their sum is proportional 
to the total strain rate s. Note that 

RESs

SHs

RESω  and SHω  
have the same signs in the BRF due to the algebraic 
structure of (8a, b). The same holds for  and 

. The superimposing geometrical construction 
in Fig. 1 is of virtual nature and applicable to 
infinitesimal motional changes only. For both 
rotational orientations, the magnitude of the 
superimposed shearing motion is given by the 

RESs

SHs
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difference of absolute values of  and . In 

planar flows, a non-zero 
yu xv

RESω  apparently existing 
only for the same rotational orientation of  and 

, see Fig. 1, excludes the existence of a non-
zero  existing only for the opposite rotational 
orientation of  and . 

yuyd
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yuyd xvxd
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Figure 1. Geometrical interpretation of 2D fluid 
motion: (a) vorticity components,  (b) strain-rate 
components. 

With respect to the algebraic structure of (8a, b) 
the following set of relations can be derived for 
s and ω, and their residual and shear components 
(not stated case ω=s  represents a simple shear) 
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The vortex-identification outcome of the TDM 

reads: a vortex is defined as a connected fluid 
domain with a non-zero magnitude of the residual 
vorticity. In the present context, the planar-vortex 
regions are characterized by the non-zero residual 
vorticity for ω<s  using (24) and (26), see 
preliminary results [16] for the plane turbulent wake 
of two side-by-side square cylinders [17]. The 
planar analysis may be applied as quasi-2D method 
provided that the velocity gradients in the third 
direction are negligible. Fig. 2 shows the quasi-2D 
secondary-flow vortex geometry in two downstream 
cross-sections of a single jet in crossflow (JICF), 
data [18], which is nearly circular in terms of RESω . 
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Figure 2. Secondary-flow vortex geometry of the 
JICF in terms of (negative) vorticity and residual 
vorticity at x/D = 10 (above), x/D = 15 (below). 
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5. DISCUSSION 
It should be emphasized that the identification 

method based on the residual vorticity represents a 
certain qualitative “comeback” of vorticity, namely 
its specific portion associated with the local 
residual rigid-body rotation obtained after the 
removal of pure shearing motion. In view of the 
requirements summarized in Section 3, note that all 
very useful vorticity features ― vectorial character 
(direction and orientation), applicability to 
compressible flows, easy integrability across an 
arbitrary surface area, etc. ― are retained. On the 
other hand, it is still a local quantity, moreover, not 
invariant with respect to rotating reference frames. 

In planar flows, all the local criteria described 
in Section 2 degenerate to the same one [2, 9] 
identifying the vortex region by the condition 

 implying that vorticity dominates 
strain rate. This criterion corresponds to the Weiss 
criterion [19, 20] for elliptic flow regions and can 
be geometrically interpreted as the region of 
positive unnormalized Gaussian curvature of the 
stream function [21]. 

022 >− sω

The kinematically consistent model of a planar 
vortex-shear interaction employed below provides a 
fair basis to obtain correct qualitative results on 
vortex identification. The examined planar u∇ -
field is formed by superimposing of two linear 
shearing effects of a Gaussian distribution located 
symmetrically at  onto the -field of an 
ideal axisymmetric Taylor vortex centred at (0, 0). 

50.±=y u∇

The distribution of positive  exhibits 
the formation of a double peak quite similar to that 
of vorticity distribution, see Fig. 3 (for the same 
strength of “flow components” in terms of vorticity 
peaks). For large shearing values the peak 
magnitudes of both vorticity and  are 
adequately large and the locations of peak values 
are ultimately attaining the locations of shearing 
maxima at . This is causing an inevitable 
ambiguity in defining the vortex axis in terms of 
vorticity as well as  by using the natural 
extremal condition, as discussed in Section 3. In 
Fig. 3 it is shown that the conventional criterial 
quantity, positive , identifying satisfactorily 
the overall vortex region fails ― unlike 

22 sω −
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22 sω −

RESω  ― in 
describing the vortex axis correctly (in terms of the 
location and magnitude of the peak value) provided 
that a pure shearing motion superimposed onto an 
ideal vortex is not negligible. This quantity cannot 
represent the local intensity of a vortex due to the 
strong inherent bias towards [ ]s+ω  expressed by 
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Figure 3. Description of vortex-shear interaction. 

The expression (27) explains the coincidence of 
the zero contour for  with that for 22 sω − RESω  
(Fig. 3). In both cases, this contour represents the 
identified vortex boundary, however, only roughly 
matching the original axisymmetric boundary of an 
isolated Taylor vortex. The reason is that any local 
schemes based on pointwise analysis can hardly 
reveal any virtual non-local flow components or 
features exactly. 
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6. CONCLUSIONS 
A brief survey of popular vortex-identification 

methods is presented. The most widely used local 
criteria are critically reviewed on the background of 
other vortex definitions and relevant discussions. A 
particular emphasis is put on the summary of new 
general requirements for any vortex-identification 
schemes and their underlying criterial quantities. 

Further, the present paper suggests that a 
specific portion of vorticity provides a proper 
physical quantity for the kinematic identification of 
a vortex. On the basis of the triple decomposition of 
the local relative motion near a point, the vorticity 
is decomposed into two parts, shear vorticity and 
residual vorticity. The latter is associated with the 
local residual rigid-body rotation obtained after the 
extraction of an effective pure shearing motion. The 
residual vorticity retains all very useful vorticity 
features and, consequently, satisfies most of the 
general requirements for vortex identification. 
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ABSTRACT  
Introduction of an external fluctuation into the 

flow is one of the promising methods to control 
and/or reduce the flow separation. There are 
effective fluctuation frequencies for the reduction of 
separated region. The mechanism of the reduction 
in the flow around the inclined flat plate was 
investigated by numerical simulation. The artificial 
periodic velocity fluctuations with various 
frequencies were introduced into the mean upstream 
flow of the separated region. The vortex structure in 
a separated region changes to that of various 
patterns when the fluctuation is introduced into the 
separated region. It was found that the vortices of 
some scale are formed in the separated shear layer. 
With the effective frequency, these vortices 
generate periodically and shed from the 
reattachment point in frequency of fluctuation.  

Keywords: separation, reattachment, shear layer, 
velocity fluctuation, vortex, CFD 

NOMENCLATURE  
In this study, all of the values are non-

dimensionalized by the mean flow velocity U0 and 
flat plate length L. 
A [m/s] Amplitude of external fluctuation  

velocity 
a [m/s] Maximum amplitude of external  

fluctuation velocity 
f [Hz] frequency of velocity fluctuation 
L [m] flat plate length 
p [Pa] pressure 
t [s] time 
U0 [m/s] mean flow velocity 
u [m/s] velocity vector 
u, v [m/s] velocity 
u′, v′ [m/s] fluctuation component of velocity 
x, y [m] coordinate axes (parallel and  

normal to the mean flow  
direction) 

λ [m] wavelength 
ξ, η [m] coordinate axes (parallel and  

normal to the flat plate direction) 
Subscripts and Superscripts 
e external fluctuation 
shed on the vortex shedding 
R on the reattachment point 
Z component along the mean flow axis 

1. INTRODUCTION 
Separation phenomena in a flow become the 

source of oscillation and noise which lead to the 
crucial damage of the performance of machines. 
Consequently the control and the reduction of flow 
separation are the most important subjects in 
engineering. An external fluctuation is one of the 
promising methods to control and/or reduce the 
flow separation. The fluctuation also causes the 
rolling up of separated shear layer which leads to 
the generation of vortices and the promotion of 
reattachment. 

Sigurdson [1] and Kiya et al. [2] investigated 
the influences of the external fluctuation on the 
reduction of flow separation and on the mechanism. 
In their study the separated flow was formed on the 
front face of a blunt circular cylinder whose axis is 
aligned along the mean flow. The velocity 
fluctuation was generated from the edge of front 
face of cylinder in which the woofer is installed. 
They investigated experimentally the mechanism of 
the velocity fluctuation with various frequencies 
and amplitudes. The previous studies concluded that 
reattachment length attains a broad minimum at a 
particular frequency. Sigurdson suggests that the 
effective frequency for reduction of separated 
region relates to the frequency of shedding of 
vortices from the reattachment region. He also 
showed that the most effective frequency was found 
to be two to five times the shedding frequency. 
Yoshioka et al. [3] investigated the effect of 
frequency on the reduction of separated region in 
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perturbed backward facing step flow. The wavy 
streamline patterns were observed behind the step, 
and vortices developed with these wavy patterns. 
The spatial interval of the vortices was correlated to 
the wavelength of the wavy patterns caused by the 
external perturbation. In the effective frequencies, 
the number of vortices per unit time generated in 
the recirculation region has the maximum owing to 
the frequency condition. 

The vortex structures caused in the separated 
region by introducing the fluctuation are important 
for the reduction of separated region as described 
above. In the present study, numerical simulations 
for the flow around the inclined flat plate were 
conducted. The external periodic velocity 
fluctuations with various frequencies were 
introduced in the upstream along the flat plate. We 
focused the changes of the vortex structures on the 
flat plate. The vortex scale due to the introduced 
external fluctuation is discussed. 

The remainder of this paper is organized as 
follows. Section 2 outlines the numerical method. 
The following Section 3 presents and discusses the 
results. Finally, Section 4 includes the concluding 
remarks of this work. 

2. NUMERICAL METHOD 

2.1. Method of Numerical Calculation 
The calculation model is our previous 

experiments [4]. In this study, regular interval 
rectangular grid system was used in the calculation.  
The basic equations are the two-dimensional 
incompressible Navier-Stokes equation and the 
equation of continuity shown in vector form as 
follows; 

 

( ) upuu
t
u 2

Re
1
∇+−∇=∇⋅+

∂
∂  (1)

 
0=⋅∇ u  (2)

 
These equations are non-dimensionalized by both 
the mean flow velocity U0 and the flat plate length 
L.  All of the values are non-dimensional in this 
paper.  Hyper Simplified Marker and Cell 
(HSMAC) method is employed to solve those 
equations. Two order Adams-Bashforth method is 
used for the time integration in Eq.(1). For the 
spatial derivatives, fifth order upwind difference, 
fourth order central difference and second order 
central difference are employed for the nonlinear 
term, the viscous term and pressure term 
respectively. In Eq.(2) all the spatial derivatives are 
approximated by second order central difference. 

In this study, the flow field around the flat 
plate with the inclination angle of 5 degrees is 
calculated numerically. Schematic figure of 
calculation region is shown in Fig.1. The grid points 
are 400×300, and the interval of grid point is 0.01 in 

both directions. The origin of axes is set at the 
leading edge of the flat plate.  In the mean flow x is 
parallel and y is normal to the mean flow. On the 
other hand, ξ and η are the parallel and normal axes 
to the flat plate respectively. Equations (1), (2) are 
solved in the field of the axes of ξ and η. 
Calculation region is in the ranges of -1.0L < ξ < 
3.0L and -1.5L < η < 1.5L. Flat plate is given by 
imposing non-slip condition on the grid at 0.0 < ξ < 
1.0, η = 0.0. The main flow is introduced into the 
calculation region with inclination angle of 5 
degrees. At the first, the potential flow is given on 
the whole calculation field. Reynolds number Re 
based on the mean flow velocity U0 and on the flat 
plate length L is 3.0×104. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Coordinate system 

 

2.2. Introduction of the Periodic 
Fluctuation 

Periodic fluctuation is introduced into the 
limited region by being fluctuated the velocity 
components at the inflow boundary condition. If the 
fluctuations are simply added on the velocity 
components, they do not satisfy the equation of 
continuity. Fluctuation component of v′Z which is 
normal to the mean flow is determined first. 
Fluctuation component of u′Z is then calculated by 
substituting that of v′Z for the equation of continuity. 
These components of velocity fluctuation are 
determined as follows; 
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In this study, the phase difference in y-direction is 
neglected. To introduce the velocity fluctuation into 
the limited region, as shown in Fig.2, amplitude of 
fluctuation velocity A is given in the y-direction by 
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Gaussian function as follows; 
 
( ) ( ){ }2exp hyayA −=  (5)
 

Where a is the maximum amplitude of external 
fluctuation velocity and h is the control parameter 
that decides the width of the given fluctuation. The 
maximum in the Gaussian profile is set in the 
upstream of the leading edge of the flat plate. The 
fluctuation intensity varies by changing the 
maximum amplitude a. As the effect of the 
frequency of the external periodic fluctuation is 
main subject in this study, the maximum amplitude 
a is assumed to 0.1 times mean flow velocity U0 for 
introducing the fluctuation with the single fixed 
frequency. The parameter h means the length 
between the inflection points of the Gaussian 
function, and depends on h0 which is a half the 
spatial wavelength λ (see Fig.2).  Namely h0 is 
determined by the fluctuation frequency fe and the 
mean flow velocity U0 as follow; 

 

0
0

22
U

fh e=  (6)

 
In this study, h is determined as equal to h0. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Fluctuation velocity condition 

 

3. RESULTS AND DISCUSSION 

3.1. Separated flow on the flat plate 
Figure.3 shows the instantaneous vorticity 

contours on the flat plate without external 
fluctuation. The triangle mark indicates the time-
averaged reattachment point. Reattachment point is 
determined by reverse-flow intermittency [2] on the 
flat plate. The flow separates at the leading edge, 
and thus the separated shear layer is formed. The 
shear layer rolls up to form vortices, then reattaches 

on the wall after a few times of merging. In the 
actual flow, disturbances involved in the mean flow 
grow, in itself, in the selected frequencies under 
Kelvin-Helmholtz instability. In the numerical 
calculation, however, the disturbances do not grow, 
and shear layer does not roll up to form vortices, 
which is due to the mean flow without disturbances. 
Vortices shown in Fig.3 are therefore not due to 
Kelvin-Helmholtz instability. 
 

t = 0.0

t = 0.25

t = 0.5

t = 0.75

t = 1.0

t = 1.25

 
 

Figure 3. Vorticity contours (without 
fluctuation) 

 
The frequencies of the external periodic 

fluctuation, fe, were referred to the dominant 
frequency in the separated region. To determine this 
dominant frequency, the characteristics of 
frequency in the separated region were examined. 
Figure.4 shows the power spectra with the time 
series of velocities measured in the separated region 
((a) ~ (d)) and in the wake of the flat plate ((f)). The 
effective frequencies which decay the separated 
region relates to fshed; the vortex shedding frequency 
[1,2]. In the calculation results, the vortex shedding 
frequency fshed is assumed about 1.1, which was 
selected for the base frequency. In Fig.4(b), another 
spectrum peak is shown at f ≈ 2.3. This frequency 
indicates the scale of vortices that first roll up. In 
the downstream, these vortices merge to form the 
vortex structures with frequency f = 1.1. 
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Figure 4. Power spectrum 

 

3.2. The changes of the separated flow 
field by introducing the periodic 
fluctuation 

The schematic pattern of vortex structures 
generated by the external fluctuation is divided into 
four patterns shown in Fig.5 ~ 8. In these figures, 
the time is set as zero when the time series of 
velocity at the point ξ = 0.0, η = 0.05 reach the 
maximum amplitude. 

As seen Fig.5, the separated shear layer flutters 
periodically by the external fluctuation in the mean 
flow. During a unit period of fluttering, shear layer 
rolls up to plural vortices with a several scales.  
These vortices are merged into a large vortex, 
which reattaches on the wall. This reattached vortex 
is shed from reattachment point to the downstream 
with the frequency of fluctuation. It indicates that 
vortex shedding is controlled by the introducing 
fluctuation while it does not control the rolling up 
of shear layer to the vortex of the scale in frequency 
of fluctuation. 

Fluttering motion of the shear layer is clearly 
shown in Fig.6. Vortices are formed nearer the 
leading edge than that shown in Fig.5. In this 
pattern, one vortex is formed and shed in a unit 
period of the fluttering motion. Vortex reattaches 
without merging, and the same scale vortices are 
lined up in regular interval on the flat plate. The 
separated region is reduced the most in all patterns. 
From these results it is inferred that the effective 
frequency on the reduction of the separated region 
will form the vortex street on the flat plate in stable. 

As shown in Fig.7 the vortices in the shear 
layer are formed at the nearest point on the leading 

edge of the flat plate in all patterns. These vortices, 
however, travel to the direction away from the wall. 
These vortices merge once or twice, grow large one, 
and reattaches. If the numbers of merging times 
until reattachment are constant, reattachment length 
is reduced. The scale of shedding vortex is similar 
to that shown in Fig.6. In Fig.7, however, separated 
region are not smaller than that in Fig.6. 

As shown in Fig.8, separated shear layer in 
high frequency condition rolls up to the scale 
independent of the frequency of fluctuation. These 
vortices grow and merge into the large vortices, and 
then reattach on the wall. The vorticity contours are 
similar qualitatively to those without fluctuation. 
Extremely high frequencies have less effect on the 
reduction of the separated region. 

Figure.9 shows the relation between the 
fluctuation frequency fe and the reattachment length 
ξR. The reattachment lengths are normalized by that 
without fluctuation; ξR0. In the frequency range 1.2 
< fe < 2.5, the reattachment length becomes 
extremely short. In this frequency range, shedding 
vortices lined up on the wall in regular interval. 
Around the frequency fe ≈ 1.8, however, the effect 
of the reduction of the separated region decreases 
due to merging next one. In the frequencies between 
about 2.5 and 5.5, the reattachment length decreases 
again. If the frequency is over about 5.5, the effect 
of the reduction decreases. Furthermore, if 
frequency is the harmonic of fshed, the effect gets 
large. The variation of the reattachment length 
corresponds to the vortex structure patterns showed 
in Fig.5~8. The effective frequencies reducing the 
separated region therefore form the periodic vortex 
structures. 

3.3. The critical frequency and the 
specific vortex 

There are differences among the vortex 
structures formed by different frequencies. It is 
inferred that the formed vortex structures relate to 
the effect of reduction. Especially, seen in Fig.9, 
there is the critical value around frequency fe ≈ 2.5 
in variation of the reattachment length. Figure.10 
shows vortex structures under the critical frequency. 
As shown in Fig.10, vortices of a certain scale, 
circled in figures, are formed. This vortex will be 
called “specific vortex” in follows. In the frequency 
range 1.2 < fe < 2.5, one specific vortex is formed in 
a unit period of the shear layer fluttering. The 
specific vortices reattach on the wall without 
merging and these line up in the regular interval.  If 
the frequency of the external fluctuation gets high, 
interval of these vortices gets narrow. Vortices are 
merged of the neighboring vortices if the interval 
smaller than a certain value. In this interval, namely 
frequency, the effect of the reduction extremely 
decreases because the vortices merge near the wall 
and induce backward flow. This frequency to cause 
merging is the critical frequency fe ≈ 2.5. Same 
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Figure 5. Vorticity contours ( fe = 0.7 ) 
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Figure 6. Vorticity contours ( fe = 1.4 ) 
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Figure 7. Vorticity contours ( fe = 3.5 ) 
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Figure 8. Vorticity contours ( fe = 10.0 ) 
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Figure 9. Variation of reattachment length 
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Figure 10. Vorticity contours of the frequency 
under the critical  

decreases of the effect on the reduction are seen 
around the frequency fe ≈ 1.8. 

Vortices shed from the reattachment point do 
not merge with neighboring one. The reason is that 
vortices satisfy the stable condition like Kármán 
vortex street. This is an interaction with vorticity of 
the opposite sign, the image vorticity resulting from 
the presence of the wall [1,2]. Among the frequency 
range 1.2 < fe < 2.5, the specific vortices line up 
periodically on the wall. This vortex street formed 
by introducing external fluctuation satisfies the 
stable condition as described above. And the 
interval of these vortices, namely shedding 
frequency is corresponding to the external 
frequency. The effective frequency is therefore the 
frequency which satisfies the stable condition of 
vortex street on the specific vortex scale. 

4. CONCLUDING REMARKS 
Numerical calculations in the flow around the 

inclined flat plate were conducted. The influence of 
the external fluctuation frequency on vortex 
structure on the flat plate was focused, and 
following results are obtained: 
  (1)  Separated shear layer get fluttering by external 
periodic velocity fluctuation in the mean flow. And 
shear layer is promoted to rolling up vortices by this 
fluttering motion. 
  (2)  Changes of vortex structure on the flat plate 
are divided four patterns. The separated region is 
decay if the specific scale vortices are formed 
periodically. 
  (3)  The specific scale is inherent in the separated 
region. The effective frequencies promote rolling up 
the specific scale vortices and make them line up in 
regular interval. 
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ABSTRACT 
Despite its geometrical simplicity, the edge 

tone displays a remarkably complex behaviour. The 
plane jet oscillates around the edge with a relatively 
stable frequency and under certain circumstances 
emits an audible tone. This configuration plays a 
central role in the sound production of organ pipes 
and recorders but has also industrial applications 
including Y-shaped pipe branches or the tongue of 
turbomachines. The flow exhibits various 
interesting nonlinear phenomena reported in the 
literature which are not entirely explained. In this 
paper detailed high precision numerical simulations 
of the edge tone are reported under various 
parameters. Several phenomena are reproduced in 
agreement with the literature such as the existence 
of “stages”, the linear dependence of frequency on 
the outflow velocity within one stage, the pressure 
distribution on the edge surface, etc. The parallel 
existence of two stages can happen in two ways: 
either as a superposition of two different 
frequencies or the switching of one pure stage into 
the next. At the same time some disagreement with 
the literature seems to arise for example in the 
dependence of the frequency on the jet exit – edge 
tip distance or in the spatial development of higher 
harmonics.  

Another presentation in the same conference is 
focussed on acoustic simulation based on this and 
on another flow simulation in another simple 
geometry. 

Keywords: edge tone, oscillating flow, numerical 
simulation, hydrodynamic modes 

NOMENCLATURE 
C [m1/2] constant in Eq. (1) 
F [N] force 
H1 [mm] length of the nozzle 
H2 [mm] length of the wedge 
M [Nmm] torque 
Re [-] Reynolds number 

St [-] Strouhal number 
V1 [mm] notation in Fig. 2 
V2 [mm] notation in Fig. 2 
f [Hz] frequency 
h [mm] jet-edge distance 
u [m/s] inlet velocity 
xF [mm] distance of the point of force 

action from the edge tip 
α [deg] angle of the wedge 
δ [mm] width of the slit 
∆f [Hz] frequency resolution of spectra 
µ [kg/ms] kinematic viscosity of air@25°C 
ν [m2/s] dynamic viscosity of air@25°C 
ρ [kg/m3] density of air@25°C 
τ [s] time step 
Subscripts and Superscripts 
u upper surface of the wedge 
l lower surface of the wedge 
x, y, z length coordinates 
rms root mean square 

1. INTRODUCTION 
The edge tone consists of a plane jet and a 

wedge-shaped object, opposite of the jet exit. It has 
been observed for a long time that the jet oscillates 
around the wedge (also called edge) in a more or 
less periodic manner. Many unusual and nonlinear 
phenomena have been observed such as the 
existence of different “hydrodynamic modes” or 
“stages” or hysteresis effects. Under certain 
conditions the configuration can emit an audible 
tone at the oscillation frequency. The edge tone is 
thought to be responsible for the feeding of acoustic 
energy into the resonator in the case of a flue organ 
pipe or a recorder but it appears also in a number of 
industrial situations such as the Y-shaped pipe 
branch or the tongue of radial turbomachines. A 
semianalytical treatment of the phenomenon goes 
back to Powell [1] and until today this is the most 
widely accepted model for the edge tone. He 
explains the edge tone as a feedback loop. The 
various elements of the feedback loop have to have 
a certain phase relationship with each other in order 
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to have a stable oscillation. The basic configuration 
can be schematically seen in Figure 1, the main 
parameters being the exit velocity u and the jet exit-
edge tip distance h. The widely accepted 
relationship between the main parameters and the 
oscillation frequency [2, 3]: 

2
3

h

uCf =  (1) 

where C is a stage- and geometry-dependent 
constant.  

 

Figure 1. The edge tone configuration 

Various aspects of the edge tone have been 
investigated with careful experimental work [4, 5, 
6] which are attempted to reproduce in this paper. 
Numerical simulations have been carried out by [7], 
and [8] nevertheless the present work covers a 
wider range of parameters and allows broader 
conclusions. The paper is a further improvement of 
a previous conference publication by the same 
authors [9]. After very careful preparatory work the 
simulations can be considered as a reliable tool to 
gain physical insights into the fluid mechanics of 
the edge tone. 

 

2. FLOW SIMULATION 

2.1. Flow domain and numerical mesh 
The geometry and the mesh were generated 

with the software ANSYS ICEM. 
The domain of the simulation can be seen in 

Figure 2. The geometrical measures are the 
following: V1 = V2 = H2 = 75 mm; H1 = 12.5 mm; 
α = 30º; δ = 1 mm. The distance h is varied in the 
paper; the values will be given later. 

The velocity profile was top hat; the jet exit 
was sharp edged. It is conjectured that these 
parameters would also influence the oscillation; for 
example using a parabolic profile or a rounded 
nozzle exit. The flow was assumed to be two-
dimensional, and since the used software is three-
dimensional, a one cell thick layer was used for the 
simulations. 

The boundaries were far enough from the 
region interest not to have a disturbing effect on the 
flow. Our experience showed that it is advantageous 
for the flow development if the back boundary is 
placed somewhat behind the nozzle exit (H1).  

In order to increase the simulation accuracy a 
block-structured hexagonal mesh was used (Figure 
3). Extensive mesh convergence studies have been 
performed in one geometry (h = 10 mm and Re = 
δu/ν = 200) and in this case the mesh finally used 
contained 36300 hexahedral elements. Here the 
nozzle exit-wedge tip distance was covered by 32 
elements. When the distance h was varied, the 
number of elements in this region was increased 
proportionally.  

 
 

 

Figure 2. Fluid solver domain 

2.2. Boundary conditions, flow and 
simulation parameters 

On the two planes bordering the 2D slice 
symmetry boundary conditions were prescribed. At 
the solid walls of the wedge no slip boundary 
conditions whereas at the outer nozzle wall free slip 
conditions were given. At the back wall a small 
(about 1% of the exit velocity) inflow was 
prescribed. This has been done in order to stabilize 
the flow, while not influencing the parameters 
studied. Without this experience shows that there is 
an increased risk that non-physical vortices appear 
and remain in the domain. As mentioned at the 
nozzle exit uniform velocity distribution was 
assumed. All other boundaries were set to opening 
boundary condition i.e. prescribed static pressure 
with no prescribed flow direction. 

Air at 25 C° (ρ = 1.185 kg/m3, µ = 1.831·10-5 
kg/ms) was used as the material of the flow. The 
flow was assumed to be incompressible and 
laminar, so no turbulence model was used. Second 
order accurate spatial and temporal discretisations 
were used.  

It has been tested to what extent the initial 
condition influences the result. To this end 
simulations with initially quiescent fluid and 
initially steady state flow have been performed. It 
turned out that the initial condition has no influence 
on the final character of the flow. No special 
measures had to be taken to initiate the oscillation; 
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the oscillation set in spontaneously after a short 
transient period.  

Great care was taken to determine the optimum 
temporal resolution. Having determined the 
optimum time step for a reference case, an 
analytical criterion was derived. This states that the 
discretisation error remains constant if the time step 
decreases inversely proportionally with f 3/2, where f 
is the expected frequency. The details of this 
derivation will be given in a later publication. 

 

Figure 3. Mesh around the nozzle and the wedge, 
h/δ = 10 

The duration of the simulations (in simulated 
time) was mainly determined by the required 
frequency resolution of the spectra made from the 
temporal signals. Of course, when the time step 
becomes very small, it becomes increasingly 
difficult to get the same frequency resolution in a 
reasonable time. It was decided that the duration of 
the simulation ensures a frequency resolution of 1-
2% of the expected maximum frequency. One 
simulation typically took over a week of CPU time. 

Table 1. Timestep information 

Re 
[-] 

fmax 
[Hz] 

Stage τ 
[ms] 

∆f 
[Hz] 

Nr. of 
timesteps 

200 112 I. 0.2 2 3000 
225 130 I. 0.15625 2 3841 
250 328 II. 0.04 2 15002 
300 417 II. 0.029 2 20688 
350 504 II. 0.023 2 26081 
400 563 II. 0.018 2 33333 
450 665 II. 0.014 2 42841 
500 751 II. 0.0115 2 52159 
550 819 II. 0.0095 8 23678 
600 882 II. 0.008 8 28121 
700 1115 II. 0.007 10 28562 
800 1265 II. 0.006 12 25667 
900 1381 II. 0.00475 12 37878 
1000 1546 II. 0.004 12 42514 
1200 1864 II. 0.00285 12 52618 
1400 3600 III. 0.0023 17 30439 
1600 4082 III. 0.00175 20 34274 
1800 4604 III. 0.0015 22 36657 

Table 1 shows detailed information about the 
timestep which was used in the simulations for the 
h/δ = 10 case. 

3. SIMULATION RESULTS 
The first remarkable result is that the existence 

of three stages has been reproduced by simulation, 
to the best knowledge of the authors, for the first 
time. To provide a qualitative picture, vector 
diagrams of the three modes are displayed in 
Figures 4 to 6. It is clearly seen that the mode (or 
stage) order number corresponds to the number of 
waves between jet exit and wedge. The periodic 
vortex shedding can be very nicely observed in 
these figures. 

Two kinds of systematic parameter studies were 
performed: 
i) the h/δ value was kept fixed at 10 and the 
Reynolds number was varied between 200 and 1800 
with increasing step size. (The Reynolds number 
was changed by changing the exit velocity); 
ii) the Reynolds number was kept fixed at 350 and 
the h/δ value was varied (h/δ = 3, 4, 5, 6.25, 7.5, 
8.75, 10 and 15) 

 

Figure 4. Stage I., h/δ = 10, Re = 225 

 

Figure 5. Stage II., h/δ = 10, Re = 350 
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Figure 6. Stage III., h/δ = 10, Re = 1800 

For quantitative analysis of the results several 
points had been defined to obtain pressure and 
velocity values from. Pressure signals had been read 
out from points from the upper and lower side of 
the wedge and also from the symmetry axis 
between the orifice and the wedge. Transversal 
velocity values were read out only from the 
symmetry axis in the same points as for the pressure 
signals (See Figure 7).  

From these signals the dominant frequency 
components and their amplitudes had been 
calculated with FFT using MatLab R13 and also 
other parameters determined.  

 

Figure 7. Monitoring points 

3.1. Frequency analysis 
The frequency – as expected – does not really 

depend on the position of the point. It should be 
noted that in some – but not in every – simulations 
the dominant frequency of the pressure signal at the 
symmetry axis is the twice the oscillation frequency 
because the pressure is insensitive to the direction 
of the jet deflection. Hence the oscillation 
frequency of the jet was calculated from the 
pressure signals at upper and lower side of the 
wedge or the transversal velocity signals from the 
symmetry axis. 

3.1.1. Reynolds number dependence 
In Figures 8 and 9 the frequency and the 

Strouhal number (St = fδ/u) is presented as a 

function of the Reynolds number, respectively. The 
bars in the figures represent the width of the 
spectral peak. Agreeing well with the literature, (e. 
g. Powell [1]), it can be seen, that the frequency is a 
linear function of the Reynolds number within one 
stage but with different slopes in different stages, 
and the Strouhal number is nearly constant in each 
stage. One big difference relative to Powell’s 
findings is that when the Reynolds number is 
increased the first stage does not disappear here but 
coexists further with the higher stages. Whereas at 
lower Reynolds numbers the pure stages jump from 
one to the other at higher Reynolds numbers the 
various stages are superposed to each other. Since at 
the third stage three independent frequencies are 
superposed the motion becomes very complicated 
and strictly speaking not periodic 
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Figure 8. Frequency as a function of Reynolds 
number 
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Figure 9. Strouhal number as a function of 
Reynolds number 

3.1.2. h – dependence 
The Reynolds number was kept constant at 350. 

For h/δ = 3 there was no edge tone activity, the flow 
remained steady. The first stage of the edge tone 
appeared at h/δ = 4 and till h/δ = 7.5 only the first 
stage was present. From h/δ = 7.5 the second mode 
appeared but the first mode was still present. For 
the h/δ = 15 case only the second mode evolved. 

From the results of the simulations with Re = 
350 it was found out that the relationship between 
the oscillation frequency and the nozzle-wedge 
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distance not the generally accepted relationship f ~ 
h-3/2 but f ~ h-1. A similar result was reported 
recently by Bamberger et al. [8]. For both stages the 
result was the similar (Figures 10 and 11). 
Simulations for other Reynolds numbers confirmed 
this relationship. 

 

Figure 10. h-dependence of the frequency, Re = 
350, Stage I. 

For comparison a best fit h-3/2 curve was 
included to show to what extent this relationship is 
incorrect.  

In Figure 12 the amplitude of the various stages 
is plotted against the Reynolds number. In the range 
of the investigated Reynolds numbers basically the 
amplitudes of all stages increase showing no sign 
that one of the lower stages is bound to disappear. 
Even higher Reynolds numbers will be investigated 
whether this trend changes. 

 

Figure 11. h-dependence of the frequency, Re = 
350, Stage II. 

3.2. Pressure distribution on the wedge 
and location of force action 

In Figure 13 the rms pressure distribution along 
the wedge can be seen. All Reynolds numbers 
display a similar distribution except for the 
magnitude of the pressure. The sharp peak in the 

immediate vicinity of the wedge tip is followed by 
gradual drop, a second, flatter peak and finally a 
slowly decreasing long region. The distribution is 
basically similar to that of [4] but our spatial 
resolution and particularly the length of the wedge 
is much larger. Therefore the calculated mean point 
of force action (xF) is much further behind the tip 
than found in [4]. This point has an importance 
because this should indicate the effective location of 
the acoustic dipole. 
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Figure 12. Amplitude of the various stages in the 
pressure signal at the point indicated with a 
circle in Fig. 7 
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Figure 13. Pressure distribution along the wedge 
surface 

For comparison: in [4] it was roughly 1 mm 
whereas here it is 16-20 mm from the tip. The 
temporal history of xF is shown in Figure 14 and we 
can see that there is a slight difference between the 
location of the attack in the two half cycles. This 
can be simply attributed to a slight flow asymmetry. 
Between the two values the singularities are 
physically not realistic; they indicate that the y 
component of the force gets zero twice in a cycle. 
The mean xF is calculated as  

yrms

zrms
F F

Mx =  (2) 

(Both the torque and the force are meant per unit 
length.) 
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Figure 14. Point of force action varying in time; 
h/δ = 10, Re = 350 

The value of xF is remarkably stable (between 
16 and 20 mm almost everywhere) both as a 
function of the Reynolds number and as a function 
of h, see Figures 15 and 16 This means that the 
effective sound source should be largely 
independent of the details of the flow as long as the 
wedge geometry is constant.  
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Figure 15. Mean point of force action as a 
function of Reynolds number, h/δ = 10 

The one point at Re = 1000 in Figure 16 
deviating from the rest, should not have any 
importance. 
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Figure 16. Mean point of force action as a 
function of h/δ, Re = 350 
 

In Figure 17 the two components of the force 
per unit length can be seen as a function of the inlet 
velocity. The force is calculated by integrating the 
static pressure over the whole wedge surface. The 
dependence is perfectly parabolic for both 
components. This can be explained in the following 
way. The force is proportional with the dynamic 
pressure on the surface, this is proportional with the 

square of the velocity perpendicular to the wedge 
surface. This again must be proportional with the 
inlet velocity. This leads to the conclusion that the 
transversal velocity amplitude averaged in some 
sense increases proportionally with the inlet 
velocity. 

 

Figure 17. Force per unit length on the upper 
wedge surface as a function of inlet velocity. 
h/δ = 10 

3.3. Phase velocity of the disturbance 
along the jet 

It is crucial in the understanding of the exact 
mechanism of the edge tone oscillation to determine 
the phase velocity of the disturbance along the jet. 
In the literature values between 0.4 and 0.5 times 
the exit velocity are given [6, 10]. The phase 
velocity was determined with a correlation 
technique; a piece of the signal was taken and the 
phase of maximum correlation with a reference 
signal was determined at various spatial locations 
on a line parallel with the axis. The signal used here 
was the transversal velocity. 
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Figure 18. Relative phase of the transversal 
velocity signal along the jet axis; 
h/δ = 5, Re = 350, Stage I. 

In Figures 18 and 19 the relative phases can be 
seen for Re = 350 and for two different h/δ. It can 
be seen that in the 5 mm case there is only one 
“wavelength” along the jet exit – wedge tip distance 
whereas in the 15 mm case where only the second 
stage exists two “wavelengths”. It can also be seen 
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that in the first half of the first “wavelength”, the 
phase velocity is larger, and later it slows down. 
The phase velocity along second wavelength is 
constant with a very good approximation. This 
finding is physically perfectly reasonable; near the 
jet exit where the jet is compact, the disturbances 
can grow easily, whereas further downstream, 
where the jet is more expanded, and where the 
mean velocity is also lower, the velocity decreases. 
Quantitatively, in the beginning, the phase velocity 
starts from as high values as 0.8u but soon settles to 
a lower value which is with very good 
approximation 0.4u. This trend is found for all 
Reynolds numbers and all cases and the value 0.4 
agrees well with the theoretical expectations. 
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Figure 19. Relative phase of the transversal 
velocity signal along the jet axis; 
h/δ = 15, Re = 350, Stage II. 

4. SUMMARY 
Detailed high precision numerical flow 

simulations have been performed on the edge tone. 
The existence of the first three stages has been 
shown. The Reynolds number dependence of the 
frequencies corresponds to the expectations, 
whereas the dependence on the jet exit-wedge tip 
distance was proved to have an exponent of -1 
instead of a long-accepted -3/2. This has been 
already indicated in [8]. The lower stages do not 
disappear at higher Reynolds numbers within the 
investigated Reynolds number range.  The 
qualitative shape of the pressure distribution along 
the wedge has proved to be similar to that in [4] but 
due to the better resolution and accuracy it has been 
shown that the point of force action is significantly 
further behind the wedge tip than stated in [4]. This 
location, however, is more or less independent of 
both the Reynolds number and the nozzle exit-
wedge distance. The mean force on the wedge 
surface increases quadratically with the exit 
velocity. Phase velocities of the disturbance 
propagating along the wedge have been determined. 
In the initial part the phase velocity was high, 0.75-
0.8 times the exit velocity, later the velocity slowed 
down to values of 0.4 times the exit velocity. 
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ABSTRACT  
A large proportion of the total noise in our daily 

life is generated by flows (e.g. aeroplanes, cars, air 
conditioning systems, etc.). The physics behind the 
generation process is quite complicated and still not 
fully understood. The use of numerical simulation 
tools is one important way to analyse the generation 
of flow-induced sound. 

We present a recently developed calculation 
scheme for Computational Aero-Acoustics (CAA). 
Therewith, we solve the flow field by finite volume 
method (ANSYS-CFX) and the generation and the 
propagation of the sound field by Lighthill’s 
analogy and the finite element method, respectively. 
The developed scheme allows a direct coupling in 
time domain and provides acoustic field not only in 
far field but also in the flow region. Furthermore, 
we can directly investigate the acoustic source 
terms in the flow region. Furthermore the scheme is 
well suited for complex geometries and fluid-
structure interaction problems. 

In the present paper we investigate the 
problems caused by the length scale disparities 
between flow and acoustic fields on simple 
configurations (the edge tone and a square 
cylinder). In the calculations a mesh-based coupled 
prediction of flow induced noise was applied. The 
coupled regions have different mesh element size 
on both parts of the computation and interpolation 
of the data is performed in the time domain using a 
commercial library 'Mesh-based parallel Code 
Coupling Interface' (MpCCI). Different spatial and 
time discretisation schemes are tested in order to 
evaluate their influence on the numerical 
contamination of the solution. The large size of the 
acoustic domain in comparison to the flow domain 
and the inherently different discretisations of the 
coupled regions present further problems.  

Finally the paper shows the sound propagation for 
the representative basic cases of an edge tone and a 
three dimensional square cylinder. 

Keywords: computational aeroacoustics (CAA), 
edge tone, Lighthill’s analogy, square cylinder, 
LES 

NOMENCLATURE 
CS [-] Smagorinsky constant 
Re [-] Reynolds number 
H [mm] size of the square cylinder 
δ [mm] width of the slit of the nozzle 
h [mm] nozzle - wedge distance 
v [m/s] inlet velocity 

1. INTRODUCTION  
Every moment of our urbanized life is 

accompanied by some kind of noise. Noise 
reduction became one of the principle goals of 
environmental protection; it is now generally 
acknowledged that the noise level in our 
environment is a significant factor influencing the 
quality of our life. Out of the many possible kinds 
of noise sources one of the most challenging one to 
handle is the flow-induced noise source.  

The main difficulty consists in the fact that the 
orders of magnitude of acoustical and fluid 
mechanical pressure fluctuations are widely 
different. To resolve this difficulty, several 
strategies have been applied in practice out of 
which we adopted the classical Lighthill’s analogy. 

Many decades have passed since the pioneering 
work of Lighthill [1, 2] but it is still the most simple 
and elegant way of treating the problem of flow 
noise. Since early nineties there has been only a 
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slow development in the field of CAA but by now 
the computer power available at affordable prices 
has reached such a level that it can be expected to 
produce answers of realistic situations within 
reasonable time limits. 

Lighthill’s original theory has undergone many 
modifications, improvements, such as the Ffowcs-
Williams-Hawkings equation [6], taking into 
account moving solid bodies or Powell’s 
reformulation of the theory in terms of vortex sound 
sources [7]. 

1.1. Hybrid aeroacoustic flow 
simulation 

Figure 1 displays the general situation for the 
numerical simulation, we are concerned with, when 
performing CAA. Therein Ω1 denotes the 
computational domain, where we have to solve for 
the flow field and the generation of sound, and Ω2 
the domain where the flow is zero, and where we 
are interested in the radiated sound. The surface  ΓS 
defines the interaction between structural mechanics 
and flow and ΓI the boundary of the total 
computational domain. Now, the computation of the 
flow induced noise exhibits a lot of difficulties, 
where the most significant ones can be summarized 
as follows: 

 
(1) The scale discrepancy between flow pressure 
and acoustic pressure reaches values of 107. 
(2) The acoustic domain is in most cases large 
compared to the fluid flow domain. 
(3) The spatial discretization for the flow 
computation is much finer as compared  to the 
discretization of the acoustic domain. 
(4)  In many applications, the interface between 
flow and solid/elastic bodies leads to vibrations, 
which not only effect the flow, but also emits 
acoustic sound (vibrational acoustics). 

 

Figure 1. General setup of aeroacoustics 

Due to 1-3, a direct numerical simulation 
(DNS) of Navier Stokes equations, which are 
capable to describe both the flow as well as acoustic 
field, is restricted to very few practical cases (see 

e.g. [3, 4]). Therefore, most approaches, published 
in the last 20 years, use hybrid methods, e.g. [6]. 
Since we concentrate on a computational scheme, 
which allows the computation of the flow generated 
sound simultaneously with any flow induced 
vibrational sound (due to solid-fluid interactions), 
we base our scheme on Lighthill’s analogy [1, 2]. 
This formulation will provide a direct coupling 
between flow and acoustic sound computation in 
the time domain and in addition will offer for both 
physical fields different discretization. At this point, 
we want to notice, that a similar approach can be 
found in [5], which however has just been 
investigated in the time-harmonic case.  

 
1.2. General scheme 

In this paper a coupled fluid mechanics-
acoustics scheme (so-called hybrid scheme) is 
applied which is presented in Figure 1. 

 

 

Figure 2. Schematic representation of the 
computational scheme 

The flow field is calculated using two different 
software packages, ANSYS-CFX and an in-house 
CFD code FASTEST-3D [8], and from the results 
the acoustic source terms are calculated on the grid 
of the flow computation. These are then 
interpolated in each time step onto the much coarser 
acoustic mesh in a conservative way using the 
MpCCI interpolation interface [9]. The 
interpolation is performed in a large part of the flow 
domain but this is significantly smaller than the 
acoustic domain. Using the acoustic source terms, 
the inhomogeneous wave equation is solved using 
the CFS++ [10] our in-house code. This software 
uses a finite element formulation of the Lighthill 
analogy and works in the time domain. Working in 
the time domain increases the accuracy in 
comparison to the frequency domain since there is 
no need for Fourier transformation during the 
solution procedure. 

The equations and the solution algorithm is 
described in detail in [11], it will be only shortly 
summarized in the next section. For the finite 
element solver a weak formulation of the Lighthill 
equation is used. The time discretisation is 
performed by a second order implicit scheme. In the 
acoustic solver a non-linear multigrid algorithm was 
built in. 

FASTEST-3D/
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2. PROBLEM DEFINITION AND FLUID 
MECHANICAL SIMULATION 

2.1. Edge tone 
The edge tone is an unsteady oscillating flow 

generated by a jet-wedge interaction. A jet impinges 
on a wedge shaped object (also called edge) which 
results in a periodic flow. This periodic flow then 
may create a dipole-type sound source by exerting a 
periodic (but opposite phase) force on both sides of 
the wedge. 

The main parameters of the configuration are: 
the width of the slit (δ), the nozzle-wedge distance 
(h) and the mean velocity of the jet at the nozzle 
exit (v) (See Figure 1 in [12]: a related paper at the 
same conference focussing on the fluid mechanics 
of the edge tone.) There are some secondary 
parameters which influence the flow such as the 
exit velocity profile, the shape of the nozzle and the 
shape of the wedge. As the Reynolds number or h is 
varied then the oscillating jet takes different modes, 
also called "stages". See [13] for more details and 
boundary conditions. 

In this paper the width of the slit was δ = 1 mm, 
the nozzle-wedge distance was h = 10 mm. The 
Reynolds number (based on δ and v) was 225 and 
600 since these are fundamentally different cases 
[13]. When Re = 225 the oscillating jet is in the first 
stage, and when Re = 600 the first and the second 
stages are superposed on each other.  

ANSYS ICEM 5.1 was used to create the 
geometry and the mesh and ANSYS-CFX 5.7.1 was 
used to compute the flow field. 

Since the geometry is very simple a structured 
hexahedral mesh was used and since this was a 2D 
flow and ANSYS-CFX is a 3D solver the mesh was 
only one cell thick in the third dimension (Figure 3) 

 

Figure 3. Flow simulation mesh 

 

Figure 4. Stage I. Edge tone velocity vector plot 

 
A detailed parameter study was made to find 

out the optimal parameters for the simulation which 
can be found in [12] and [13] (See Table 2).  

2.2. Square cylinder 
Flow around a square cylinder is a typical tonal 

aeroacoustic flow phenomena. The fluid flow 
simulation is carried out by FASTEST-3D and then 
validated with published experimental work. For the 
computation of the acoustic sound generation and 
propagation we use CFS++ in the coupled scheme 
as illustrated in Figure 2. 

Large-Eddy-Simulations (LES) based on 
Smagorinsky model were carried out to compute the 
flow field. The numerical domain is given in Figure 
5 and the boundary conditions are listed in Table 1. 
For the case where the inlet velocity was 10 m/s, H 
= 20 mm and fluid air at 25°C a Reynolds number 
of around 13000 is achieved. Second order spatial 
discretisation was used with Crank-Nicholson time 
stepping scheme. Smagorinsky constant Cs = 0.065 
was used for the simulation. 
 
 

 

 

Figure 5. The computational domain 

 

 

 

342



Table 1: Boundary Conditions 

 
Position Boundary Condition 

x = 0  block inlet profile 

x = 40H convective exit boundary 

y = 0, y = 11H symmetry boundary condition 

z = 0, z = 4H periodic boundary condition 

cylinder no slip boundary condition 

x=20H, y=5.5H centre of cylinder 
 

 

Figure 6. Pressure isosurface 

For lower Reynolds numbers, the flow around the 
cylinder is two-dimensional but as the Reynolds 
number is increased more complex flow structures 
are produced. Figure 6 shows the iso-surface plot, 
highlighting the 3D structures in the flow around 
the square cylinder. 

The numerical fluid simulations were validated 
by comparing with published experimental work 
from Durão et al. [14] and also with in-house 
experiments [15] carried out in the aeroacoustic 
channel at the University of Erlangen-Nuremberg. 
A good agreement was found with experimental 
results. The comparisons were performed at the 
centreline distribution of axial velocity components 
(see Figure 7).  

Figure 7. Axial velocity 

 
The turbulent kinetic energy characteristics, as 
displayed in Figure 8, were similar to the ones 
measured with experiments. 

 

Figure 8. Turbulent kinetic energy 

Some discrepancies are seen in the results and 
can be attributed to the following factors. In the 
experimental investigation by Durão the cylinder 
was mounted inside a channel whereas in the 
numerical work the cylinder cannot be confined in 
between walls as it would hinder the acoustic 
measurements. Further, a wall function was used in 
the LES-computation to resolve the boundary layer 
in order to avoid doing a DNS at the wall and to 
keep the computational effort at an acceptable level. 
 

3. RESULTS OF THE ACOUSTIC 
SIMULATIONS 

3.1. Coupling the acoustic and the flow 
solver 

As mentioned above a 3D flow solver was used 
to calculate a 2D flow field. On the other hand the 
acoustic solver is able to calculate the acoustic field 
in 2D and 3D as well. The 2D part was used 
because this way less computational resources were 
needed. Thus a 3D flow solver and a 2D acoustic 
solver had to be coupled. One of the covering 
planes with symmetry boundary conditions of the 
3D flow domain was chosen in every time step, the 
velocity values were exported from this plane, 
renumbered and the acoustical loads were 
calculated from these values. This was done with a 
self-written FORTRAN code. Afterwards the 
acoustical loads were interpolated onto the 2D 
acoustical mesh using MpCCI. 

3.2. Edge tone 
The acoustic domain is a circle around the tip 

of the wedge with a radius of 6 m. The flow domain 
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of the ANSYS-CFX simulation is a rectangle with 
dimensions 97.5 mm and 151 mm. For the coupling 
region the whole ANSYS-CFX fluid domain was 
used. This means that the acoustic sources were 
calculated and interpolated onto the acoustic mesh 
in the whole fluid mechanical mesh. 

To analyse the results monitoring points were 
defined on concentric circles around the tip of the 
wedge with radii of 0.5 m, 1 m, 2 m and 4 m, 36 
points on each circle with uniform angular 
distribution. The acoustic pressure was read out 
from these points. A directivity map was prepared 
on each circle and the spectrum was calculated with 
FFT. 

3.2.1. Re = 225, First stage oscillation 
At this Reynolds number the oscillation takes 

place purely in the first mode. 
For this simulation 216 timesteps were coupled, 

and the timestep on the acoustic side was twice the 
timestep on the flow side since only every second 
timestep was transferred from the flow simulation. 
Hence the length of the simulation was 0.0675 s. 
The first few ms of the acoustic pressure signals do 
not carry any information because of the finite 
sound speed so that part was cut off. Having done 
this the frequency resolution of the acoustic 
pressure spectrum became 15 Hz while the 
resolution of the of the pressure spectrum in the 
flow simulation was 2 Hz. 

Table 2. Parameters of the coupled simulation 
(Re = 225) 

Acoustic simulation Flow 
simulation Coupling 

region 
Whole 

acoustic field 
Num. of nodes 73710 6090 103544 
Number of cells 36300 1950 34422 
Element type 3D, hexa. 2D quadratic quad 
Timestep [ms] 0.15625 0.3125 

 
The first two diagrams in Figure 9 show the 

spectrum of the pressure signal on a surface point of 
the wedge and the spectrum of the y direction of the 
force acting on the wedge. These are calculated 
from the flow simulation. The third diagram shows 
the spectrum of the acoustic pressure signal 0.5 m 
away from the tip of the edge. These spectra are in 
good agreement; however the first overtone, well 
visible in the “flow spectrum” disappears in the 
“acoustic spectrum” because it dissipates over the 
distance of 0.5 m. 

 

Figure 9. Spectrum of surface pressure, force 
and acoustic pressure, Re = 225 

Figure 10 the directivity map of the acoustic 
pressure calculated from the acoustic result of the 
acoustic simulation. The results confirm the 
existence of a dipole sound source [16]. 

 

Figure 10. Directivity map of the acoustic 
pressure, Re = 225, at 0.5 m from the wedge 

It has to be noted, however, that the numerical 
values of the predicted sound pressure levels have a 
different meaning compared to usual sound pressure 
levels. In 2D the unit of the pressure is Pa/m instead 
of Pa and thus the reference pressure is chosen 
arbitrarily as 2*10-5 Pa/m. In 3D the SPL would 
depend on the thickness of the wedge. 

3.2.2. Re = 600, mixed oscillation 
At Re = 600 the edge tone flow field displays a 

very interesting phenomenon [13]. Two different 
stages coexist and are superposed on each other. 

For this simulation the timestep of the flow 
simulation was 0.008 ms and every sixth timestep 
was transferred. So the timestep of the acoustic 
simulation was 0.048 ms. 1043 timesteps were 
coupled. The same mesh was used in the flow 
simulation as in 3.2.1., but a finer mesh was used 
for the acoustic simulation. This mesh had 481328 
nodes and 160350 cells. 
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For this Reynolds number the outlet boundary 
condition did not seem perfectly absorbing so that 
some reflections appeared. The finishing part of the 
signals became uncertain because of the reflections, 
so that not only the first part of the signals but also 
the finishing part had to be cut too. This made the 
frequency resolution of the acoustic pressure 
spectrum 32 Hz while the frequency resolution of 
the pressure spectrum in the flow simulation was 8 
Hz. 

From the flow simulation the frequency of the 
lower mode in the pressure signal was 305 Hz with 
a sharp peak in the spectrum, but the higher mode 
was blurred between 850-935 Hz. The force 
spectrum has the nearly same frequencies. The 
higher frequency peak became a bit sharper: 885-
910 Hz. The acoustic spectrum with the much worse 
frequency resolution yields peaks between 285-317 
Hz and 888 Hz which can be regarded as a good 
agreement. (See Figure 11) It is however 
remarkable that the amplitude of the lower mode is 
higher in the flow simulation and this turns the 
other way round in the acoustic simulation. We 
have at present no explanation for this phenomenon. 

 

 

Figure 11. Spectrum of surface pressure, force 
and acoustic pressure, Re = 600 

 

Figure 12. Directivity map of the acoustic 
pressure, Re = 600, at 0.5 m from the wedge 

The directivity maps again showed a perfect 
dipole sound source just as in 3.1.2. (Figure 12). 

3.3. Square cylinder 
 

Numerical acoustic investigations are 
performed with the above results. The acoustic 
propagation is considered in a cutting plane. The 
fluid simulations are carried out in three dimensions 
from which a two-dimensional slice is extracted. 
This 2D slice of the hybrid domain is as depicted in 
Figure 13 the square cylinder is located in the centre 
of the circular acoustical domain. Fluid region 
denotes the area where the coupling quantities 
(either the scalar nodal sources or the velocity 
vector) are interpolated from the fluid simulation. 
 

 

Figure 13. Acoustic domain for the square 
cylinder simulation 

 
 

 
Figure 14. Monitoring points for the square 
cylinder simulation 
 
The numerical integration of the acoustical source 
terms has been performed by means of the Finite 
Element method directly on the fluid domain 
(explained in detail in [11]) before performing the 
interpolation of the quantities, since due to the fine 
mesh on the fluid computation, a higher accuracy is 
obtained.  
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Several characteristic points within the 
turbulent region have been used to investigate the 
properties of the acoustic sources. The locations of 
these points are depicted in Figure 14. Herewith, 
analysis is carried out at two different characteristic 
points, p5 = (x, y) = (0.1 m, 0.01 m) and p6 = (x, y) 
= (0.1 m, 0.0 m), located at 5H (H denoting the side 
length of the square cylinder) in the downstream 
direction along the fringe of the cylinder and along 
the x-axis, respectively. Figures 15 and 16 present 
the results for these two points. Their characteristics 
confirm the measurements in a turbulent flow 
around a square cylinder [15]. For the point located 
along the fringe, among other frequency modes, we 
find the 65 Hz component, which is the actual main 
component for this tonal problem. On the other 
hand, for the point located exactly along the x-axis 
we find, as main frequency component, a value 
which is twice as high as the main frequency of 65 
Hz. This fact is due to the combination of the upper 
and lower main vortices at the centre line, each 
having a frequency of 65 Hz.  

 

Figure 15. Temporal signal of acoustic source 
term in the two predefined points 

 

Figure 16. Spectra of the acoustic source term in 
the two predefined points 

Figure 17 presents the acoustic far field using 
the spatial and temporal parameters producing 
results with the best quality. It displays results of 
the acoustic far-field pressure computed using the 
nodal acoustic sources evaluated on the fluid grid. 

In Figure 18 the corresponding directivity pattern 
demonstrates the dipole characteristic of this 
problem. 

 

Figure 17. Acoustic far field for the square 
cylinder 

 
Figure 18. Directivity map for the square 
cylinder 

CONCLUSIONS 
The coupling of a fluid mechanics and an 

acoustic software using Lighthill’s analogy has 
been successfully demonstrated with two different 
fluid mechanics softwares (ANSYS-CFX and 
FASTEST-3D) and two different test cases (edge 
tone and square cylinder). The former was a laminar 
flow, therefore no turbulence model has been used, 
while the latter was a turbulent flow and LES was 
used for the turbulence modelling. In both cases the 
coupling procedure was the same: the source terms 
were calculated in the whole fluid domain and a 
much larger acoustic domain was considered. The 
acoustic pattern in both cases corresponded to the 
expectations; a classical dipole pattern has been 
predicted. The coupling procedure has proved to 
work well and more complex problems can be 
handled in the near future. 
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ABSTRACT 
Noise generated by vehicles is a major 

environmental problem at inhabited areas along 
high-ways. A way of reducing such noise is by 
introducing a sound barrier (wall) on the sides of 
the road. The efficiency of this measure is studied 
in this paper. We consider a moving object, 
representing a vehicle, which is subject to a low 
Mach number air stream. The acoustic field is 
simulated using a hybrid method where a Mach 
number expansion of the compressible Navier-
Stokes equations results in the incompressible 
Navier-Stokes equations for the near-field flow 
field and an inhomogeneous wave-equation 
describing the propagation of acoustic waves in the 
far-field. The acoustic sources are determined from 
the instantaneous near-field flow field. The effects 
of the barrier are considered in terms of sound 
pressure levels and the frequency content. The 
spectral content of the acoustics is directly related 
to the flow generated sound. Increasing the 
frequency of the vehicle passing rate leads to 
increase in the intensity of the main acoustic modes. 
The effect on the frequency content itself is less 
pronounced. 

CAA, CFD, barrier attenuation, traffic noise. 

NOMENCLATURE 
D [-] vehicle characteristic length scale 
p [Pa] pressure 
u [m/s] velocity vector 
ρ [kg/m3] density 
Subscripts and Superscripts 
΄ fluctuating variables 
0 incompressible flowsolution 

1. INTRODUCTION  
Due to the development and increase of road 

traffic, noise pollution is an important factor for the 

nearby community. Federal restrictions and public 
interest have led to the development of several 
noise control devices, acoustic barriers being a 
common solution.  

Traffic noise and attenuating effects of barriers 
have been modelled using empirical expressions for 
acoustic power emission and then analytical or 
empirical formula for expressing the diffraction [1-
3] over a screen or barrier. 

In the current approach, a more systematic 
approach is proposed. This approach is based on 
computing the flow induced acoustical sources and 
than computing the acoustic wave propagation.  The 
time-dependent flow field is handled by Large Eddy 
Simulations (LES) to account for the turbulence of 
the flow. As compared to a Reynold Average 
Navier-Stokes (RANS) closure, all of the energy 
bearing eddies are resolved in space and time. Since 
the acoustic sources are due to the spatial 
fluctuations of the flow field, this implies that the 
acoustic source spectrum is also well resolved. The 
contribution of the unresolved flow components 
(i.e. the so-called Sub-Grid-Scale, SGS, 
fluctuations) can be accounted for by modelling. 
However, these contributions can be made as small 
as one wish by increasing resolution. In the present 
calculations the SGS contribution has been 
neglected altogether, because of the LES grid 
resolution. Once the acoustical sources are found, 
the wave propagation can be handled on a different, 
less resolved grid, since the wave numbers 
associated with the acoustics are much smaller than 
those associated with the turbulent flow. Using the 
combined approach, one still has to use rather 
substantial computational effort. Thus, the main 
drawback of the approach is the computational cost. 
However, in the present hybrid approach which 
takes advantage of the separation of turbulent and 
acoustic scales is characterized by its numerical 
efficiency while maintaining good accuracy. The 
approach has been used by Mihaescu and Moroianu 
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[4] to evaluate the acoustic emission and 
propagation around a wind turbine and for assessing 
the acoustics due to running jet engines [5]. 

The goal of this study is to analyse and estimate 
the dependence of traffic load on the acoustic field 
in the vicinity of the road.  It is assumed that the 
vehicles are placed in a row at given intervals. The 
source of noise is generated by the flow around 
these vehicles and the acoustic waves propagate and 
diffracts over a barrier parallel to the road (i.e. the 
vehicle movement direction). The meteorological 
effects on the acoustic propagation are neglected. 

2. METHOD 
In the hybrid approach used, the flow and 

acoustics are decoupled by assuming that the 
acoustic pressure fluctuations are much smaller than 
the pressure fluctuations in the flow field. Thus, the 
flow field generates the noise sources and the wave-
equation is used to propagate the acoustic waves. 
There is no need for feed-back of these waves into 
the hydrodynamic flow since compressibility and 
nonlinear effects are assumed to be small for the 
low Mach number flows that are considered here.  

2.1 Governing equations 
The flow solver is based on Eqs. (1) to (2) 

which describe the isothermal and low Mach 
number conditions in non-dimensional form. 

 
0u =⋅∇  

u
Re

1puu
t
u 2

D
∇+−∇=∇⋅+

∂
∂  

(1) 
 

(2)
 
In the momentum equation, Eq. (2), Re is the 

Reynolds number based on the object characteristic 
length, D, free-stream velocity U and the kinematic 
viscosity of air.  

The equations above can be directly solved, 
together with relevant boundary conditions, if the 
resolution in the numerics was sufficiently refined 
using Direct Numerical Simulation, (DNS). But the 
enormous computational cost would not be justified 
by the gain in terms of accuracy and resolution. In 
turbulent flows there is a wide range of spatial and 
time scales which give rise to the high 
computational demand when all of the scales are 
resolved. Since the current flow is clearly turbulent 
and we intend to solve the equations using a more 
efficient and economic method as compared to 
DNS, some treatment must be made to model the 
effect of the unresolved hydrodynamic scales. One 
way is to use a time averaged model, RANS, to 
obtain mean fluctuations. These mean fluctuations 
usually give an underestimation of the acoustic 
source and do not account for the flow dynamics. A 
major issue of the RANS approach is for flows 
where there are coherent structures that are not 
separated from the universal range of the turbulent 

spectrum. Under this condition one cannot have a 
hope for the existence of a turbulence model, since 
the coherent structures do interact with the turbulent 
eddies. On the other hand, the coherent structures 
are problem dependent and thereby the whole 
turbulence modelling becomes problem dependent. 
If on the other hand one resolved completely the 
coherent structures (and also smaller scales that 
interact with it), the remaining part of turbulent 
interactions (i.e. the so-called SGS terms) do not 
contain problem dependent parts.  Thus, in principle 
one could expect that under such conditions, one 
has a hope for finding universal models for the SGS 
terms. These ideas, in essence constitute the 
motivation for and foundation of the Large Eddy 
Simulations (LES) that we conduct. Another 
necessary condition for universal behaviour of the 
SGS is that the spatial resolution includes a 
(smaller) part of the inertial sub-range of the 
turbulent spectrum. Of course, the spatial resolution 
has to satisfy both criteria mentioned above.  

 The role of the SGS model is to account for the 
effects of the unresolved eddies on the resolved 
scale. There are two major roles for the small 
scales. One is to drain energy from the large scale 
and thereby enabling the dissipation of the 
fluctuations that is normally handled by the 
molecular viscosity. The second role of the 
unresolved eddies is to interact with the larger 
eddies not only by draining energy from them but 
intermittently supplying energy to them. This 
process (often termed as “back-scatter”) is taking 
place by vortex pairing by which smaller eddies 
become larger. On the average the energy transfer 
balance, on thermodynamical grounds, is always 
one directional, namely that energy is transferred 
from large scales to smaller ones and that this 
energy is dissipated ultimately to heat on the 
smallest scales. The two major roles of the 
unresolved eddies has to be accounted for by the 
SGS terms [6]. These terms cannot be expressed in 
terms of the large scales explicitly. Thus, one has to 
introduce a model, based on the resolved scales, for 
accounting for the SGS terms. There are several 
approaches for such modelling. The oldest one is 
based on the analogy of the SGS role with 
molecular viscosity. The Smagorisnky model [7] 
uses a “grid viscosity” instead, that is proportional 
to the square of the resolved length scale (based on 
dimensional arguments). This approach accounts 
naturally for the dissipative character of the small 
scales. More sophisticated approaches rely on the 
observation that small scales do have scale 
similarity behaviour. Under the assumption that the 
smallest resolved scales are similar to the largest 
unresolved ones, one may derive the scale similarity 
and the more general dynamical SGS models. These 
approaches can account for back-scatter. It should 
be stressed that it has never been shown that the 
physical back-scatter do have a scale similar 
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behaviour or that that for example the dynamic 
model [8] do account for a physical back-scatter. As 
to the dissipative character of the SGS models, one 
may also argue that it is not physical since it is in 
general proportional to the square of the grid size. 
However, if the resolution is adequate and the 
unresolved scales are well within the inertial 
subrange of the  turbulent spectrum, one may argue 
that in the equilibrium range the amount of energy 
transferred is not dependent on the rate of energy 
dissipation and hence the total dissipation is 
controlled by the resolved parts of the inertial 
subrange. Furthermore, one may continue to argue 
that under such conditions, the energy dissipation 
can be accounted for by any explicit of implicit 
mechanism. One such implicit approach (used also 
in conjunction of the scale similarity model) is 
using dissipative numerical scheme of adequate 
order so that the effect of the resolved scales is 
small. Under such conditions (i.e. high resolution 
and small scale dissipation) the role of an explicit 
SGS term is marginal and its size is diminishing 
with the square of the grid size. Thus, for 
adequately resolved LES and appropriate numerical 
scheme one can refrain from using an explicit SGS 
model [9]. This approach is adopted in this paper. 

In order to analyse the acoustic emission that is 
generated by the turbulence induced by the 
vehicles, a simplified set of equations describing the 
physical phenomenon is derived by introducing the 
following decomposition in a system of equations 
that describe isentropic compressible fluid flow i.e. 
conservation of mass, momentum and using the 
isentropic coupling, Eq. (4) betweeen pressure and 
density in non-dimensional form 
 

ρ+ρ=ρ 0 ′  
ppp 0 += ′  
′  += uuu 0

2Ma
D
Dp −=
ρ

 

(3) 
 
 
 
(4) 

 
The index 0 refers to the vanishingly small 

Mach number state (i.e. the solution to the 
incompressible system of equations Eqs.(1) to (2)). 
The primed variables are referring to perturbations 
around the solution of the incompressible flow 
state. In Eq. (3) it is assumed that the 
thermodynamic and hydrodynamic density field is 
non varying, ρ0=Constant. 

The terms are then recast in the form of an 
inhomogeneous wave equation describing the 
acoustic propagation in terms of ρ΄. 

 

( )uu
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1

t
2

2

2
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where higher order terms of ρ΄and u΄ has been 

neglected, assuming that the acoustics perturbations 

are small. It has been shown in [10] that this kind of 
decomposition has gooda accuracy at low Mach 
number, Ma. 

The term on the right hand side of Eq. (5) 
represents the source term for the acoustic 
emissions, generated by the flow field. It is fully 
determined from the flow field variables that are 
governed by Eqs. (1) to (2), and are of course a 
function of time. The source, which is quadrupole, 
is generated in areas with large gradients such as 
shear layers and in areas with high intensity of 
turbulence. 

The different sized fluctuations (eddies) are 
very important for the development and decay of 
turbulence but the small ones are not major 
contributors to the noise source, due to their small 
amplitude. Thus, LES resolution is more than 
adequate for determining the size of the flow 
induced acoustical sources. 

The boundary conditions for the system of Eqs. 
(1) to (2) and (5) are rather different in essence, due 
to the different characters of the two systems. The 
incompressible system (1)-(2) has a steady-state 
part which is elliptic and the full system is partially 
parabolic. One has to specify (three) boundary 
conditions on each boundary point at all times (in 
addition to initial condition at all points of the 
domain). Thus, no slip condition are applied on 
solid surfaces, one also often specifies the inlet 
velocity profiles and sets the outflow conditions to 
so called convective ones. For the hyperbolic Eq. 
(5) the number of boundary conditions on each 
boundary point depend entirely on the characteristic 
directions locally. The number of boundary 
conditions at each point equals to the number of 
ingoing characteristic into the domain of interest 
through that particular boundary point. On solid 
boundaries totally reflecting conditions are applied, 
while at the far field non-reflecting (“transmitting”) 
conditions are applied. The latter conditions are 
expressed as  

 

0n
Ma
1

t
=ρ′⋅∇−

∂
ρ′∂  (6)

 
In this relation, the waves are assumed to 

approach the boundary with the same direction as 
the boundary normal, n. 

2.2 Numerical method 
The system of equations and their 

corresponding boundary conditions are discretised 
on uniform Cartesian grids using finite differences. 
The flow equations are discretised on a staggered 
grid with third- and fourth-order spatial schemes, 
for the convective and viscous terms, respectively. 
For time marching, an implicit scheme is used. A 
multigrid method is used in the implicit solver in 
each time-step, using a defect correction mode for 
attaining higher-order accuracy [11]. The Cartesian 
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grid can accommodate local refined regions so as to 
enhance computational efficiency. The pressure-
velocity coupling is implemented as a distributed 
method where the velocity and pressure is updated 
simultaneously [12]. A fourth order interpolation 
scheme is used to calculate the volumetric source 
term in Eq. (6).  

For the acoustic solver a second order 
discretization of Lax-Wendroff type is used [13]. 
This system of equations is solved using the 
Thomas algorithm in a line-wise manner. 

A parallel implementation of the computer code 
is used in order to increase the computational 
efficiency. This is done easily for the acoustic 
solver in accordance with the used hybrid method. 
The solver algorithm contains two major steps. First 
the LES equations are solved in each time-step. The 
flow field solution is advanced in time and the 
instantaneous acoustic sources are calculated. These 
sources are then linearly interpolated to the acoustic 
grid which is defined independently of the LES 
grid. Since the acoustic length scales are larger than 
the turbulent length scales and the smallest 
hydrodynamic scales do not contribute much to the 
main sound intensity, this grid can be coarser with 
maintained accuracy. The inhomogeneous wave 
equation (5) is discretised on the acoustical grid, 
using an implicit scheme. The wave-equation is also 
advanced in time as the LES solver, though both 
may be using independently defined intermediate 
time steps. In this way, we maintain computational 
stability together with high numerical accuracy.  

 

3. PROBLEM DEFINITION 
The computational domains for the flow and 

acoustics are schematicly shown in Figure 1. The 
vehicle comprises of two bricks of width D. The 
distance from the ground (xz-plane) is 0.25D. The 
bulk of the vehicle (the bottom brick) has a height 
of 0.5D and the total vehicle height from the ground 
is D. The length, in z-direction, is 2D for the bulk 
and 1D for the top brick. The height of the barrier is 
1D and the vehicle is located at 0.5D from the 
barrier. 

In order to simulate a row of vehicles periodic 
conditions are set between the inlet and outlet 
boundaries. A no-slip condition is imposed on the 
vehicle surface, on the ground and on the barrier. 
Slip condition is used on the remaining walls.  
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Figure 1. The computational domain for the 
flow and acoustic solvers. To the left, the flow 
field where the acoustic sources are calculated 
can be seen. The right figure shows the acoustic 
domain including the flow field from where the 
sources are interpolated 

In the acoustic solver, the barrier, ground and 
vehicle surface have reflecting boundary conditions. 
All other boundaries are assumed to be non-
reflecting. 

The flow and acoustics are resolved using 
approximately 10 and 8 million cells, respecively. 
The local refinement is located around the vehicle 
and has a cell size of 0.015D. The acoustic solver 
has a spatial size of 0.1D. Four periodic distances 
are considered 20D, 30D, 40D and 50D 
corresponding to the traffic Strouhal numbers, Stt, 
0.025, 0.0167, 0.0125 and 0.01 The ReD in Eq. (2) 
is 60000 for all the cases and the Ma in Eq. (5) is 
0.1. 

4. RESULTS 
The flowfield is visualised for in Figures 2 to 3. 

In Fig. 2 the instantaneous velocity magnitude of 
the flow field in the zy-plane can be seen. It is clear 
that large-scale turbulence is developed in the wake 
of the vehicle. The source calculated from the 
flowfield is shown in Figure 2 to 3. A high 
magnitude of the source is, not surprisingly, located 
in the vicinity of the wake where velocity gradients 
are largest. 

 

 

Figure 2. Instantaneous non-dimensional 
velocity magnitude in a zy-plane placed at the 
vehicle centre (a). Instantaneous magnitude of 
non-dimensional acoustic source in the same 
plane through the vehicle centre (b). 
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Figure 3. Visualisation of instantaneous iso-
contours of the non-dimensional acoustic source. 

In order to evaluate whether the spatial 
resolution is refined enough for LES, monitoring 
points have been placed at height 1D at the 
centerplane of the vehicle in the flowsolver. Since 
the shear-layer around the vehicle in Fig. 2 is the 
source of turbulence, the total turbulent intensity is 
assumed to be largest at the highest value of Stt. 
Therefore this flow case is used when validating the 
grid resolution. In Figure 4 the turbulent kinetic 
energy spectra is plotted from monitoring points 
with increasing downstream distance from the 
vehicle. The kolmogorov decay of -5/3 is captured 
and the turbulent kinetic energy dissipates at the 
large wave-numbers. Point a) is located at the 
largest distance downstream from the turbulence 
producing area but is due to periodicity located at z 
distance 0.5D. Points b) and c) are located at z 
distance 4D and 5D respectively. These points are 
in the shear layer and there is a dominating 
frequencies at St=0.2 due to the large scale periodic 
structures that can be seen in Fig. 2. This frequency 
and the harmonic St=0.4 is also present at the point 
d) z=10D. 

In Figure 5 the spectral content of the acoustic 
source term in Eq. (5) is plotted from the same 
sample points as the turbulent kinetic energy in Fig. 
4. It can be seen that the most energy carrying 
frequencies are located at point b) and c). Most of 
the energy is contained at St less than 10. The 
acoustic spectral content of the four Stt is plotted in 
Figure 6. The frequency distribution does not have 
significant differences which indicates that the large 
wave-numbers induced by traffic load does not 
influence the small ones. There is neglegible energy 
in the mid-frequencies under St 1. Acoustic 
interferens amplifies the higher frequencies as seen 
when plotted in a linear scale Figure 7, it can also 
be seen that the acoustic signal for all of the Stt 
contains harmonics of St 0.2. These signals are 
harmonics of the periodic shear instability and the 
spectral content is smeared by the doppler effect 
and dispersion of the numerical scheme. The 
interpolation of the sources from the flow solver to 

the acoustics solver acts like a filter of the size of 
the acoustic grid size, however most of the energy 
carrying frequencies in Fig. 5 b) are resolved on the 
acoustic grid. 

 

Figure 4. The turbulent kinetic energy 
spectra is plotted at four points on the center zy 
plane 1D over the ground. Located at z-distance  
a) 0.5D, b)  4D, c) 5D and d) 10D. 

 
 

 

Figure 5. The acoustic source term spectra is 
is plotted at four differnt points on the center zy 
plane 1D over the ground. Located at z-distance  
a) 0.5D, b)  4D, c) 5D and d) 10D. 
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Figure 6. The acoustic spectra is plotted for 
the four traffic frequencies at one point located 
in (x,z)=(3D,75D) in the acoustic domain. Stt, 
numbers are a) 0.025, b) 0.0167, c) 0.0125 and d) 
0.01 

 

Figure 7 The acoustic spectra is plotted for 
the four traffic frequencies at one point located 
in (x,z)=(3D,75D) in the acoustic domain. Stt, 
numbers are a) 0.025, b) 0.0167, c) 0.0125 and d) 
0.01 

Figure 8 depicts time averaged Sound Pressure 
Level (SPL) isocontours in an xy-plane of the 
acoustic domain. These results are, close to the 
wall, similar to those obtained by [3] In Fig. 8 SPL 
is plotted along lines at y 2.5D, 1.5D and 0.5D over 
the ground. It can be seen that the barrier (at 
x=27D) has an attenuating effect on the noise 
propagation. In [14] measurements of attenuation of 
A-weighted SPL are in the same order of magnitude 
at locations 10D and 20D from the barrier. The 

correct assumptotic decrease of SPL can be seen 
some distance from the near-field. 

 

Figure 8. Sound Pressure Level isolines in a 
xy cut in the center of the acoustic domain. The 
traffic frequency is increasing downwards. 

 

 

Figure 9. Sound Pressure Level along lines at 
y-coordinate a) 2.5D, b) 1.5D and c) 0.5D in the 
xy center plane. 

5. CONCLUSIONS 
A hybrid approach is used in order to investigate the 
influence of periodicity on the flow and acoustic 
field. In this method the problem is solved in two 
steps firstly, the flow field around a line of moving 
vehicles parallel to a barrier is modelled with LES 
and the induced acoustic sources are evaluated. 
Secondly, the acoustics is evaluated by using an 
acoustic analogy in form of an inhomogeneous 
wave equation. Most of the energy carrying 
frequencies are resolved and it is seen that 
periodicity is not influencing the spectral content of 
the signal which is dominated by harmonics of the 
dimensionless frequency of about 0.2. This 
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frequency is related to the instability of the shear-
layer close to and in the wake of the vehicles. The 
distribution of SPL, in the far-field, exhibits a 
correct asymptotic behaviour. 
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ABSTRACT  
Two-dimensional (2-D) flow over rectangular 

cavities has been widely analyzed. Rossiter 
proposed in 1964 an empirical equation which 
relates the periodic shedding of vortices over the 
cavity to acoustic radiation from the cavity. This 
feedback loop system was in the Rossiter equation 
described as stages (or modes) of frequency 
resonance. There remain, however, a lack of data 
for low Mach numbers (M) and the present paper 
proposes a modified Rossiter equation for the range 
0 ≤ M < 0.45. It also provides frequency 
simulations of helical corrugated gas pipes 
(carcasses) when the cavity length is replaced by 
the corrugation pitch. In addition, the onset 
velocity for resonance has also been estimated.  

. 
Keywords: aero-acoustic, flow over cavity, gas 
pipe application, modified Rossiter formula 

NOMENCLATURE 
Cp [-] static pressure coefficient  
K           [-]          convection velocity factor 
L            [m]        cavity length 
M           [-]          Mach number 
N           [-]          integer 
St           [-]          Strouhal number 
U           [m/s]      flow velocity 
Vref         [m/s]      reference velocity 
c            [m/s]      speed of sound 
d            [m]         carcass diameter 
f [Hz] frequency 
h            [m]         vortex sheet height 
k            [-]           integer 
m           [-]          Rossiter mode number 
n            [-]           Sarohia mode number 
p            [m]         carcass pitch length 
x            [m]         axial length coordinate 
γ            [-]           phase factor 
δ            [m]         boundary layer thickness 
λa           [m]         acoustic wave length 
λv           [m]         vortex sheet wave length 

1. INTRODUCTION  
Early investigation of flows over cavities were 

initiated in connection with the sound generation 
and fluid-structure interaction e.g. from airplane 
bomb bays or gaps in the vehicle surface. The wind 
tunnel experiments of Rossiter [1] over single, 
rectangular cavities found that the measured 
frequencies f for the periodic pressure fluctuations 
(read also acoustic radiation) over the 2-D cavity 
could be represented by the empirical equation 

 
 f = (U / L) (m - γ) / (1/K + M)   m = 1, 2, 3,         (1)                            

 
where U and L represents respectively the tunnel 
velocity and the cavity length. The two cavity 
configuration constants γ < 1 and K < 1 are related 
to the frequency f of the vortex shedding over the 
cavity, i.e. 

 
 f = KU / λv                                                            (2)                              

 
where the product KU represents the convection 
velocity of the vortex sheet, see Figure 1.  
 
 

 
 

Figure 1. Schematic illustration of 2-D flow over 
a rectangular cavity 
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The distance γ λv designates the position of a vortex 
filament [2] behind the cavity trailing edge in terms 
of the vortex shedding wavelength λv at the time 
when another filament leaves the leading edge. 
Furthermore, M = U / c is the tunnel Mach number 
based on the speed of sound c in the wind tunnel. 
The importance of Eq. (1) is that it describes the 
frequency ranges between jumps as stages 
corresponding to the integer modes m. Introducing 
the dimensionless Strouhal number StL [-] as 
 
 StL = f L /U                                                            (3)                                               
 
in Eq. (1) the Rossiter formula is transformed to 
 
 StL,M = (m – γ) / (1/K + M)    m = 1, 2, 3,             (4) 
 
      The Mach number dependence in Eq. (4) is 
indicated by the additional subscript M in the 
Strouhal number. It should be noted that a modified 
Rossiter formula for high Mach numbers has been 
presented by Heller et al [3] and compared with the 
original Rossiter formula. Both relations gives 
identical and finite results for StL,M=0, but indicates 
an unrealistic influence of the compressibility as the 
Mach number increases from zero. That is, the 
gradient of Eq. (4) with respect to M has a non-zero 
value at M = 0 and for this reason a modified 
Rossiter formula for low Mach numbers will be 
presented in the next section. 
 
2. MODIFIED ROSSITER EQUATION 
FOR LOW MACH NUMBERS 

  
Since Eq. (4) is deduced from experiments 

performed at M > 0.4, we will introduce a modified 
Rossiter formula for low Mach numbers by 
applying the Prandtl-Glauert similarity rule for two-
dimensional, subsonic flows. This will relate a 
compressible flow solution (read Strouhal number) 
at Mach number M < 1 to the incompressible 
solution at M = 0 through the corresponding 
pressure coefficient Cp, i.e.  

 
  Cp,M = (1 – M2)-1/2 Cp,M=0                                         (5)                                         

 
The pressure coefficient, however, can be 

written in its linearized form as 
 
 Cp ≈ - 2(U – Vref) / Vref                                          (6)                                                                          

 
were Vref is the common reference velocity for the 
compressible and incompressible flow field. Eq. (6) 
inserted in Eq. (5) gives 

 
 UM = (1 – M2)-1/2 UM=0                                            (7)                                                                                                                          

 
and we can observe that compressibility (i.e. the 
Mach number influence) will increase the 
perturbation velocity (U – Vref) or the flow velocity 

U at the same point in the flow field for M < 1. 
Furthermore, with the introduction of the Strouhal 
number from Eq. (3), Eq. (7) suggest the relation 
 
  StL,M=0 = (1 – M2)-1/2 StL,M                                               (8)                              

 
Eq. (8) says that a given Strouhal number in a 

compressible flow (StL,M) will define a 
corresponding incompressible value for StL,M=0. 
Also note that Eq. (3) yields an infinite value for the 
Strouhal number at U = 0. This result in 
combination with the Rossiter relation will yield the 
modified Rossiter formula for 0 ≤ M < 1. After a 
differentiation of Eqs. (3) and (8) and setting the 
results equal, one obtains the condition for a unified 
gradient for the two equations, i.e. 

 
 K M (1 – M2) = 1 / (M + 1/K)2 

 
For K = 0.57 (taken from the original Rossiter 

paper) the above equation is satisfied for M = 0.453 
and Eq. (8) can now be rewritten to yield 

 
 StL,M=0.453 = (1 – 0.4532)1/2 StL,M=0 

          = 0.453 (m – γ)       m = 1, 2, 3,            (9)                            
 

were the Rossiter Eq. (3) has been adopted to define 
StL,M=0.453. Furthermore, Eq. (9) yields the relation 

 
 StL,M=0 = 0.508 (m – γ)            m = 1, 2, 3,          (10)                            

 
and Eq. (10) inserted in Eq. (8) formulates (see 
Figure 2) the present modified Rossiter formula for 
low Mach numbers, i.e. 

 
 StL,M≤0.453 = 0.508 (1 - M2)1/2 (m – γ)  m = 1, 2, 3,                                   

                                                                      (11) 
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Figure 2. Modified Rossiter formula for low 
Mach numbers 
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Table 1 below summarizes the Strouhal 
numbers for M = 0, 0.2 and 0.453 as function of the 
Rossiter mode number m. 

 
Table 1. Strouhal numbers for the modified and 
the original Rossiter equation 

 
 StL,M=0 

Modified   
(Rossiter) 

StL,M=0.2 
Modified   
(Rossiter) 

StL,M=0.453 
Modified 
and Rossiter 

m   
= 1 

0.3812   
(0.4275) 

0.3733   
(0.3838) 

        
0.3398 

    
= 2 

0.8893   
(0.9975) 

0.8710   
(0.8954) 

        
0.7928 

    
= 3 

1.3974   
(1.5675) 

1.3688   
(1.4071) 

        
1.2458 

    
= 4 

1.9055   
(2.1375) 

1.8665   
(1.9188) 

        
1.6988 

 
In comparing the results for the modified 

formula it is found that the original Rossiter 
formula (represented in Table 1 in parenthesis) 
gives about 12% higher values for the Strouhal 
number at M=0. Further comparisons with 
experimental data [4] are shown in Figure 3 and 
comparison with numerical data are found in [5]. 

 
 
Figure 3. First three modified Rossiter modes 
compared with various experimental results [4] 

2.1. Related Developments 
It is interesting to note that Sarohia [6] found, 

from experimental investigations over axisymmetric 
bodies at low subsonic speeds (M < 0.01), that the 
wavelength λv of the propagating disturbance 
(vortex filament) was related to the cavity length L 
through the expression 

 
 λv = L / (n + ½)   n = 0, 1, 2, 3,                           (12) 
 
where the integer n indicates the mode of cavity 
oscillation. Since it was found that the relative 
phase speed of the vortex sheet was a constant, Eq. 
(12) can be combined with Eq. (2) to read 
 
 f = (KU / L) (n + ½)    n = 0, 1, 2, 3, 

or rewritten with Eq. (3) in a non-dimensional form 
as 
 
 StL = K (n + ½)         n = 0, 1, 2, 3,                     (13)                             

 
Inserting the value K = 0.57 from the Rossiter 
experiment in Eq. (13) we will obtain the results 
given in Table 2 below. 

 
Table 2. Strouhal number of vortex shedding as 
deduced from [6] 

 
n = 0 1 2 3 
StL = 0.285 0.855 1.425 1.995 

 
As can be observed, the values for the Strouhal 

number StL bears a close resemblance with the 
modified Rossiter values for m = n+1 at M = 0, see 
Table 1. Or in other words, the results of Sarohia 
[6] supports the modified Rossiter formula at M = 0. 
Eq. (12) is for clarity plotted in Figure 4 where the 
e.g. the pressure fluctuations over the cavity and its 
associated transversal wave pattern is visualized as 
a sine-wave along the cavity length. 
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Figure 4. Illustration of the shear layer wave 
pattern over a cavity and beyond (m = n + 1) 

 
A further confirmation is found in the 

comprehensive work by Ahuja and Mendoza [7]. 
Here the resonance frequencies were computed 
using a modal duct analysis and were these 
frequencies matched with the Rossiter equation 
high amplitude tones could be expected. This 
coupling is also indicated in Figure 5 as full circles. 
It should be noted that the three low Mach number 
data (M = 0.26) from [7] are found for m = 2 as the 
middle full circle (value 0.92) and for m = 3 as two 
overlapping full circles (value 1.42) in Fig. 5. 
Hence, a very good correspondence with the 
modified Rossiter values at M = 0 can be observed. 

 
 

357



 

 4

0

0,5

1

1,5

2

2,5

1 2 3 4

ROSSITER MODE NUMBER, m

ST
R

O
U

H
A

L 
N

U
M

B
ER

, S
t L,

M
=0 Original Rossiter

Sarohia [6]
 (n = m -1)

Modified (low M) Rossiter

Filled circles indicates
possible locations of 
acoustic coupling [7]

 
 

Figure 5. Strouhal number comparison at M ≈ 0 
 

Returning to Eq. (12) and inserting the relation 
n = m – 1 we obtain 
 
 λv / L = (m – ½)-1     m = 1, 2, 3,                         (14)                                                                     

 
which in tabulated form yields Table 3 below. 
 
Table 3. Evaluated vortex wavelengths and 
number of vortex filaments 

 
m =  1 2 3 4 
λv / L = 2.000 0.667 0.400 0.286 
N = 1 2 3 4 

 
The integer N in Table 3 is evaluated from the 

relation 
 
 N = 1 + integer (L / λv) 

 
and it represents the maximum number of vortex 
filaments which spans the cavity length for a given 
Rossiter mode number. Hence, it can be deduced 
that N = m and this observation has also been 
pointed out by Koch [8]. A further conclusion can 
be to realize that an increase of the mode number is 
related to a higher rate of vortex filament release. 

Since the factor γ in the Rossiter formula Eq. 
(1) indicates the fraction of a wave length λv for 
which a vortex filament is behind the trailing edge, 
it is instructive to adopt Eq. (14) to evaluate this 
length as indicated in Fig. 4 and tabulated in Table 
4 as γ = ½ (λv / L) = (2m - 1)-1. 

 
Table 4. The phase shift factor γ  

 
m = 1 2 3 4 
γ  = 1/1 

=1.000 
1/3= 
0.333 

1/5= 
0.200 

1/7= 
0.143 

Two observations can be extracted from the results 
given in Table 4, i.e. 

 
i) We have used in our calculation the 

common adopted value  of γ = 0.25, 
which Rossiter dermined as an 
average over the speed range tested. 
This value lies in Table 4 between the 
mode numbers 2 and 3 and can be 
regarded as a reasonable choice. 

ii) For mode number m = 1 we see that γ 
equals 1 and this value inserted in Eq. 
(4) will yield StL,M=0 = 0. However, 
Sarohia [6] states that his formula Eq. 
(12) can not be regarded as an exact 
relation, but more as an approximate 
integral relation. This means that for γ 
slightly less than 1, the frequency 
response would be very low and, as a 
consequence, not easily detectable. 
This can also be deduced from 
Sarohia’s own conclusion that the 
mode n = 0 (or m = 1) was not easily 
observed. 

 
Before leaving the work of Sarohia [6] we 

would like to relate his findings to the modified 
Rossiter formula for low Mach numbers. Firstly, we 
adopt the Falkner–Skan laminar boundary layer to 
represent the separation profile at the cavity leading 
edge. In addition, we place the vortex shear layer at 
the middle of the boundary layer, i.e. at h = ½ δ, 
where the streamwise velocity is 0.56 U, see [9]. 
This value is in close correspondence with the 
Rossiter constant K = 0.57. 
       Secondly, we adopt the ratio of 2h / λv = 0.281 
for the von Kármán vortex street where 2h 
designates the vertical distance between the two 
shear layers forming the vortex street [10]. This 
might appear a little speculative, but with reference 
to the analysis of Abernathy and Kronauer [11] 
which showed that vortex streets could be obtained 
by periodic perturbation of two vortex sheets, rather 
than by not incorporating bodies. Figure 6, which is 
reproduced from Figs. 11 and 12 in [11], illustrates 
two calculation results (of different initial 
conditions) from a linearized analysis of the growth 
of the disturbances in two, infinite and initially 
parallell vortex rows in an inviscid, incompressible 
fluid. The figure shows six development stages of 
of the non-linear interaction of the sheets subjected 
to small amplitude disturbances of wavelength a as 
indicated. It should be remarked that the upper sheet 
consists of vortex filaments of clockwise rotation, 
wereas the lower sheet has elements (filaments) 
with a counterclockwise rotation. 
       It should also be pointed out that the obtained 
convection velocity (designated as U_bar / U in Fig. 
6) is in the order of 0.55 and, hence, compares again 
with the Rossiter factor of K = 0.57. 

358



 

 5

 
 
Figure 6. Two modes of vortex street formation 
[11] at the von Kármán spacing ratio 0.281 
 

Combining the two aforementioned expressions 
involving the height h will yield δ / λv = 0.281 and 
this value inserted in Eq. (14) gives finally 
 
 δ / L = 0.281 (m – ½)-1        m = 1, 2, 3,           (15)                                 

 
Eq. (15) is tabulated in Table 5 together with the 
corresponding remarks by Sarohia [6]. 

 
Table 5. The dimensionless boundary layer 
thickness δ / L 

 
m =  1 2 3 4 
δ / L 
= 

0.5720 0.1907 0.1144 0.0817 

L / δ 
= 

1.7483 5.2448 8.7413 12.2378 

 No cavity 
oscillation 
below 
L / δ  
= 5.25 [6] 

 Mode 
shift 
above 
L / δ 
=8.15 [6] 

 

 
As can be observed, the simple analysis leading 

to Eq. (15) supports the finding expressed in [6] and 
can be summarized as follows 

 
iii) The Rossiter mode m = 1 can from 

experimental results [6] be excluded 
when the boundary layer thickness δ is 
greater than 19 % of the cavity length 
L. Higher mode numbers are found to 
be present for lower values of the ratio 
δ / L. This means that for a fixed 
cavity length L a thickening of the 
boundary layer thickness δ will reduce 
or eliminate cavity oscillations 
(sound). Similar statement can be 
found in the work of Ahuja and 
Mendoza [7], page 172. 

3. APPLICATION TO HELICAL 
CORRUGATED PIPES 

The phenomena of “singing wires” or the 
Aeolian tone is well known for sound generation 
when cylindrical bodies are placed in a cross flow. 
The von Kármán vortex street is fundamental in 
describing this aero-acoustic interaction. Similar 
sound generation effects are observed in gas pipe 
lines and the subject modified Rossiter formula will 
now be adopted to simulate the aero acoustic 
response at M = 0 over a helical corrugated pipe, i.e. 
a carcass as shown below. 
 

 
Figure 7. Sample numerical solution of subsonic 
flow over a carcass depth element 
 
      The cavity length L is replaced by the pitch 
length p of the carcass which is defined as the axial 
distance between two adjacent depth elements (or 
the width of Figure 7). The frequency response can 
according to Eq. (3) be written as 

 
 f = (U / p) Stp,M=0                                                                           (16)                            

 
where U < 10 m/s (i.e. M ≈ 0) is again the gas 
velocity. The Strouhal number in Eq. (16) is 
obtained from Eq. (11) as 

 
 Stp,M=0 = 0.508 (m – γ)           m = 1, 2, 3,           (17)                           

 
Three carcass cases have been simulated, i.e. 

 
1. Case A   (p = 0.01397 m) 
                      (d = 0.1524 m) 
2. Case B   (p = 0.0234 m) 
                      (d = 0.3556 m) 
3. Case C   (p = 0.02366  m) 
                      (d = 0.381 m) 
 

and the results for the frequency response is 
compared with operational data (See Figures 13-15 
respectively for a preliminary view). 
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3.1. Estimation of the Cut-On/Off and 
the Resonance Frequencies 

The test cases listed above are gas pipes with a 
helical continuous cavity (carcass) and a hypothesis  
of the subject frequencies can be formulated on the 
basis of the following reasoning (see Figure 8).  

 
 
Figure 8. Illustration of an unfolded carcass  
 

The shedding frequency f of the vortex 
filaments Eq. (2) is identical to the frequency of an 
acoustic wave traveling inside the helical cavity, i.e 

 
 f = c / λa                                                                 (18)                                                                           

 
Here the acoustic wave length λa is aproximated as 
a function of the geometric relationship 
 
 λa = k π d                                                            (19)                                                                                             

                                                                                                                   
where d represents the inner diameter of the carcass 
and the integer k determines the number of repeated 
turns of the cavity (Note that the pitch is neglected 
in writing Eq. (19) since p is small compared to the 
circumferential distance π d), see Table 6 below. 
 
Table 6. Acoustic frequency as function of  
wavelength and sound speed  

 
f [Hz] =  
λa [m] =  

 k = 4    = 2    = 1 

Case A 
c [m/s] = 420 

 219.3 
 1.915 

 438.6 
 0.958 

 877.2 
 0.479 

Case B 
            = 400 

 89.5 
 4.469 

 179.0 
 2.234 

 358.1 
 1.117 

Case C 
            = 400 

 83.5 
 4.788 

 167.1 
 2.394 

 334.2 
 1.197 

 
A combination of Eqs. (16) to (19) will yield 

the aero-acoustic coupling as 
 

 U = 1.969 p c / {(m – γ)(k π d)}   m = 1, 2, 3,   (20)                                      
 
where Eq. (20) is tabulated in Table 7. The 
reference sound speed c in the carcass is optained 
from operational gas data such as gas pressure, 
density and ratio of specific heats. 
 

 
Table 7. Reference velocities for m = 1 and 2 
 
U [m/s] = k = 4 

Cut-on 
= 2 
Resonance 

= 1 
Cut-off 

Case A    m = 1 
                    = 2 

8.04 
3.45 

16.08 
  6.89 

32.16 
13.78 

Case B    m = 1 
                    = 2   

5.50 
2.36 

11.00 
  4.71 

21.99 
  9.43 

Case C    m = 1 
                    = 2 

5.19 
2.22 

10.38 
  4.45 

20.75 
  8.89 

 
A discussion of the results depicted in Table 7 will 
now be given with special attention to Figs. 4 and 9. 

Figure 9. Amplitude of carcass sound wave as 
function of the acoustic wave length (k = 1, 2. 4)  
 
     When a pressure wave generated by the vortex 
shedding leaves with, e.g. a maximum positive sign 
from the point A in Fig. 8, it will reach the next 
axial cavity (after one pitch length) with an opposite 
sign for all Rossiter modes m, see Fig. 4. After 
another pitch length the pressure wave will again 
have a positive sign. Numerical simulation have 
shown that this alternating pressure pattern to be the 
case, Figure 10 (Since the figure is a reproduction 
from a colour picture the quality is bad). 
 

 

Figure 10. Numerical simulation of the static 
pressure (+ is compression, - is rarefaction) 
along an unfolded (2-D) carcass    
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    Comparing this wave pattern with the acoustic 
wave along the helical carcass we see that for k = 2 
an identical pressure development occurs. This 
means that pressure amplification (positive and 
negative valued) will occur and, hence, a resonance 
between the vortex shedding frequency and the 
frequency of the sound wave is obtained, see Figure 
11. 
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Figure 11. Wave pattern for m=2 and k=2 (m=1) 

Similar wave comparisons can be analyzed for k = 4 
(which is connected to the lowest frequency in 
Table 6 and denoted in Table 7 as cut-on or onset) 
and we can observe that for every fourth pitch 
length pressure amplification occurs. Between these 
two antinodes, see Figure 12, a pressure 
cancellation will be the result since the two wave 
systems are assumed to be of equal magnitude or 
strength. 
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Figure 12. Interaction between the two wave 
systems at consecutive pitch lengths for all 
Rossiter modes 
 

     For k = 1 (which we assume is related to the 
socalled cut-off frequency) the positive pressure 
pulses at every second cavity length shows 
amplification, but otherwise cancellation at nodes. 
The results from the described wave interaction as 
expressed in Table 7 is also indicated in Figs. 13 – 
15 as vertical lines crossing the k-lines for the 
Rossiter modes 1 and 2. As can be seen, the 
prediction of resonance for k = 2 fits well into the 
operational results.  
     It can be further stated that for the Case A 
carcass resonance (read singing) is from operational 
data confirmed to be in the range 2.9 < U < 10.0 
m/s and for the Case C carcass no singing is 
reported for U < 3.5 m/s. 
     The rational behind the analysis given above is 
based on the interaction of an acoustic wave which 
in the real carcass configuration is helical and three-
dimensional, but is for simplicity compared in the 
one-dimensional or axial direction x with the flow 
shedding wave system. Furthermore, the predicted 
resonance should more accuratly be termed the 
mean resonance point because resonance (or 
pressure communication) is in reality confined to a 
finite axial pipe length defined by the opening of 
the carcass depth element, see again Figs. 7 and 8. 
This view can be also be extracted from the 
operational data shown in Figs. 13-15. 
     A final question now arises: Will singing of the 
riser (carcass) always occur within the predicted 
limits of the cut-on/off frequencies? The simplicity 
of the present aero-acoustic analysis ignores the 
structural response of the carcass and, hence, it can 
not reveal the influence of the construction of the 
real gas conduit. However, the analysis gives 
guidelines for estimating the possible occurance of 
resonance based on gas data and carcass 
dimensions.   
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Figure 13. Frequency response for Case A  
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Figure 14. Frequency response for Case B  
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Figure 15. Frequency response for Case C  
 
4. CONCLUDING REMARKS 

A modified Rossiter formula for low Mach 
number cavity flows has been formulated and 
evaluated in view of related publications with the 
conclusion that the prediction of the aero-acoustic 
coupling is also well suited for Mach number zero. 
Furthermore, application of the modified formula to 
helical corrugated gas pipes (carcass) shows very 
good agreement with operational data, especially in 
explaining the dominant Rossiter mode m = 2. 

An estimation of the cut-on/off frequencies 
which encompasses the resonance frequency for 
three carcass test cases have also been presented 
and compared to operational data. 
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ABSTRACT 
The acoustic field in an annular gas turbine 

combustion chamber is determined using a hybrid 
approach. The flow solver is based on Large Eddy 
Simulations to account for turbulence and on a 
flamelet-based method to model combustion. The 
acoustic part solves an inhomogeneous wave 
equation, the acoustic sources being given by the 
flow solver. The flow computations focus on a 
single nozzle. To model the entire combustion 
chamber, the acoustic sources are manifold and 
imposed in thirty instances. Several perturbing 
parameters were studied. The computations 
revealed that time shift in the acoustic sources of 
consecutive nozzles has a major influence on the 
resulting acoustic field, space shift of the sources or 
counter rotation has reduced effect. 

Keywords: acoustics, CFD, gas turbine, hybrid 
approach, LES  

NOMENCLATURE 
D [m2/s] diffusivity 
L [m] length scale 
M [-] Mach number 
R [J/kg K] gas constant 
SL [m/s] laminar flame speed 
St [-] Strouhal number 
T [K] temperature 
U [m/s] velocity scale 
Z [-] mixture fraction 
c [-] progress variable 
f [1/s] frequency 
p [Pa] pressure 
t [s] time 
ui [m/s] velocity component in direction i 
∆ [m] filter size 
Ξ [-] wrinkling factor 
ρ [kg/m3] density 
ρ' [kg/m3] acoustic density fluctuation 

 
Subscripts and Superscripts 
b burned 
u unburned  
~ density-weighted filtered 
− filtered 

1. INTRODUCTION 
Thermo-acoustic instabilities are a major 

concern in the development of gas turbine 
combustion chambers. The amplification of 
pressure oscillations may lead to the malfunctioning 
of the device, or, in the worst case, to its failure [1]. 

There is an intensive research focused on the 
active control of combustion instabilities (see e.g. 
Dowling and Morgans [2]), however, it is needed 
that the combustion instabilities are predicted as 
early as possible, in the best case already in the 
design phase. Caraeni et al. [3] developed a fast 
method, based on the Arnoldi algorithm to 
determine the resonance frequencies of a 
combustion chamber. More recently, Bethke et al. 
[4] determined the resonant frequencies using 
finite-element based methods. 

The acoustic field can be determined by solving 
the compressible Navier-Stokes equations using 
Direct Numerical Simulations (DNS) or Large Eddy 
Simulations (LES) [5]. This method, however, is 
highly inefficient for low-Mach number flows. 

An alternative approach is to use hybrid 
methods. For low Mach numbers one can assume 
that the acoustic fluctuations are small, compared to 
the fluid dynamic fluctuations, and the variables can 
be split in an incompressible part and a correction, 
which accounts for the compressibility effects. In 
this way, the compressible Navier Stokes equations 
are split in a set of incompressible Navier Stokes 
equations and a set of acoustic equations. Olbricht 
et al. [6] used a hybrid approach based on LES and 
acoustic perturbation equations for studying the 
noise generated by the isothermal flow in a model 
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gas turbine combustor. A similar approach has been 
used by Bui et al. [7] for the evaluation of noise 
emitted by a non-premixed jet flame. Using first-
order approximations, the acoustic equations may 
be reorganized into an inhomogeneous wave 
equation. This hybrid approach has higher 
computational efficiency compared to direct 
methods, since the time step in the flow solver is 
not limited by the sound speed, but by the flow 
velocity. Furthermore, the solution methods for 
incompressible flows are more robust. Another 
advantage is that different grids (allowing different 
grid resolutions) may be used in the flow and 
acoustic computations. The major disadvantages of 
the hybrid methods is the increased complexity of 
maintaining two separate solvers and that they are 
limited to low Mach number flows.  

Here, such a hybrid approach is used. The 
method was implemented by Mihaescu et al. [8] and 
successfully applied for the computation of jet 
noise. Recently, the method was further developed 
by Duwig et al. [9] to predict thermo-acoustic 
instabilities in a model gas turbine combustion 
chamber. Szasz et al. [10] applied the hybrid 
approach to determine the acoustic field generated 
by turbulence in a model annular gas turbine 
combustion chamber. 

In this paper, the acoustic field in an annular 
gas turbine combustion chamber having thirty Lean 
Premixed Prevaporized (LPP) burners is 
determined. First, the flow field is determined in a 
region of the combustion chamber corresponding to 
a single burner. The flow computations are based on 
LES to account for turbulence and on a flamelet-
based approach to model combustion [11]. Second, 
the acoustic field is determined for the whole 
combustion chamber by solving an inhomogeneous 
wave equation, similar to Lighthill's analogy. The 
source terms needed for the acoustic computations 
are provided by the flow solver and interpolated 
onto the acoustic grid in thirty instances to account 
for each burner. In the base case the acoustic 
sources are copied identically to the nozzles. This 
case is compared to cases where the sources are 
imposed in a counter-rotating manner, or where 
phase shifts (in space or time) are imposed for 
successive nozzles. The resulting acoustic field is 
evaluated in terms of rms acoustic density 
fluctuations and its frequency spectra. 

2. NUMERICAL METHODS 
The computations have been carried out in two 

steps. First, the unsteady flow field was computed 
for a model combustion chamber having a single 
nozzle. The flow solver provided the acoustic 
source terms needed by the acoustic solver. In the 
second step the acoustic sources were loaded into 
the acoustic solver and copied in thirty instances to 
simulate the presence of all nozzles. 

2.1. Flow solver 
The semi-compressible Navier-Stokes 

equations are discretized on a Cartesian staggered 
grid. By semi-compressibility is meant that the 
density is depending only on the temperature, but 
not on the pressure. Flame propagation is described 
using a progress variable, c, equation [12]: 
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where the production term Πc is read from a pre-
computed library [11]. 

The mixing is obtained via the filtered mixture 
fraction equation: 
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The filtered density is computed from the 

temperature using the ideal gas law. The 
temperature is computed using the progress 
variable. That is, 
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The governing equations are discretized using 

finite differences. Third order discretization is used 
for the convective part and fourth order for the 
diffusive part. The high-order accuracy is achieved 
using a defect correction approach. Large Eddy 
Simulation (LES) is used to account for turbulent 
fluctuations. No explicit sub-grid scale (SGS) 
model is used. It is assumed that the third order 
upwind scheme accounts for the dissipative effect 
of the SGS terms. This approach has been 
successfully used in a wide range of applications 
[13-15]. The grid can be locally refined to reduce 
the computational requirement. 1.8 million cells 
were used in the flow computations, having 60 cells 
per premixing tube diameter. 

2.2. Acoustic solver 
In the acoustic solver an inhomogeneous wave 

equation is solved: 
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where the first term on the right hand side 

stands for the acoustic sources due to velocity 
variations and entropy effects: 
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The second term on the right hand side of Eq. 4 
represents the sound sources generated by the 
unsteady heat release and is given by [9]: 
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Ξ−≈ ρω  (6) 

 
Eq. 4 is discretized on a uniform cartesian grid 

(without local refinements) using finite differences. 
Second order central differences are used for the 
space derivatives. In time an explicit Lax-Wendroff 
type discretization is applied. The acoustic sources 
(Eqs. 5 and 6) are computed by the flow solver and 
stored in files. The sources are read in by the 
acoustic solver and filtered onto the acoustic grid by 
a Gaussian filter having the filter width of two cell 
sizes. Since the time step needed by the acoustic 
solver is shorter then the period with which the 
acoustic sources have been saved, the acoustic 
sources are obtained by linear interpolation between 
two successive source data sets. The acoustic 
sources being pre-computed, the sources imposed at 
different nozzles may differ, or may be differently 
arranged. In this way phase shifts between 
consecutive nozzles may be easily imposed both in 
space and time. A low-pass digital filter is used to 
avoid spurious oscillations [9]. The shape of the 
combustion chamber is imposed by blocking the 
inactive cells. 

3. PROBLEM SET-UP 
The geometry used in the flow computations is 

sketched in Figure 1. In the flow computations only 
a section of the annular combustion chamber 
corresponding to a single nozzle was considered. 
The geometry is composed of a premixing tube, a 
combustion chamber and a contraction region. The 
premixing tube has a conical and a cylindrical part. 
Since experimental measurements are available 
only in the cylindrical part, the cone is neglected in 
the flow computations (but it is accounted for in the 
acoustic solver). In the followings, all dimensions 
are normalized with the diameter of the premixing 
tube and x is the streamwise direction. The 
premixing pipe has a length of 2.7. The combustion 
chamber has a rectangular cross-section of 3.8×3.8 
and a total length (including the converging outlet) 
of 8. A preheated (~700 K) methane-air mixture is 
burned. The overall equivalence ratio is 0.42 but a 
non-constant equivalence ratio profile is enforced at 
the inlet. The Reynolds number is 100000 and the 
inlet swirl number 0.52. The inlet Mach number is 
~0.1. The CFL number for the flow computations 
was 0.2. For the flow solver zero gradient outlet 
conditions are imposed with flux correction. The 
walls are non-slip and adiabatic, no wall functions 
are used. At the inlet a constant velocity profile is 
set above which fluctuations due to the acoustic 
velocity fluctuations are imposed. 

A 3D view of the acoustic domain is shown in 
Figure 2. Thirty nozzles are placed equidistantly in 
azimuthal direction on a circle with a radius of 12.1. 
The height of the combustion chamber is 3.8 while 
its length is 10.7. Figure 3 shows a sketch of the 
transversal cross section of the acoustic domain. 
L1...L6 denote the location of the axial lines along 
which data is saved for post-processing. In the 
followings, by "first burner" we denote the one 
which has the symmetry axis marked L1. In the 
acoustic solver reflecting boundary conditions are 
used everywhere, except the outlet, where non-
reflecting conditions were imposed. 

 

Figure 1 The geometry of the combustor 

 

Figure 2 3D view of the acoustic domain 

L2

L3

L4

L1 L5
L6

y

z

0  

Figure 3 Sketch of the cross section of the 
acoustic domain. L1...6 mark the axial lines 
along which data is saved for post processing 
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4. RESULTS 
The computations have been carried out in two 

steps. First the acoustic sources have been 
determined using the flow solver described in 
section 2.1. A qualitative picture of the acoustic 
source terms can be seen in the instantaneous 
snapshot shown in Figure 4. The source terms have 
been normalized with the maximum value. One can 
observe that the dominant acoustic sources are 
found in the flame region. The spectrum of the 
acoustic sources revealed that the lowest dominant 
frequency is at St~0.6.  The Strouhal number is 
defined as: 

 

UL
f

St =  (7) 

 
where f is the frequency, U the velocity scale 

and L the lengthscale. Here, U is the inlet velocity 
magnitude and L is the diameter of the premixing 
tube. The sources have been saved for a period 
covering four periods of this frequency. This data 
set is imposed periodically in the acoustic solver. 
For further details about the flow field the user is 
referred to Duwig et al. [9]. 

 

Figure 4 Instantaneous snapshot of the acoustic 
source terms and velocity vectors. 

In the second step, the acoustic sources have 
been read into the acoustic solver. Altogether eight 
cases have been run with the acoustic solver, a 
summary of the cases being presented in Table 1. 
The grid sensitivity was evaluated by solving the 
acoustic field using three different grid resolutions, 
totally having 4.6, 15.3 and 36 million cells, 
respectively. To simulate counter rotating nozzles, 
in the fourth case, the sources have been imposed 
mirrored for every second nozzle. In real annular 
combustion chambers the flow field is not identical 
for each nozzle. To simulate the nonuniformity of 
the flowfield, perturbations have been imposed. In 
cases 5 and 6 the sources of consecutive nozzles 
were imposed with a time shift of 0.025 and 0.05, 
respectively. Similarly, in cases 7 and 8, the sources 
had an azimuthal phase shift between consecutive 
nozzles of 6 and 90 degrees, respectively. 

In the followings the grid sensitivity study will 
be presented shortly, followed by a detailed 
description of the acoustic field for the base case 

(case 2). Next, the influence of the above-
mentioned perturbations will be presented and 
discussed. 

Table 1. Summary of cases 

Nr. Nr. cells 
[mill.] 

Counter 
rot. 

Time 
shift 
[/noz.] 

Phase 
shift 
[deg/noz.] 

1 4.6 No 0 0 
2 15.3 No 0 0 
3 36.0 No 0 0 
4 15.3 Yes 0 0 
5 15.3 No 0.025 0 
6 15.3 No 0.050 0 
7 15.3 No 0 6 
8 15.3 No 0 90 

4.1. Grid sensitivity 
 
Three different cases have been evaluated, 

having totally 4.6, 15.3 and 36 million cells. The 
size of the cells was 0.125, 0.0917 and 0.0625 
corresponding to 8, 12 and 16 cells per premixing 
tube diameter, respectively. Figure 5 shows the 
spectrum of the acoustic density fluctuation for the 
three considered cases at a point located on the 
symmetry axis of the first nozzle, immediately 
downstream of the premixing tube. One can observe 
that the low frequency fluctuations (St=0.15, 0.45, 
0.6) are captured in all three cases, thus the lowest 
resolution would be enough to capture the dominant 
frequencies in the combustion chamber. However, 
high grid resolutions are desired to capture 
accurately the frequencies in the premixing tube. As 
it regards the computational cost, cases 2 and 3 
require a computational time increased with 63% 
and 173%, respectively. Since case 3 needed almost 
2 Gb memory to run, while for case 2 it was enough 
one Gb, case 2 was chosen as base case for further 
computations. 
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Figure 5 Acoustic pressure fluctuation spectra 
for three grid resolutions, at a point on line L1, 
x=3 
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4.2. Base case 
Figure 6 presents the rms of the acoustic 

density fluctuation in a longitudinal cross section. 
The maximum acoustic sources are located in the 
flame region. This is where the largest acoustic 
fluctuations are generated. The waves are 
propagating downstream and reflected from the 
combustion chamber walls. One can observe as well 
that acoustic fluctuations are propagated as well 
upstream into the premixing tube. These 
fluctuations are important since they may influence 
the mixing process and by this may induce thermo-
acoustic instabilities.  

 

Figure 6 Normalized rms of the acoustic density 
fluctuation in a longitudinal cross section. The 
thick line denotes the contour of the combustion 
chamber 
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Figure 7 RMS of the acoustic source term 
(continuous line) and acoustic density fluctuation 
(dashed line) along line L1. The dotted line 
marks the contour of the combustion chamber. 

 Figure 7 shows the evolution of the rms of the 
acoustic source terms (continuous line) and acoustic 
density fluctuation (dashed line) along the 
symmetry axis of the first nozzle (line L1 in Figure 
3). The contour of the combustion chamber is also 
marked with a dotted line. The amplitudes of the 
fluctuations were normalized with the maximum 
values. One can observe that the highest acoustic 
density fluctuations are not located exactly at the 
place of the largest fluctuations of the acoustic 
sources, but shifted approximately one length unit 
downstream. This shift is probably due to the 
proximity of the premixing tube and the back-wall. 

The frequency spectra of the acoustic source 
term and acoustic density fluctuation at a point 
located on line L1 at an axial position of three 
diameters is displayed in Figure 8. 

One can observe a peak in both the acoustic 
source and acoustic density fluctuation spectra at 
St=0.15 which corresponds to the period where the 
acoustic sources have been saved. Further peaks can 
be seen in both spectra at St=0.46, 0.6, and 1.2. A 
major difference is that while in the acoustic source 
spectra St=1.2 is dominant, in the acoustic density 
fluctuation spectra St=0.6 has the largest amplitude. 
POD analysis of the acoustic density fluctuations 
revealed that St=0.6 is an axial mode. 
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Figure 8 Frequency spectra of the acoustic 
source term (continuous line) and acoustic 
density fluctuation (dashed line) at a point on 
line L1, x=3D 

A comparison of the acoustic density 
fluctuation spectra at three different axial positions 
is shown in Figure 9. The first point (upper graph) 
is located in the premixing tube; the second (middle 
graph) in the source region while the third one 
towards the outlet of the combustion chamber. In 
the premixing tube high-frequency (St~9) 
oscillations dominate. This is due to the fact that the 
lower frequency waves cannot enter in resonance 
with the premixing tube due to its reduced diameter 
compared to the height of the combustion chamber. 
Towards the outlet of the combustion chamber 
(lower graph) the dominant frequencies are higher 
than in the source region because of the interference 
of the reflected waves. 

Figure 10 shows the isocontours of the acoustic 
density fluctuation in a transversal cut, located at 
nine diameters downstream. The field is uniform in 
azimuthal direction indicating the lack of low-
frequency azimuthal modes. This conclusion is 
confirmed by Figure 11 which presents the variation 
of the rms acoustic density fluctuation along the 
lines marked L1-L6 in Figure 3. One can observe 
that the plots along the symmetry axes of the 
nozzles are practically identical, while the line 
located between two nozzles (L5) exhibits lower 
rms values in the flame region. 
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Figure 9 Frequency spectra of the acoustic 
density fluctuation at points on line L1, x=2 (up), 
x=3 (centre), x=9 (down) 

 

Figure 10 Normalized rms of the acoustic density 
fluctuation in a transversal cross section (x=9) 
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Figure 11 RMS of the acoustic density 
fluctuation along lines L1-L6. 

4.3. Influence of counter-rotation 

Counter rotating nozzles were simulated by 
imposing the acoustic sources in a mirrored way for 
every second nozzle. Of course, in the real case the  
flow field generated by counter rotating jets differs 

from the one produced by corotating jets (see e.g. 
[16]). Nevertheless, the approach presented here is a 
"low-cost" approximation.  
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Figure 12 RMS of the acoustic density 
fluctuation along lines L1 and L2 for the 
counter- and co-rotating cases 
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Figure 13 Acoustic density fluctuation spectra 
for co- (upper graph) and counter-rotating 
(lower graph) configurations. Monitoring point 
located on line L1, x=3. 

The variation of the rms acoustic density 
fluctuation along two axial lines is presented in 
Figure 12, for the co- and counter-rotating cases. 
No difference can be observed along the symmetry 
axis of the first burner (line L1). Conversely, 
significant influence can be seen along the axial line 
located between two nozzles (L5). In the counter-
rotating case higher rms values are observed than in 
the co-rotating case. This observation is in 
agreement with [10] where isothermal computations 
in a model annular gas turbine combustion chamber 
are presented. In [10] counter-rotation was 
accounted for already in the flow computations, 
thus the elevated levels of acoustic density 
fluctuation are not necessarily due to differences in 
the flow fields of the counter- and co-rotating cases. 
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The frequency spectra of the acoustic density 
fluctuation (Figure 13) at point located three 
diameters downstream reveal minor influences due 
to the counter-rotating configuration. The frequency 
with St=0.46 is slightly damped. At monitoring 
points located further downstream (not shown) no 
significant differences compared to the co-rotating 
case. 

4.4. Influence of time shift 
To simulate phase shifts between nozzles two 

cases have been run. The acoustic sources have 
been shifted in time for successive nozzles with 
0.25 and 0.5, respectively. Figure 14 displays the 
iso-contours of the rms acoustic density fluctuation 
in a transversal cut at x=9, for the case with a time 
shift of 0.25. It can be clearly seen that the shift 
causes nonuniformity in azimuthal direction. The 
same conclusion can be drawn looking at the axial 
variation of the acoustic pressure fluctuation rms, 
shown in Figure 15.  

 

Figure 14 Normalized rms of the acoustic density 
fluctuation, transversal cross section, x=6. 
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Figure 15 RMS of the acoustic density 
fluctuation along axial lines for the case with a 
time shift of 0.025/nozzle (continuous lines) and 
the base case (dashed line) 

Figure 16 shows a comparison of the spectra of 
the acoustic density fluctuation at a point located on 
line L1 at x=9 for the base case (upper graph), the 
case with a time shift of 0.025 (centre graph) and 
the one with 0.5 (lower graph). One can observe 
that as long as the base case is dominated by 
frequencies of St ~ 1.6 and St ~ 2.4, the cases with 
time shift have the highest amplitude at St ~ 1.9. 
Furthermore, in these cases the St~4.6 component is 
damped as well. Closer to the inlet (not shown) the 
time shift has no significant influence on the 
frequency spectra. 
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Figure 16 Frequency spectra of the acoustic 
density fluctuation for three cases at points 
situated on line L1, x=9 

4.5. Influence of phase shift 
During cases 7 and 8 the acoustic sources of 

successive nozzles were rotated around the 
symmetry axes of the burners with 6 and 90 
degrees, respectively. These cases were meant to 
model spatial nonuniformities.  
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Figure 17 Frequency spectra of the acoustic 
density fluctuation for three cases at points 
situated on line L1, x=9 

Iso-contours of the acoustic density fluctuations 
as well as axial plots of the acoustic density 
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fluctuation (not shown) revealed negligible 
influence of the imposed phase perturbations on the 
resulting acoustic fields. Neither in the frequency 
spectra in the source region could be seen 
differences. Further downstream (see Figure 17) it 
was found, that the perturbations did not change the 
low frequency part (St<4) of the spectra, but the 
mode with St~4.6 is damped. Furthermore, in case 
8, a new dominant frequency at St~4 is generated. 

5. CONCLUSIONS 
The acoustic field in an annular gas turbine 

combustion chamber has been computed using a 
hybrid approach. The acoustic field was determined 
by solving an inhomogeneous wave equation. The 
acoustic sources have been computed separately in 
a region of the combustion chamber corresponding 
to a single nozzle.  

The computations revealed that there are low-
frequency oscillations present in the combustion 
chamber. Imposing the acoustic sources in a 
counter-rotating manner and prescribing a phase 
shift of successive nozzles was found to have minor 
effect on the resulting acoustic field. In contrast, 
when the acoustic sources of consecutive nozzles 
were shifted in time the acoustic field has been 
strongly influenced. 

Further work is needed to identify the observed 
low frequency oscillations. Furthermore, the 
method has to be extended to allow for back-
coupling of the acoustic oscillations to the flow 
field. 
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ABSTRACT 

A methodology allowing for a modular setup of 
complex acoustic systems is developed, where the 
transfer behaviour of the individual subsystems is 
formulated in time domain. Subsystem descriptions 
can be obtained by analytical considerations, 
numerical methods, or experimental data. Once the 
complex subsystems have been characterised 
experimentally, changes in system geometry can be 
implemented easily. To validate the modelling 
approach, experiments are conducted in an acoustic 
test rig with a combustor-type geometry. Results are 
compared to predictions from the model, 
demonstrating accuracy in frequency and time 
domain. Application to thermoacoustic instabilities 
arising in lean premixed combustion is given. 
Thereby, an additional advantage of the state-space 
approach becomes clear: stability of a 
thermoacoustic system can be determined by simply 
solving a matrix eigenvalue problem. This is in 
strong contrast to the traditional approach, where 
the complete model is formulated in frequency 
domain with infinite-dimensional transfer functions. 

Keywords: stability analysis, state-space system, 

thermoacoustic instabilities, time domain 

NOMENCLATURE 

A, B, C, D [-] state-space matrices 
M [-] Mach number 
R [-] reflection coefficient 
S [-] scattering matrix 
T [-] transfer matrix 
T [K] temperature 
U [V] loudspeaker voltage 
Z [-] specific impedance 
c [m/s] speed of sound 
f [m/s] downstream travelling wave 
f [Hz] frequency 
g [m/s] upstream travelling wave 

k [1/m] wave number 
p [m/s] acoustic pressure scaled with ρc 
r [m] radius 
s [-] eigenvalue 
t [s] time 
u0 [m/s] mean flow velocity 
u [m/s] acoustic velocity 
x [m] spatial coordinate 
x [-] state vector 
α [-] area ratio 
ρ [kg/m3] density 
σ [s] time-delay variance 
τ [s] mean time-delay 
ω [1/s] circular frequency 
ζ [-] loss coefficient 
Subscripts and Superscripts 

c cold 
d downstream 
eff effective 
h hot 
u upstream 
+ pseudo-inverse 
˙ derivative with respect to time 

1. INTRODUCTION 

As emission levels of modern gas turbines 
become more and more restrictive, the combustion 
process stays abreast of changes by application of 
lean-premixed combustion. The leaner a 
combustion system operates the more it is prone to 
suddenly occurring large pressure oscillations. 
These thermoacoustic instabilities arise from the 
interaction of unsteady heat release and the acoustic 
field in the engine. If the two mechanisms 
constructively interfere with each other, high 
amplitude pressure pulsations occur, which have a 
detrimental effect on the combustion process. 
Emissions of pollutants (NOx and CO) rise, system 
performance of the gas turbine decreases and the 
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high pressure fluctuations can even cause structural 
failure [1-3]. 

To prevent unreliable and unsafe operation, it is 
necessary to describe the system’s acoustic 
behaviour. A model of the acoustic properties 
supplemented by information on the flame response 
allows for predicting and control of combustion 
instabilities. Due to the high complexity of 
geometry and interaction mechanisms in full-scale 
technical systems, a comprehensive description of 
their acoustic field is very cumbersome [2]. 
Therefore, the total system is subdivided into 
different subsystems. Linking together these 
subsystems results in a representation of the 
acoustic properties of the total system. 

2. STATE-SPACE REPRESENTATION 
OF ACOUSTIC SUBSYSTEMS 

As in the frequency domain transfer matrix 
approach [4], it is assumed that only plane waves 
propagate between two subsystems. This 
assumption is valid for elements that are coupled 
via ducts for which the frequencies considered are 
below the cut-on frequency for the first non-planar 
mode. Neglecting entropy waves, this gives two 
degrees of freedom for all coupling planes. The 
variables accounting for that can be either acoustic 
pressure p and velocity u or the Riemann invariants 
of the plane wave field, denoted here with f and g 
for downstream and upstream travelling waves, 
respectively. The primitive variables are related to 
the Riemann invariants by p = f + g and u = f – g. 
Here (as in the following), the acoustic pressure has 
been scaled with the characteristic impedance ρc. 

Subsequently, acoustic systems are 
characterised using the scattering form, i.e. the f-
wave upstream and the g-wave downstream are 
treated as inputs and, accordingly, the f-wave 
downstream and the g-wave upstream are obtained 
as outputs. The generic acoustic element in state-
space form can then be written as 
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where subscripts u and d denote upstream and 
downstream positions. A, B, C and D are time-
invariant N×N, N×2, 2×N and 2×2 matrices, 
respectively, and x is the N-dimensional state 
vector. The dimension of the state depends on the 
acoustic subsystem to be characterised and has to be 
chosen sufficiently large so that the system’s 
frequency response is represented with acceptable 
accuracy in the frequency range considered. 

An inlet or exit boundary condition can be written 
similar to Eq. (1) as a single input single output 
(SISO) system. 

3. SUBSYSTEM CHARACTERISATION 

The modular setup allows for different ways of 
describing the subsystems, i.e. by analytical 
considerations, experimental data or numerical 
methods (e.g. using the Finite Element Method [5]). 
The subsystems’ transfer functions relate the 
incoming and outgoing acoustic waves. 

 

Figure 1. Acoustic subsystem relating up- and 

downstream travelling plane waves 

In the frequency domain the relation of the 
Riemann invariants (Fig. 1) is given by the 
scattering matrix S: 
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3.1. Analytical description 

The description of elements with simple 
geometries (e.g. ducts) is straightforward. 
Neglecting sound absorption at the walls and in the 
fluid, a duct only represents a time-delay (e-iωτ) in 
the system. That is, an acoustic wave is transmitted 
with a delay time, depending on the elements length 
and the speed of sound. 

Unlike systems, which do not contain time-
delays, it is not possible to exactly describe a 
system with time-delay with a rational transfer 
function. Therefore, it has to be approximated, e.g. 
with a Padé approximation of the exponential 
function. The order of the Padé approximation, 
which is necessary for a sufficient accuracy, 
depends on the desired frequency range (100 Hz – 
1000 Hz) and the delay time. A duct with a length 
of 0.5 m at ambient conditions requires an order of 
8 in the frequency band mentioned above. 

3.2. Experimental description 

Transfer functions of more complex subsystems 
can be determined empirically. For this purpose, the 
element is regarded as a black box for which the 
four unknown elements of the scattering matrix (cf. 
to Eq.(2)) have to be determined. This procedure 
has been applied previously [3, 6, 7] and thus only a 
short description is presented her. 

The system of Eq. (2) consists of two equations. 
Thus, two linearly independent states are necessary 
to solve for the four unknowns Sij. The test states 

gu gd 

fd fu 
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Figure 2. Schematic overview of the acoustic test rig splitted up into its subsystems 

are created by successive excitation on both sides of 
the element. 

To obtain the Riemann invariants from sound 
pressure measurements at least two microphones at 
two different axial locations in a duct are necessary. 
In the presence of measurement uncertainty, better 
results are obtained by acquiring the pressure at 
more (n) positions. Having data of more than two 
microphones, the problem is over-determined. This 
approach is called the Multi-Microphone Method 
(MMM) [6]. The up- and downstream travelling 
waves are fitted to the measured quantities by 
means of the least squares method: 
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where Z is given by 
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Here, xi is the distance of the microphone i to 

the location where f and g are determined. Z
+ 

denotes the pseudo inverse of Z: 
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4. EXPERIMENTAL VALIDATION OF 
THE STATE-SPACE APPROACH 

4.1. Experimental set-up 

The network approach based on state-space 
models described in the preceding chapter was 
validated at an acoustic test rig in an anechoic 
chamber. Figure 2 shows a schematic overview of 
the experimental facility. 

The model for the test rig is split up into 
subsystems, whose scattering matrices were deter-
mined experimentally (burner, up- and downstream 
end) and analytically (ducts). By interconnecting 
the subsystems, the acoustic field of the test rig can 
be predicted. 

The up- and downstream ends are equipped 
with circumferentially mounted loudspeakers, 
which allow for acoustic excitation of the rig. With 
these loudspeakers, it is possible to adjust the 
linearly independent test states that are necessary to 
experimentally obtain a system’s scattering matrix. 
For determination of the acoustic field, the test rig’s 
duct sections are instrumented with ¼” 
Brüel & Kjær condenser microphones. There are 
three microphones upstream of the burner element 
and four downstream of it, thus, allowing for the 
application of the MMM. 

4.2. Set-up of the simulation model 

4.2.1. Loudspeaker elements 

The speaker elements’ transfer functions were 
determined experimentally. The elements have two 
inputs and one output. In the case of the upstream 
element, the g-wave and the loudspeaker voltage U1 
are the inputs while the f-wave represents the 
output. This can be written as 

 

1GURgf += , (6) 

 
where R is the reflection coefficient and G is the 
transfer function of the loudspeaker’s controlling 
input voltage to the outgoing f-wave. Eq. (6) 
implies the assumption that the contribution of the 
reflection coefficient and the loudspeaker transfer 
function can be linearly superimposed. Results 
shown in Section 4.2.4. confirm the validity of this 
assumption. 

Similar to the approach described previously, 
two excitation states have to be generated. This is 
achieved using loudspeaker excitation at each side 
separately. Downstream excitation (index A) yields 

 

AA Rgf =  (7) 

373



from Eq. (6) as U1 is zero. This allows for direct 
calculation of the reflection coefficient R. 
Excitation with the upstream loudspeaker (index B) 
and solving for G gives 

 

1U

Rgf
G BB −= , (8) 

 
where R is calculated from Eq. (7). 

With complex values for R and G calculated at 
discrete frequencies, frequency domain system 
identification algorithms [8,9] were used to obtain 
state-space models. Figures 3 and 4 depict gain and 
phase of R and G. They show results for measured 
data as well as for models identified with 30 states 
and 15 states. 

 

Figure 3. Absolute value of G and R for 

measured values (black), model with 30 states 

(grey) and model with 15 states (dashed) 

 

Figure 4. Phase of G (top) and R (bottom) for 

measured values (black), model with 30 states 

(grey) and model with 15 states (dashed) 

As can be seen in Figs. 3 and 4 measured and 
modelled curves for gain and phase of the reflection 
coefficient R modelled with 30 states match almost 
perfectly. In the frequency regime above 700 Hz, 
the model obtained with 15 states shows minor 
deviations. In the case of the loudspeaker’s transfer 
function G, excellent results are obtained with 30 
states. With 15 states, the results are fair except for 
some frequency bands, in which G has several local 

extremal values. Regarding the phase, both models 
agree very well to the measured values. The larger 
slope of R, i.e. the larger time delay, is due to the 
position of the loudspeaker. The incident wave 
travels to the upstream element’s end and back to 
the reference plane whereas the emitted wave of the 
loudspeaker has to travel a much shorter distance. 

Up to this point, only two SISO state-space 
systems exist. These have to be concatenated to a 
double input single output (DISO) state-space 
system of the upstream end: 
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where indices R and G denote the matrices of the 
reflection coefficient’s and the loudspeaker’s state-
space systems, respectively. 

4.2.3. Artificial output element 

The grey highlighted element in Fig. 2, is not 
part of the real system but only an artificial part of 
the model system. Through this, it is possible to 
read out the signal of any microphone by placing 
the artificial output element at the position of the 
desired microphone. The element is modelled in 
state-space as a static gain without additional 
dynamics: 
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Besides the D matrix, all other matrices of the 

state-space system (A, B, C) are empty. The output 
element has a physical length of zero. The up- and 
downstream travelling waves are neither delayed 
nor changed in amplitude and therefore, the output 
element does not influence the acoustic behaviour 
of the total system. 

4.2.4. Interconnected complete system 

The outputs of each subsystem have to be 
connected with the inputs of its adjacent 
subsystems. Linking together the subsystems’ state-
space representations, results in one single state-
space description of the complete system. 
Interconnection of the several state-space systems 
can be done with MATLAB routines. 

From the subsystems’ interconnection a system 
order of 200 arose. To reduce the order of the 
complete system, model reduction techniques were 
used, allowing the elimination of all states with 
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negligible influence on the input-output behaviour. 
Through this, the model’s order was reduced to 60 
states exhibiting only a slight difference in 
frequency response compared to the initial system. 

Figures 5 and 6 depict the transfer function of 
the input voltage of the upstream loudspeaker U1 to 
the second microphone downstream of the burner 
for the reduced order system. This is the position 
where the artificial output element is located in the 
simulation model. 

 

Figure 5. Absolute value of transfer function of 

input voltage U1 (upstream loudspeaker) to 

sound pressure at position of output element; 

measured (black), interconnected model (grey) 

 

Figure 6. Phase of transfer function of input 

voltage U1 (upstream loudspeaker) to sound 

pressure at position of output element; measured 

(black), interconnected model (grey) 

Note that the grey curves in Figs. 5 and 6 show 
gain and phase of the transfer function obtained 
from the interconnection of the subsystems’ state-
space representations. That is, the individual state-
space formulations of the 7 subsystems (up- and 
downstream end, burner element, ducts and output 
element) were linked to one state-space system. 

Only for frequencies below 150 Hz, around 
470 Hz and above 900 Hz, a slight deviation in 
magnitude is observed. Regarding the phase, results 
are even better, only showing an observable 
deviation at 300 Hz. 

It is important to note here, that the modelled 
frequency response shown in Figs. 5 and 6 was not 
simply identified from the experimental data but 
was predicted based on the individual subsystem 
models. 

4.3. Results of time domain simulation 

The interconnected state-space model of the 
complete system – reduced to 60 states – was used 
to simulate the pressure fluctuations at the defined 
microphone position. For this purpose, the upstream 
loudspeaker was driven with a signal, which 
consisted of three sines all the same in amplitude 
with arbitrary frequencies set to 203 Hz, 440 Hz 
and 580 Hz. White noise, band-pass filtered 
between 100 Hz and 600 Hz, superimposed these 
sines. 

 

Figure 7. Normalised sound pressure amplitude 

for measured (black) and predicted (grey) data 

and their deviation 

Time responses of measured and predicted 
pressure fluctuations are shown in Fig. 7. Both 
signals show nearly perfect correspondence in 
phase and in amplitude. For clarity, their difference 
is also plotted (on the same scale). 

A comparison of measured and predicted data 
obtained with downstream excitation or excitation 
on both sides exhibited comparably good results. 

5. APPLICATION TO THERMO-
ACOUSTIC STABILITY ANALYSIS 

5.1. Stability of thermoacoustic systems 

To assess the linear stability of a 
thermoacoustic system, the procedure most 
commonly used is the following [10,11]: 

1. the system is divided into different 
elements (duct, burner, etc.) 

2. transfer matrices for the individual 
elements are set up in frequency domain 

3. all transfer matrices are assembled in a 
system matrix accounting for proper 
matching conditions 

4. the system’s dispersion relation 
det(system matrix) = 0 is solved to obtain 
the system eigenvalues 

5. eigenvalues with negative imaginary parts 
indicate instability (time dependence ~eiωt), 
the corresponding real parts frequency of 
the growing oscillation. 
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Concerning this procedure, some remarks 
should be made. In 2, the transfer matrices are in 
general of a non-rational form, since the acoustic 
wave propagation is governed by a partial 
differential equation. Also, solving det(system 
matrix) = 0 will be only possible, if all transfer 
matrices are available in analytical form. Except for 
academic examples this will not be the case. At 
least some elements will have to be determined 
from CFD or FEM computations or experimentally. 
However, even if closed-form expressions would be 
available for all transfer matrices involved, solving 
for the system’s eigenvalues can be quite 
cumbersome, since the dispersion relation is in 
general a complex transcendental equation, rapidly 
increasing in length with network size. 

The stability analysis based on a state-space 
description follows a procedure similar to the one 
given above for the traditional frequency domain 
approach. Connecting all subsystems results in a 
state-space system that represents the dynamics of 
the complete system. To assess stability, the 
temporal evolution of free oscillations has to be 
considered so that no inputs or outputs are present. 
Therefore, only the dynamics matrix A remains for 
the total system. Similar to the roots of the 
transcendental dispersion relation in the traditional 
approach, the eigenvalues of the A matrix, s (say), 
govern the stability of the system. Re(s) > 0 
indicates an unstable mode with frequency 
|Im(s)|/2π. From a numerical point of view, 
determining system stability from the state-space 
approach is straightforward, since calculating the 
eigenvalues from a given A matrix can be 
performed with standard linear algebra routines. In 
contrast to that, solving the transcendental 
dispersion relations resulting from frequency 
domain representations of thermoacoustic systems 
is usually not a trivial task even for networks of 
medium complexity. These dispersion relations 
generally have an infinite number of solutions with 
only those in the low-frequency regime being of 
physical relevance. Evidently, the state-space 
approach can only provide a finite number of 
eigenvalues equal to the dimension of A. This is due 
to the fact that the infinite-dimensional system has 
been reduced to a finite-dimensional state-space. In 
practice, however, the analysis will be limited to the 
low frequency regime. One reason for that is that 
thermoacoustic instabilities usually appear in the 
form of low frequency oscillations. In addition to 
that, the network approach based on plane wave 
matching is only valid for frequencies below the 
cut-on frequency for the first non-planar mode. 

5.2. A thermoacoustic model system 

To assess feasibility of the state-space approach 
with regard to linear stability analysis, the stability 
of a thermoacoustic model system is investigated. 
In order to consider the accuracy of the state-space 

approach the results have to be compared to a 
corresponding frequency domain calculation and 
therefore, only elements with fully analytic 
description are chosen. 

The model system is shown in Fig. 8 and 
comprises the following subsystems: 

1. constant inlet impedance 
2. uniform duct 
3. L-ζ model for burner and area expansion 
4. distributed time-lag model for the flame 

with variable mean time-delay and variable 
variance 

5. uniform duct 
6. Levine-Schwinger outlet impedance 

 

Figure 8. Model system for stability analysis 

For the inlet impedance a value of Zin = 9 is 
chosen corresponding to a partially reflecting 
boundary with a reflection coefficient of 0.8. The 
duct connecting the inlet and the burner has a length 
of Lc = 0.95 m, a temperature of Tc = 523 K and 
carries a mean flow with velocity u0 = 10 m/s. The 
burner is represented by the L-ζ model (cf. to [3]) 
for a compact element with transfer matrix 
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Leff is the effective length of burner and area 
expansion and has a value of 0.13 m. ζ is the loss 
coefficient with a value of 5 and k denotes the wave 
number of the plane wave field. The change in 
cross-sectional area is given by α = 0.3025. It can 
be noted here, that the upper right transfer function 
is improper and therefore cannot be given in state-
space form. However, the scattering form of the L-ζ 
model has a fully proper representation. 

For the flame a time-lag model with a Gaussian 
distribution of time-delays [12] was chosen. In this 
case, the transfer function coupling the velocities 
across the flame is written as 
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where τ and σ denote mean and variance of the 
time-delay distribution. 
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The duct coupling the flame with the outlet 
boundary condition is assigned a length of 
Lh = 1.3 m and a temperature of Th = 1573 K. The 
outlet is modelled as a long wave Levine-Schwinger 
exit condition [13] where the (specific) impedance 
is given by 
 

( ) ,6133.0i2
4
1

out krkrZ +=  (13) 

 
where r = 0.1 m is the outlet duct radius. The 
reflection coefficient is related to the impedance 
through the bilinear transform R = (Z-1)/(Z+1). 
Thus, the condition relating f and g at the boundary 
is a proper transfer function and can be converted to 
a state-space realisation. 

The ducts are assumed to support undamped 
acoustic wave propagation. As in Sec. 3.1, a state-
space model of the ducts is obtained using Padé 
approximations. 

To obtain stability characteristics, the procedure 
outlined in Section 5.2. is followed. The roots of the 
dispersion relation are determined with an iterative 
solver working on a uniformly distributed random 
field of initial guesses in the complex ω-plane. The 
search was restricted to a rectangular domain with 
|Re(ω)|/2π < 1000 1/s and |Im(ω)| < 450 1/s. As 
mentioned before, practical relevance justifies the 
restriction to the low frequency regime. Also, 
highly damped modes (those with large Im(ω)) are 
not of interest and highly unstable ones are usually 
considered unphysical. 

Figure 9 shows the complex eigenfrequencies 
of the model system in the specified interval for two 
sets of flame model parameters (σ variable,  
τ = 7 ms) computed from frequency domain and 
state-space approach (see Figure caption). The solid 
lines indicate the domain boundaries in frequency. 
It can be clearly seen that the frequency domain and 
the state-space calculations give identical results for 
both parameter combinations. 

 

Figure 9. Eigenvalues from frequency domain 

and state-space computation; 

○, □: freq. domain σσσσ○= 2 ms, σσσσ□= 2.5 ms 

+, ×: state-space σσσσ++++= 2 ms, σσσσ×= 2.5 ms 

In Fig. 9 it can further be observed how a slight 
increase in the variance of the time-delay 
distribution can lead to a stabilisation of the system. 
For σ = 2 ms a low frequency mode of about 
100 Hz has a negative damping rate and is therefore 
linearly unstable. For a 25 % higher variance, the 
unstable mode and the least stable mode are shifted 
to higher damping rates resulting in a stable system. 
Note also, how only the lowest frequency modes are 
affected by a change in the time-delay variance. 

Having shown that the stability analysis based 
on the state-space model accurately reproduces the 
results from the traditional frequency domain 
approach, this method can be used to investigate the 
influence of the flame model parameters in more 
detail. 

 

Figure 10. Growth rate in 1/s of the least stable 

mode as a function of time-delay mean ττττ and 

variance σσσσ (see Eq. (12)) 

Figure 10 illustrates the dependence of system 
stability on the flame model parameters as obtained 
from state-space description. The greyscale coding 
indicates the growth rate of the least stable mode. 
The solid black line in the plot denotes the stability 
border. The highest growth rate can be found for a 
fully concentrated (σ = 0) time-delay of about 
2.5 ms. For this case, two more local maxima in 
growth rate can be identified at τ = 8.5 ms and 
τ = 14.5 ms. An increase in time-delay variance has 
a purely stabilising effect. For a fixed mean time-
delay, the growth rate of the most unstable mode 
decreases monotonically with variance. In fact, for 
σ > 2.25 ms all modes are stable. The stabilizing 
effect of the time-delay variance was already noted 
by Polifke et. al. [14] 

Figure 11 shows a contour plot of the frequency 
of the least stable mode as a function of time-delay 
mean and variance. The stability border is added 
again as a thick black solid line. 

In the unstable region, low frequency modes in 
the range of 75 - 175 Hz are dominant. For certain 
values of τ and σ isocontours of the dominant 
mode’s frequency meet, indicating that there are at 
least two unstable eigenvalues. Note that lines of 
constant mode frequency have an essentially 
vertical trend. This corresponds to the fact that the 
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frequency of the least stable mode does not change 
considerably with time-delay variance [14]. 

 

Figure 11. Frequency in Hz of the least stable 

mode as a function of time-delay mean ττττ and 

variance σσσσ (see Eq. (12)) 

With respect to computing time, the stability 
analysis based on state-space models was 
recognized to be clearly more efficient than the 
frequency domain approach. Additionally, using the 
latter for parametric studies is not straightforward, 
since for all sets of parameters all roots of the 
dispersion relation in the domain considered must 
be located. This can be only ensured if a high 
number of initial guesses for the iterative solver is 
chosen. This, however, results in a considerably 
higher computing time. 

6. SUMMARY 

The acoustic properties of a complex (thermo-) 
acoustic system were described by splitting it up 
into several subsystems and generating a network 
model out of these. Based on this approach, the 
acoustic field of a test rig was simulated by setting 
up a state-space model of the total system. 

The test rig’s acoustic field, which resulted 
from loudspeaker excitation, was compared to the 
time response of the model charged with the same 
input signal. An excellent agreement was attained. 

Additionally, application to stability analysis of 
thermoacoustic systems was examined. Results 
were compared to a standard frequency domain 
analysis of the same system, which is comparatively 
much more complex and time-consuming. Exactly 
the same results were obtained with a fraction of 
computational effort compared to that of the 
standard procedure. 
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ABSTRACT  
One of the most promising ways to improve the 

global efficiency of SI engines is the concept of 
"downsizing". The principle of the downsizing 
concept consists in the reducing the size of the 
engine running on the highest efficiency to 
maximize global efficiency (minimize 
consumption) while keeping the maximum torque 
constant. To maintain the level of torque, the engine 
is supercharged with a turbocharger, which usually 
causes an unacceptable lag during torque transients.  

A new pneumatic hybridization concept which 
uses air from a high pressure tank to supercharge a 
conventional internal combustion engine is 
proposed. This concept allows to completely 
compensating the torque lag during transient 
phases. 

The advantages of pneumatic hybridization are 
notable: The mechanical work provided by a 2 liter 
engine at full load can be ensured at any time by a 
smaller engine (around 1.2 liters) functioning in 
pneumatic supercharged mode. When operated in 
pneumatic supercharged mode, the engine displays 
no lag at all, where the same supercharged engine 
without hybridization displays almost 1 second of 
lag during transients. 

Keywords: downsizing, hybrid turbocharged 
engine, pneumatic hybrid engine, pneumatically 
supercharged, turbocharger speed lag, torque 
lag  

NOMENCLATURE  
Cd  [-] dynamic coefficient 
I  [Kg.m2] inertia 
P [W] power 
Q [J] heat 
S  [m2] section 
T [K°] torque, temperature 
U [J] internal energy 
V [m3] volume 

W [J] work 
cp  [J/Kg/K] specific heat at constant pressure 
cv   [J/Kg/K] specific heat at constant volume 
h  [J/Kg] enthalpy 
m  [Kg] mass 
p [Pa]  pressure 
r [J/Kg/K] gas constant 
t  [s] time 
γ [-] specific heat ratio 
ε [-] heat fraction 
η [-] efficiency 
ω [rad/s] rotational speed 
Subscripts and Superscripts 
C  compressor 
M maximum 
LHV lower heating value 
T  turbine 
atm  atmospheric 
d  dynamic 
e  exhaust 
f  friction 
i  intake 
m minimum, manifold 
t tank 
Acronyms 
BDC: Bottom Dead Center 
IMEP: Indicated Mean Effective Pressure 
TDC: Top Dead Center 

INTRODUCTION  
To be able to meet future challenges for internal 

combustion engines in terms of pollutant emissions 
and greenhouse effect gases emissions, the global 
efficiency over a real-world driving cycle needs to 
be improved.  

Today, the internal combustion engines display 
high overall maximum global efficiencies but this 
great potential cannot be fully exploited: 
o The first problem is that the peak efficiencies 
cannot be reached at low load. In real-life operation, 
e.g. in city traffic, the situation is even worse: full 
load is never reached and the engine is mainly 
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idling or operating at a very low load, and thus at 
very low efficiency.  
o The second problem with internal combustion 
engines is that the thermodynamic cycle cannot be 
reversed: i.e. air and fuel cannot be produced from 
combustion products by providing reverse torque to 
the crankshaft. As a result, the kinetic energy of a 
vehicle cannot be recovered into chemical energy in 
negative torque, i.e. braking situations: the kinetic 
energy must be dissipated into heat through the 
braking system. 

One solution to this problem is to use a hybrid 
power train combining a conventional combustion 
engine for easy energy storage in fuels and high 
overall conversion efficiency, and a reversible 
energy converter and storage subsystem. A new 
hybrid engine concept, which combines an internal 
combustion engine with a pneumatic energy 
converter and storage subsystem has been proposed 
recently combining a conventional internal 
combustion engine with a pneumatic motor/pump 
and storage tank. To lower the cost and weight and 
to stay with a well-known technology, the internal 
combustion engine itself has been used as a 
pneumatic pump or motor when there is no 
combustion. 

Another way to increase the global efficiency 
of internal combustion engines is to reduce engine 
displacement while keeping the characteristic 
performances by strong supercharging. With this 
concept, the low efficiency operating point at lower 
load can be completely avoided, but to reach the 
nominal power, the engine has to be supercharged, 
typically using a turbocharger. The main drawback 
of low displacement supercharged engines is the 
large torque lag during transients. Consequently, a 
conventional supercharged engine has worse 
performances than its atmospheric counterpart 
because of the time necessary to spool the 
turbocharger. 

The present study compares a conventional 
engine with a low displacement turbocharged 
engine and a hybrid turbocharged engine in terms 
of lag during strong torque transients. It could be 
demonstrated that a downsized engine combined 
with pneumatic hybridization can provide any level 
of torque with no lag, while keeping the downsized 
engine concept benefit in terms of fuel economy. 

PNEUMATIC HYBRID ENGINE CONCEPT 

The new hybrid concept is based on a 
conventional internal combustion engine on which 
one additional valve, named charging valve, 
connects the combustion chamber of each cylinder 
to an air tank, "Figure 1". The timing of the opening 
and closing of this valve can be controlled by an 
additional camshaft or by an electrical actuator.  

The benefit of this concept is that the engine 
can be optimized to cover 80 to 90 % of the low 
load situations, without supercharging at high 

global efficiency. The remaining 10 to 20% are 
covered by supercharging the engine with 
compressed air. 

Intake Exhaust

Hight pressure air tank

 

Figure11. Combustion chamber connected to 
high-pressure air tank through an additional 
valve and pipe 

The operation of the hybrid engine resembles 
that of a conventional engine except that after 
intake valve closing the charging valve is opened to 
admit the supplement of air mass into the 
combustion chamber which is used to compensate 
the torque during transient phases.  

SUPERCHARGED ENGINE OPERATION  
The compressed air of the tank can be used to 

supercharge the internal combustion engine. The 
supercharging pressure can be very high: it is 
limited only by the tank pressure. The 
pneumatically supercharged cycle consists of 
several steps: intake, compression 1, supercharging, 
compression 2, combustion, expansion and exhaust. 
"Figure 2" displays the idealized P-V diagram: 
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Figure 2: Idealized P-V diagram of engine 
supercharging with air from high-pressure tank 

Exhaust and intake: The pneumatic 
supercharged cycle is identical to a conventional 
four-stroke engine cycle during the exhaust ("Figure 
2", points 5-6-7) and intake process ("Figure 2", 
points 8-9-1) process. 
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Combustion and expansion: The 
combustion and expansion phases of the 
supercharged cycle ("Figure 2", points 2’-3’-4’-5’) 
display the same shape as the non-supercharged 
cycle ("Figure 2", points 2-3-4-5). The higher level 
of air mass inside the cylinder during the 
supercharged combustion and expansion phase 
("Figure 2", dashed line) comparatively to the 
atmospheric cycle ("Figure 2", solid line) provides, 
as expected, a higher IMEP, but also a higher level 
of maximum cylinder pressure. This higher pressure 
can be overcome by retarded combustion timing, at 
the expense of the global cycle efficiency ("Figure 
2", dash-dotted line). 

Compression: The main difference between 
a conventional internal combustion engine cycle 
and the pneumatically supercharged cycle resides in 
the compression stroke. This compression stroke is 
composed of three phases ("Figure 2"):  
o After the closing of the intake valve, a 
conventional compression phase starts bringing the 
air of cylinder to a pressure below the tank pressure 
(points 1-10).  
o Then, the charging valve opens, allowing 
additional air to flow from the high-pressure tank 
into the combustion chamber (points 10-11-12).  
o At the closing of the charging valve, a second 
compression stroke is performed (points 12-2’). 

This strategy offers three main differences 
compared to a conventional supercharged cycle:  
o By using the conventional intake and exhaust 
stroke, the tank only has to provide an amount of air 
in excess of the cylinder charge at atmospheric 
pressure. Consequently, the lifetime of the high 
pressure tank air charge can be greatly enhanced (2 
to 4 times). 
o Unlike a conventional supercharged cycle, where 
the complete air mass is in the cylinder when the 
intake valve closes, the pneumatically supercharged 
cycle can provide a higher high-pressure cycle 
IMEP due to the dual stage compression stroke.  
o On the downside, as the exhaust pressure of the 
hybrid engines is higher than the intake pressure, 
the IMEP of the low-pressure loop of the cycle is 
negative. A conventionally supercharged engine can 
benefit from a positive low-pressure cycle. 

THE HYBRID DOWNSIZING CONCEPT 
The current tendency of the automotive 

manufacturers is to make increasingly small engines 
to operate the engine on higher efficiency operating 
points. To keep a constant maximum power output 
in spite of downsizing, the engine needs to be 
strongly turbocharged. This concept enables a 
decrease global pollutant emissions and 
consumption from 30 to 50%. The main drawback 
of the downsized engines is the high torque lag 
during strong transients. Consequently, at the same 
level of  power output, a downsized engine perform 

worse than its naturally aspirated counterpart 
because of time necessary to spool the turbocharger. 

Intake Exhaust

High pressure air tank

 

Figure 3. The hybrid engine with turbocharger  

The new concept of hybrid engine is able to 
compensate the main drawback of the downsized 
engine and its turbocharger lag by pneumatic 
supercharging (Figure 3). The pneumatic 
supercharging of the engine is performed in 
complement of turbocharger supercharging until the 
latter provides the air needed by the engine. The 
high pressure air tank is refilled during regenerative 
braking phases or during charging phases. 

Additionally, during the transition phases to 
supercharged, the intake air mass of the 
supercharged hybrid engine is higher than the air 
mass of the supercharged engine and so, the exhaust 
flow of the hybrid engine is higher than the exhaust 
flow of the supercharged engine. Therefore, the 
kinetic energy of the gases provided to the turbine 
by the hybrid engine is higher than that of a 
conventional engine, which leads to a faster 
increase in turbocharger rotational speed and also 
intake manifold pressure. 
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Figure 4. Required mechanical work   

The hybrid engine supercharged, thanks to the 
air injection from the tank, develops an additional 
mechanical work ("Figure 4", hatched surface) 
which satisfies the instantaneous mechanical work 
in the transient acceleration phases. 
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ENGINE MODEL 
To simulate the conventional and hybrid 

operating engine, a physical, 0D model has been 
designed. This model is composed of: 
o Turbocharger model 
o Throttle model 
o Manifold and tank model 
o Engine model 
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Figure 5. Supercharged hybrid engine 

"Figure 5" shows the engine model topology. 
The compressor is connected to the throttle via a 
pipe called manifold (subscript m). The throttle is 
connected to the engine via a pipe called intake 
(subscript i). The air tank and the pipe that connects 
it to the engine are considered as one element. The 
engine is connected to the turbine via a pipe called 
exhaust (subscript e). The turbine can be bypassed 
by the waste gate. The inlet of the compressor and 
the outlet of the turbine are at ambient conditions. 

Turbocharger model   

The turbocharger model is based on the 
dynamic equation applied to the revolving 
machines, where, I  is the inertia of the rotational 
parts and ω  the turbocharger rotational speed. 

 

dt
dIPPP fCT
ωω ⋅⋅=−−  (1)

 
The power absorbed by the compressor is 

calculated by following equation: 
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where atmi p/p=ξ . The power provided by 

the turbine is given: 
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where eatm p/p=ζ . The power dissipated 

by friction is a function of rotational speed of the 
turbocharger. Tf is the friction torque. 

 
ω⋅= ff TP  (4)

 
The turbine and compressor flows and 

efficiencies are given by experimental data mapped 
into matrixes. 
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Figure 6. Turbine flow 

"Figure 6" and "Figure 7", show the mass flows 
as a function of pressure ratio and rotational speed 
of, respectively, turbine and compressor. 
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Figure 7. Compressor flow  

Throttle model 
The throttle pressure losses are computed with 

the "Barré de Saint Venant" law. If: 
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then, the mass flow is written: 
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If not, the flow is written: 
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Manifold and tank model  
The manifold, the intake and the exhaust pipes 

as well as the air tank are modeled as constant 
volumes, feeded by one or more ducts. 

To computes the state of each volume (mass, 
pressure and temperature), the mass and energy 
balance is use. The mass balance determines the air 
mass of the system (Subscript j indicates the ducts 
that fill the volume):  
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The volume is considered adiabatic. The energy 

balance, that is used to determine the temperature of 
the system, can be written as follows:  
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Knowing the mass and the temperature of the 

system and supposing that the inlet gas is ideal, the 
pressure of the intake manifold can be compute 
using the ideal gas law: 

 

V
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Supercharging model  

The engine is modeled using a theoretical 
thermodynamic cycle. 

The compression from 1 to 10 is considered 
polytropic without heat exchange (Figure 2): 
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where "k" is the polytropic coefficient computed 
with the "polytropic transformation model".  
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The flow through the charging valve is 

modelized by a constant volume transformation 
from 10 to 11 followed by a constant pressure 
transformation from 11 to 12 (Figure 2): 
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Again, the second stage of the compression 

process is considered polytropic without heat 
exchange (Figure 2), it comes: 
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The combustion process is modeled by heat 

transferred to the working gas: 
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LHVfc QmQ ⋅⋅=η  (24)
 
The first part (from 2’ to 3’, "Figure 2") of the 

combustion process is modeled by a constant 
volume process; the second part (3’ to 4’, "Figure 
2") is modeled by a constant pressure 
transformation ("Figure 2"). It is considered that 50 
% of the fuel is burned during the isochoric phase 
(from 2 to 3, "Figure 2") and 50 % during the isobar 
phase (from 3 to 4, "Figure 2"). 
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The expansion process from 4’ to 5’ is 

considered polytropic: 
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The pumping work of the low pressure cycle 

can be expressed as: 
 
( ) ( )mMiep VVppW −⋅−=  (32)

 
The supercharged hybrid pneumatic engine 

efficiency can be written as the quotient of work 
produced (15, 20, 23, 29, 31 and 32) and thermal 
energy provided by the combustion (24): 
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EXPERIMENTAL CONDITIONS 
The performances of the following engines 

have been compared using the model: 
o Naturally aspirated engine – is considered as the 
reference engine 

o Supercharged engine – is a downsized engine 
with a turbocharger  
o Hybrid engine - is a downsized engine with a 
turbocharger and a pneumatic supercharging 
system.  

The configurations of the studied engines are 
presented in "Table 1". 

Table 1. Different engine configurations 

Atmospheric engine 2000 [cm3] 
Supercharged engine 1200 [cm3] 
Hybrid engine 1200 [cm3] 

 
The turbocharger makes possible that an engine 

of 1200 cm3 delivers the same mechanical work as a 
2000 cm3 engine. The simulations are performed 
under the same operating conditions for the three 
engines. The "Table 2" recapitulates these 
conditions. 

Table 2. Summary of tests conditions 

Atmospheric temperature 300 K 
Atmospheric pressure 1 bar 
Engine speed 3000 rpm 
Tank temperature 300 K 
Tank pressure 10 bars 
Tank volume 20 liters 
Exhaust manifold volume 1.1 liters 
Intake manifold volume 20.1 liters 
Turbocharger inertia 2.106 kg.m

2 
In this study, the mechanical work considered 

as a low load is 25 Joules. The tests of turbocharger 
spooling consists in a stabilization phase at low load 
followed by a full load. The full load conditions are 
those of the atmospheric engine. The mechanical 
work is 290 Joules.  

RESULTS 
The simulations start with a low load phase, 

where the mechanical work required is 25 Joules 
("Figure 8").  
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Figure 8. Required mechanical work 
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After stabilization of mechanical work ("Figure 
8", from 0 to 1), the engine is required to deliver 
instantaneously ("Figure 8", point 1) a mechanical 
work of 290 Joules ("Figure 8", from 1 to 2) which 
corresponds to the mechanical reference work, 
developed by a cylinder of the naturally aspirated 
two liters engine at full load. These conditions are 
used for all three engine types.  

The work of the 2 liters naturally aspirated 
engine running at full load can be delivered by a 
supercharged engine or hybrid engine of 1.2 liters, 
thanks to the increase of intake pressure. The full 
opening of throttle and the high flow of air, 
produced by the  turbocharger, brings an increase of 
the intake pressure and the cylinder pressure 
compensating the lower displacement.  

The selected naturally aspirated reference 
engine provides mechanical work quicker than the 
corresponding supercharged engine. The torque lag 
of the supercharged engine is due to the 
turbocharger inertia and the volume of the intake 
pipe which must be filled during the transient 
phases of acceleration ("Figure 9"). 
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Figure 9. Delivered mechanical work 

It can be seen that the supercharged engine 
torque follows closely that of the reference engine 
until the supercharged engine reaches an 
atmospheric pressure level at the intake. Then the 
torque rise is limited by the turbocharger spooling. 
For the simulations carried out, the delay is around 
0.7 seconds and it varies according to engine 
displacement, turbocharger and intake system. 

On "Figure 9", it can be seen that the new 
pneumatic hybrid concept, is able to provide 
immediately the mechanical work requested by 
supercharging the engine with compressed air on a 
cycle to cycle basis. Thus the drawback of the 
turbocharged engine is compensated.  

Why does the hybrid engine have such a good 
behavior during transient operation? Recalling us 
the concept presented to the beginning of the article, 
where the operation of the hybrid engine resembles 
that of a conventional engine except that after the 
closing of the inlet valve, the charging valve is 
opened to admit the complement of air mass into 

the combustion chamber. This additional mass of 
compressed air from the high pressure tank (10-20 
bars) makes it possible to generate a higher 
indicated work on a cycle to cycle basis. 

During transient operation, as long as the 
turbocharger cannot provide the required air flow 
necessary to obtain the mechanical work, the 
pneumatic supercharged mode provides the 
complement. As soon as the turbocharger is spooled 
up and provides enough air flow, the pneumatic 
supercharging mode is disabled ("Figure 9"). 
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Figure 10. Turbocharger speed 

The intake flow of the supercharged engines 
depends on turbocharger speed. The turbocharger 
speed which ensures the air flow necessary to 
provide the mechanical work required, is reached 
quicker in hybrid running than in supercharged 
operation. The speed of 12000 rad/s ("Figure 10", 
black curve) which ensures a expected operating 
point of the engine at  full load is reached 100ms 
quicker by the hybrid engine than the supercharged 
engine ("Figure 10"). Indeed, thanks to injection of 
compressed air into the combustion chamber, the 
exhaust mass and enthalpy flow is higher with the 
hybrid engine than with the conventionally 
turbocharged engine, providing a higher torque to 
the turbocharger exhaust turbine. Thus, the 
turbocharger speed of hybrid engine increases 
quicker than that of the supercharged engine.  

The curves of mechanical work of "Figure 9" 
from 0 to 0.1 seconds characterize the engines 
operating at partial load. At the time of complete 
opening of the throttle (0.1 seconds), the intake pipe 
starts to fill and the  intake pressure increases. The 
exhaust pressure and the low-pressure created in the 
manifold, just after the throttle opening, from 0.1 to 
0.18 seconds leads to a strong increase in 
turbocharger speed in this first phase of throttle 
opening ("Figure 10"). The low pressure inside the 
intake manifold before the throttle is resulting from 
the displacement of the air mass towards the intake 
valve, due to fast throttle opening. 

The turbocharger speed starts to decrease  from 
t=0.35 to t=0.6 seconds when the intake manifold 
pressure is stabilized. This decrease, remembering 
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that the turbine and compressor torques are equal 
TC CC = , is the consequence of the increase of the 

intake pressure ("Figure 11"). As the exhaust flow 
exerts a driving force onto the turbine and the intake 
flow exerts a resistant force onto the compressor, 
the torque balance on the turbocharger shaft 
produces a reduction in the turbocharger speed 
which leads to the reduction in the intake flow and 
thus to the reduction in the exhaust flow. 
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Figure 11. Pressure between compressor and 
throttle – supercharged and hybrid engine 

At t=0.18 seconds, the intake pressure reaches 
the minimum ("Figure 11"); after this point the 
pressure increases at same time as the compressor 
flow, the difference between manifold pressure and 
intake pressure being lower than at the beginning of 
the throttle opening. In these conditions the flow 
ensured by the compressor is higher than the flow 
which passes through the throttle. The intake 
pressure between throttle and engine is always 
lower or equal to the intake pressure between 
compressor and throttle. 
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Figure12. Mechanical work  

Mechanical work also evolves according to the 
size of engine. This evolution can be observed by 
changing the engine displacement and keeping all 
the other parameters constant. In "Figure 12", the 
six curves highlight the major advantage of the 
hybrid engine. The simulations were made for a 
naturally aspirated 2 liters engine, a hybrid 1 liter 

engine and several supercharged engines from 1 to 
1.6 liters. As expected, it can be seen on "Figure 
12" that the torque lag increases as the engine 
displacement is reduced. This lag can be 
compensated thanks to the new thermal pneumatic 
hybrid engine design, the engine torque being 
provided immediately ("Figure 12", green curve). 

CONCLUSION 
To improve the global efficiency of SI engines, 

the engine downsizing is a promising concept. 
Unfortunately, strong downsizing is plagued with 
severe torque lag during transients. This lag is due 
to the slow turbocharger spooling. 

A new hybrid pneumatic-combustion engine 
concept should be able to completely solve the 
aforementioned problem. Additional air can be 
admitted into the combustion chamber on a cycle to 
cycle basis, to complement the conventional 
supercharging. Simulations showed that:  
o The mechanical work provided by a 2 liter 
engine at full load can be also ensured by a smaller 
supercharged engine (as small as 1.2 liter) but with 
considerable torque lag during transients. 
o Torque lag is strongly dependent on engine 
displacement: low displacement engine display 
more lag than higher displacement engines (0.7 
seconds for 1.2 liter engine, 0.25 seconds for 1.6 
liter engine). 
o The torque lag can be completely compensated 
with the new hybrid concept, even for low 
displacement engines. Additional air directly 
admitted into the combustion chamber, can provide 
strong cycle by cycle torque transitions without 
being constrained by intake dynamics. 

With the hybrid concept, the turbocharger 
speed lag is lowered compared to a conventionally 
turbocharged engine (0.6 seconds less). This effect 
is attributed to the higher level of enthalpy provided 
to the turbine during transients due to the additional 
air mass from the high pressure air tank. 
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ABSTRACT 
Turbocharged engines exhibit the so called 

turbo lag phenomenon causing a disadvantageous 
response comparing to atmospheric or mechanically 
supercharged engines. There are many solutions 
developed to reduce the lag effect although each of 
them has some disadvantages. 

This paper investigates a booster module that 
injects compressed air to increase the response of 
turbocharged compression ignition engines of 
commercial vehicles. 

The investigations applied 3D computational 
fluid dynamic (CFD) simulations in stationary and 
transient manner as well. The transient simulations 
were applied as standalone and coupled calculations 
to a 1D engine simulation code to capture more 
accurate boundary conditions (BC). The drawbacks 
and problems of this new and advanced approach 
are emphasized in the paper. 

Due to the deformation of the flow field 
boundary surface during the dynamic process a 
deforming mesh method has been applied here. 
Instant shape of flow field boundary has been 
obtained by solving the equation of motion of the 
actuator rotor. 

By applying the above methods it was possible 
to validate the booster module design variants and 
to identify the main characteristics of the complete 
system including the engine. 

Keywords: CFD, compressed air, compression 
ignition engine, coupled simulation, moving 
mesh, turbo lag 

NOMENCLATURE 
 

I [A]  current 
L [H]  inductance 
F [N]  force 
M [Nm]  torque 

R [Ohm]  electric resistance 
Tc [Nm/A]  torque constant 
U [V]  voltage 
c [Nm/rad] spring coefficient 
k [Nms/rad] damping coefficient 
q [kg/s]  mass flow rate 
p [Pa]  absolute pressure 
φ [rad]  angular position 
ω [rad/s]  angular velocity 
Θ [kg/m2]  inertia 
Subscripts and Superscripts 
inlet at the inlet of the test section 
outlet at the outlet of the test section 
thr throttle valve 
sup supply valve 
p caused by pressure 

1. INTRODUCTION 
Downsizing of a compression-ignition engine is 

an effective means for commercial vehicles for 
reducing fuel consumption but it requires 
supercharging to restore the full load torque. A 
compact and cost effective solution is with an 
exhaust turbocharger, which however has the 
drawback of a slow response to fast load demands 
by the driver. When the engine is increasing in 
speed, a delay occurs between advancing the 
accelerator pedal (which lets more fuel into the 
engine) and the time the exhaust pressure reaches a 
steady rate sufficient for the turbine. This delay is 
known as turbo lag. 

To reduce the turbo lag there are several 
methods such as application of downsized turbines 
with waste gate valves [1, 2], variable geometry 
turbo chargers [3] and recently the usage of turbo 
compounding by using an electric motor [4]. An 
attractive alternative here is using the external 
compressed air to boost the turbo charger dynamics 
since this medium is available on each commercial 
vehicle [5]. 
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The compressed air injection must occur in a 
short period to increase the charge in the cylinders 
of the engine making an increased fuel injection and 
thus an increased engine torque possible. 
Meanwhile the turbo charger is accelerated by a 
high margin by separating the turbo compressor 
output from the engine input for this short interval. 

This paper focuses on the CFD simulation of 
the characteristics of an air injection module for 
boosting the turbocharger dynamics. The first part 
is devoted to identify the static behaviour of the 
module and the second part investigates the 
complex transient dynamics of switching from the 
turbo compressor supply to the air injection and 
back again after reaching the desired response of 
the engine. 

The transient CFD simulation has been carried 
out using a 3D dynamic moving mesh governed by 
the actuator dynamics where the actuator dynamics 
has been coupled by separate ordinary differential 
equations. The transient simulation required special 
treatment of the boundary conditions to achieve a 
realistic behaviour of the module as being coupled 
to the compression ignition engine. For this purpose 
a 1D CFD engine simulation code of GT-Power [6] 
has been coupled to the 3D CFD code of FLUENT 
[7]. The 1D-3D coupling method is a new approach 
so there are just some few examples on its 
application [8]. 

The presented methods made it possible to 
validate the booster module design and identify the 
most important characteristics of the system. 

2. SYSTEM DESCRIPTION 
The compressed air injection module is located 

in the high pressure intake part of the engine 
between the intercooler and the intake manifold (see 
Figure 1). The charger air coming from the 
intercooler is connected by the piping (2) to the air 
injection module (1) through the port (11), which 
conducts the air to the intake manifold by the piping 
(3) through the port (21).  The external compressed 
air injection is provided by the compressed air 
system through the piping (5) on the port (12). The 
air injection module includes an electric controller 
which is supplied by the electric line (4).  
 

Intercooler Intake manifold

2

2111
12

5

1
3

4  

Figure 1. System layout 

Additionally the air injection module has a 
throttle valve that can separate the port (11) form 
the ports (12) and (21). 

The operation of the system is as follows. 
Under normal conditions when the turbocharger 
runs at high speed the air is compressed by the 
compressor of the turbocharger that is cooled down 
by the intercooler. In this case the throttle valve of 
the air injection module is fully open and the air 
coming from the intercooler is conducted to the 
intake manifold. 

In case of low engine speeds when the 
turbocharger is unable to build up a significant 
charger pressure the engine is supplied by external 
compressed air injection from the compressed air 
system of the vehicle by a supply valve on port 
(12), meanwhile the throttle valve is fully closed to 
avoid a back-stream towards the turbo compressor. 

After reaching the desired charger pressure the 
supply valve is closed so the air injection is shut 
down and with a correct synchronization the throttle 
valve is opened and the normal air supply from the 
turbo compressor is restored and the engine can 
accelerate further with maximal boost. 

Switching from the turbocharger to external 
compressed air injection and back again during a 
highly transient acceleration raises a complex fluid 
dynamic process inside the air injection module that 
has to be strongly considered during the design. 

In order that the controller of the system is able 
to monitor these processes two pressure sensors are 
installed on the two sides of the throttle valve of the 
air injection module. 

Actuators operating the two alternative air 
inlets of the module have a significance that can 
strongly influence the performance of the module. 

Since the switching between the two air sources 
of the engine has to be executed in a short time to 
have a smooth operation both actuators should have 
high potentials. 

For this purpose the supply valve is designed as 
a diaphragm construction that is able to open and 
close big cross sections and can be operated in very 
short time due to low inertias. The control chamber 
pressure of the diaphragm is operated by a solenoid 
magnet valve. 

For the electric throttle valve operation a 
directly driven alternative has been selected, where 
the actuator is a so called DC torque motor. This is 
developed specially for throttle valves. The DC 
torque motor has no brushes so its angular operation 
range is limited. Since there is no transmission 
between the throttle valve axis and the torque motor 
the inertia of the whole actuator is very low and this 
allows a high response. For safety reasons the 
throttle valve is equipped with a return spring that 
can provide a well defined position even if the 
electric control of the system is lost. 
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3. STATIONARY OPERATION 
As discussed before the system has two distinct 

and important stationary operation modes. The one 
is the passive operation mode (throttle valve is 
open) when the engine is supplied by the turbo 
compressor with compressed air and the other is the 
active operation mode (throttle valve is closed) 
when the engine is supplied from the compressed 
air system of the vehicle by the air injection. 

These two operation modes well characterize 
the system and many important operation properties 
can be captured from the stationary results. 

The most important questions to be answered 
by stationary CFD simulations are as follows for the 
passive mode: 

- What is the effect of the open throttle valve to 
the charge of the particular cylinders of the engine? 

- What is the pressure loss caused by the 
throttle valve? 

- What about the velocity map and streamlines 
around the throttle valve? 

- Is the throttle valve stable in its open position 
if the return spring is broken? 

For the active operation mode the following 
questions are raised for the static investigations: 

- What is the throughput of the diaphragm 
supply valve? 

- Where should be the best location for pressure 
sensors to measure the static pressure on both sides 
of the throttle valve? 

- What is the maximal air speed during the air 
injection, where is it located? 

- How uneven can be the charging process of 
the particular cylinders of the engine due to the air 
injection? 

3.1 Geometric Versions 
During the early development phase there were 

two main geometric versions of the module. The 
first one had a direct connection to the intake 
manifold of the engine by a flange interface (see 
Figure 2). The second version had circular 
interfaces on both high cross section ends fitted to 
rubber pipes (see Figure 3). 

 

Figure 2. Flange geometry version for passive 
mode 

The air injection module is represented by the 
transparent bodies in the figures. Since there is no 
external air injection in the passive mode the 
complex geometry of the compressed air supply 
valve head was removed and the air injection tube 
has only been retained on the geometry. 

 

Figure 3. Piping interface version for passive 
mode 

For the simulations of the active operation 
mode the geometry is basically the same with the 
exception that the input pipe is cut at the closed 
throttle valve and the compressed air supply valve 
head geometry is retained (see Figure 4). 

 

Figure 4. Supply valve head for active operation 
mode 

For all stationary simulations the intake 
manifold has always been included into the model 
geometry. 

3.2 Numeric mesh 
Stationary simulations for passive mode have 

been prepared using the mesh represented in Figure 
5. It can be seen that the mesh has a much finer 
structure in the vicinity of the throttle valve, with a 
total cell count of approx. 150 000. The linear cell 
size at and near the throttle valve is 2 mm. 
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Figure 5. Numeric mesh for passive mode 

In case of active mode in Figure 6, the mesh of 
the supply valve had to be refined similarly, again 
with a size of 2 mm, although on the diaphragm and 
in the opening the cell sizes had been reduced to 1 
mm. 

 

Figure 6. Numeric mesh for active mode 

3.3 Physics and Boundary Conditions 
Stationary simulations with open throttle valve 

have been prepared with a constant-density gas 
model as the value of the Mach number had been 
quite low. The exact value of 3,187 kg/m3 gas 
density had been calculated from the 3 bar inlet 
pressure and 55 °C inlet temperature. 

Stationary simulations with closed throttle 
valve have been prepared with an ideal-gas model. 
This calculates the density from the state equation 
of ideal gases. 

The calculations of the turbulent transport 
values had been carried out using the 
Renormalisation Group (RNG) k-ε turbulence 
model. The boundary conditions of the turbulence 
models had been set using the hydraulic equivalent 
diameter of the inlet and outlet pipe sections, 
assuming 10% turbulence intensity. These values 
are not expected to affect the simulation results 
significantly. 

The boundary conditions for the two stationary 
cases are shown in Table 1. 

Table 1. Stationary boundary conditions 

Case Outlet Compr. inlet Inlet 
Passive 0.25 kg/s closed 3 bar 
Active 3 bar 7.5 bar closed 

3.4 Results 
Some typical results of the stationary models 

are seen in Figures 7 to 10 for both operation cases. 
The pressure drop along the analysed flow field 

can be calculated from the results of open throttle 
valve. The value of the pressure drop had been 7772 
Pa. 

In case of closed throttle valve the boundary 
conditions had been set up differently, therefore 
from those results the mass flow can be calculated, 
which is 0.181 kg/s. 

 

Figure 7. Pressure in passive mode 

 

Figure 8. Velocity in passive mode 

 

Figure 9. Pressure in active mode 
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Figure 10. Velocity in active mode 

In passive operation mode the open throttle 
valve has caused almost no perceptible disturbance 
on the main stream. The maximal velocities are in a 
low range below 30 m/s even at full engine load and 
nominal speed. The throttle valve can stay stable in 
its open position even with broken return spring. 

At active operation the maximal air speed 
reaches the sonic speed limit. The charge process of 
the particular cylinders are less disturbed in case the 
air injection is directed to the opposite pipe wall 
than addressed directly into the intake manifold. 

 

Figure 11. Surface pressure in active mode 

The static surface pressure distribution (see 
Figure 11) shows an even pressure on a big surface 
providing a free pressure sensor positioning. 

4. STANDALONE TRANSIENT 
OPERATION 

The transient simulations address to investigate 
the time domain effects of the system. According to 
the preliminary investigations by using lumped 
parameter models on the two actuators of the 
system one could conclude that the supply valve 
diaphragm axle has a very fast dynamics itself 
although the complete air injection actuation 
dynamics is mainly influenced by the response of 
the actuating magnet valve. If the magnet valve has 

switched to the other state then the movement of the 
diaphragm is done in a very short time of about 1 
ms. So the diaphragm dynamics was considered as a 
binary on/off valve with a predefined actuation 
delay caused by the magnet valve of 10 ms. 

In case of the throttle valve actuation the 
situation is different it has a slower dynamics 
compared to the supply valve, moreover the air 
stream and pressure conditions have a bigger 
influence on its operations. The throttle valve axis 
has an offset in order that the air stream can open it 
in case of emergency when the return spring is 
broken. Due to the above reasons the throttle valve 
with its actuator is considered to be included in the 
calculations. 

4.1 Handling of deforming mesh 
Fluid mechanical simulation using deforming 

meshes is a new and innovative option which has 
been provided by the new FLUENT 6.x version. 
Currently some compromises had been necessary 
though. It is particularly tough to deal with small 
gaps, especially when there is a significant shear in 
the mesh deformation. Therefore the original 
geometry had been fitted with a spherical-shell-
shaped ring as it can be seen in Figure 12. This ring 
had been filled with cells of very high porosity. 
Therefore the cells can deform freely allowing the 
deforming mesh function to work appropriately, 
while at the same time the flow is heavily 
constrained in this region. For a fully closed throttle 
valve it means that only 2.6% of the base flow 
(stationary flow with open throttle valve) had been 
able to escape through this porous region. 
Tetrahedral elements have been applied in the 
dynamically meshed zone. Local mesh 
reconstruction was triggered by exceeding values of 
equiangular skew. For the transient operations the 
intake manifold is not more included into the 
geometry domain. 

 

 

Figure 12. Porous zone for the deforming mesh 

The time step size of 0.0001 s for the 
deforming-mesh simulation had been optimised 
using preliminary test runs for the whole time 
domain. Mesh independency of the simulation 
results could not be analysed due to limited 
timeframe of the project. The standalone 
simulations applied the constant-density gas model. 
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4.2 Boundary conditions for unsteady 
flow model 

For standalone simulations the boundary 
conditions had been modelled as time-independent 
characteristic curves. Since the objective of these 
calculations had been the simulation of the closing 
and the opening transient, which is a quite small 
time domain, the boundary conditions can be 
described using static characteristics. These 
characteristics describe the inlet total and outlet 
static pressure as a function of the mass flow as it 
can be seen in Figures 13 and 14. The resulted 
constant pressure distributions have been applied to 
the inlet and outlet sections of the booster module. 
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Figure 13. Time-independent boundary 
conditions for throttle closing 
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Figure 14. Time-independent boundary 
conditions for throttle opening 

4.3 Dynamic model of the throttle valve 
Based on electrical and mechanical state 

balances the throttle valve dynamics has been 
calculated using the ordinary differential equations 
based on first engineering principles for 
conservation of magnetic linkage and mechanic 
impulse. 
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The torque Mp caused by the static pressure 

distribution on the throttle plate is fed back from the 
surface torque integral from the CFD domain. On 
the other hand the throttle plate position defines the 
geometric domain that is given by the angular 
position from Eq. (3). Eq. (1) to (3) have been 
integrated by second order Runge-Kutta scheme 
implemented in C-language under Fluent. 

4.4 Results 
The throttle dynamics obtained from the 

simulation is depicted in Figure 15. 
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Figure 15. Throttle valve dynamics 

The velocity maps as function of the resulted 
throttle valve positions for open, 30 degrees, 60 
degrees and closed states are given in Figures 16 to 
19. 

 

Figure 16. Velocity for open throttle valve 
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Figure 17. Velocity for 30 degrees position 

 

Figure 18. Velocity for 60 degrees position 

The results have shown that the throttle valve 
dynamics is only slightly influenced by the pressure 
distribution on the throttle plate under typical 
operation conditions. 

 

Figure 19. Velocity for closed throttle valve 

5. COUPLED TRANSIENT OPERATION 
In coupled simulations everything but the gas 

density and the boundary conditions had been the 
same as in standalone cases. As the coupling proved 
to work correctly only with compressible gases, 
therefore the ideal-gas model must have been used.  

5.1 Engine model 
The boundary conditions had been provided by 

GT-Power in such a way that while Fluent’s inputs 
are the mass flow rates at both boundaries, GT-
Power receives pressures as inputs on the 
connecting interfaces. The high pressure intake 
portion of the GT-Power engine model is shown in 
Figure 20. On left side the 3D Fluent domain called 
‘module’ with its CFD interfaces, on the right side 
the intake manifold with the cylinders are seen. 

 

Figure 20. Portion of GT-Power model with 
coupled 3D domain 

In order to have realistic operation conditions 
the GT-Power engine model has been coupled to a 
GT-Drive dynamic vehicle model. As test case for 
the simulations a step response situation has been 
used by emulating a kick down acceleration on an 
uphill slope in 4th gear (of a 6 gear gearbox) with an 
initial engine speed of 1200 rpm. 

In contrast to conventional GT-Power models 
with turbocharger it had a big importance of 
modelling the turbo compressor appropriately since 
it operates in the surge region during the air 
injection actuation for some engine cycles. 
However it has a crucial importance on the resulted 
boundary condition of the module inlet. For this 
purpose a mean value compressor surge 
characteristics has been used based on preliminary 
dynamometer measurements. 

5.2 Results 
The coupled iteration time steps are driven by 

GT-Power that is followed by Fluent however at a 
particular time step there is no coupled iteration 
between the two codes in order that the solution 
could converge at each time step. Due to this reason 
the coupled convergence is not guaranteed even 
under highly relaxed conditions. In conclusion the 
coupled simulations required extensive trials to 
reach certain convergence properties. 

The compressor map with the operation points 
is shown in Figure 21 with normal and boosted 
acceleration cases. One can see that the compressor 
operates for some engine cycles in the surge area if 
the compressed air injection has been applied. 
However the mean mass flow rate did not reduce to 

394



zero during this phase. Since the mean power 
consumption decreases strongly during the boost 
actuation the charger speed increases very fast. 

 

 

Figure 21. Compressor map and operation 
trajectory 

The engine related inlet and outlet pressures of the 
module are shown in Figure 22. The accelerator 
pedal has been kicked down at 1 s. The duration of 
the applied air injection was 0.4 s long after kick 
down. 
 

 

Figure 22. Inlet and outlet pressures 

In the normal acceleration case without boost 
the pressure build up time results in 4.5 s due to the 
low initial engine speed and the stiff characteristics 
of the load torque working in high gear and uphill. 

In the boosted acceleration case the booster 
outlet (intake manifold) pressure raises fast due to 
the applied air injection and the pressure build up 
time results in 0.2 s. In the meantime the booster 
inlet (intercooler) pressure approaches the outlet 
pressure.  This boosting effect has been successfully 
tested and verified at extensive dynamometer and 
vehicle test as well. 

The coupled transient calculations have 
confirmed that the air stream is able to open the 
closed throttle valve if the return spring is broken. 

6. SUMMARY 
The paper describes a 3D CFD investigation of 

an air injection module used to improve the 

dynamics of turbocharged compression ignition 
engines. The simulations have covered stationary 
and transient cases that made it possible to capture 
the most important properties of the system. The 
transient simulations applied dynamic moving mesh 
techniques to involve the relevant actuator 
dynamics that were described by ordinary 
differential equations. In a second step the transient 
simulations have been coupled to a 1D engine 
simulation code to provide more accurate boundary 
conditions. 

By applying the above methods it was possible 
to validate the booster module design variants and 
to identify the main characteristics of the complete 
system including the engine. 
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ABSTRACT 
This paper describes the numerical characteri-

zation through a three-dimensional computational 
fluid dynamic model of a particular pressure-relief 
valve used in a steering circuit for automotive ap-
plications. A first model of the valve is studied 
numerically in order to obtain as much information 
as possible on the valve behaviour. The numerical 
results are compared to some available experimen-
tal data to validate the methodology. The results of 
the numerical simulations are analysed in details 
both qualitatively, in terms of fluid dynamic fea-
tures, and quantitatively, in terms of main macro-
scopic parameters, such as discharge coefficient and 
valve characteristic curves. Three different designs 
of the valve are then taken into consideration and 
compared in order to optimise the valve perform-
ances. Finally, some attention is dedicated as to 
detect and to obtain information with respect to 
cavitation by only using single-phase fluid dynamic 
models.  

Keywords. Pressure-relief valve, CFD, fluid 
dynamic optimization, cavitation 

NOMENCLATURE 
ce [-] efflux coefficient 
C [-] model constants 
d [mm] diameter 
f [-] dumping function 
k [m/s2] turbulent kinetic energy 
Kv [-] capacity factor 
N [-] grid points 
p [Pa] pressure 
Q [l/min] volume flow rate 
U [m/s] velocity 
y [mm] elevation 
ε [m/s3] dissipation rate of turbulent ki-

netic energy 
ρ [kg/m3] density  
µ [Pa s] viscosity  
Subscripts and Superscripts 
h referred to the hole  
inlet at the inlet of the test section 
gap referred to the gap 

 
max maximum 
out outlet 
t turbulent 

1. INTRODUCTION 
Pressure-relief valves have several applications 

in the field of hydraulic circuits [1].  To optimise 
the performances of these kind of hydraulic valves, 
knowledge of their characteristic parameters and 
understanding of their fluid dynamic behaviour are 
essential. However, a complete experimental char-
acterization of these devices is time-consuming, 
difficult or even not feasible. In fact, these compo-
nents are usually very small and their operating 
conditions are severe. Hence, the parameters to be 
obtained for their characterization, such as for in-
stance the spool elevation, are difficult to be meas-
ured and the accuracy of these measurements is 
often not very high. 

Numerical modelling and analysis can be a 
powerful tool to investigate small-scale valve be-
haviour. The approaches that can be followed can 
essentially based on: (i) zero-dimensional models, 
such as Lumped Parameter (LP) models, (ii) one-
dimensional models, based on momentum conser-
vation law or (iii) two- or three-dimensional mod-
els, such as Computational Fluid Dynamic (CFD) 
approaches. 

In literature, LP models are widely used to in-
vestigate pressure valves. These models are charac-
terized by high versatility and very low simulation 
time. Hence, they allow the fast evaluation of dif-
ferent solutions in terms of the most important pa-
rameters and they can easily take into account dy-
namic effects. Interesting development of an LP 
model for a pressure-relief valve can be found in 
Berta et al. [2]. However, the LP models applied to 
valves suffer of some drawbacks. One of the main 
one is that they need the determination of the flow 
coefficients of the orifices and passage area within 
the valve. This task could be difficult to be per-
formed and it often relies on pressure drop coeffi-
cient handbooks (such as [3]) or on ad hoc per-
formed experimental tests (see for instance [4]). 
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Moreover, LM models can not give any indication 
on the three-dimensional flow field, which can be 
an essential part of the design process. In fact, when 
modification of the original geometry aimed at the 
optimization of its functioning in terms of pressure 
drops, cavitation resistance, fluid dynamic behav-
iour are of concern, the knowledge of the fluid 
dynamics is necessary. 

For these reasons, two- or three-dimensional 
numerical simulations can be the right approach to 
take into consideration all the issue involved. A 
numerical characterization based on CFD ap-
proaches can represent a great opportunity to thor-
oughly study the valve behaviour and to obtain all 
the information required for their optimized design. 
Mokhtarzadeh-Dehghan et al. [5] used a two-
dimensional finite-element technique based on a 
standard k-ε turbulence model to simulate a hydrau-
lic pressure-relief valve. They analysed the fluid 
dynamic features of the valve for a number of spool 
elevations. They found some discrepancies with 
experimental results, but at the same time they were 
able to obtain improved understanding of the valve 
and to optimise its geometry. Naser and Gosman [6] 
still used a k-ε model but with a two-layer model 
for the near wall resolution. They obtained signifi-
cant improvement with respect to standard k-ε mod-
els. More recently, Amirante et al. [7] used a CFD 
approach to explain experimental data on an open 
center directional control valve by means of a RNG 
k-ε model.  

In this paper, a pressure-relief valve used in a 
steering circuit for automotive applications is stud-
ied numerically by means of a fully three-
dimensional steady state model. The aim of the 
work was the study of the valve in terms of: (i) 
main macroscopic parameters, such as the discharge 
coefficient, as a function of the valve actual work-
ing condition; (ii) fluid dynamic features; in fact, 
the reduction of flow oddness (which can generates 
pressure and force instabilities and, thus, vibration 
and noise) can be very useful for component 

optimisation in order to predict and reduce the un-
desired phenomena. (iii) cavitation-related phenom-
ena, such as aeration and/or foaming. In fact, even 
if the simulation is single phase (i.e., it does not 
take into account liquid/vapour change of phase), 
critical analyses of the results, and, in particular, of 
the pressure field, can give qualitative but useful 
information on this phenomena. Then, three differ-
ent designs of the valve are taken into consideration 
and compared in order to optimise the valve per-
formances. 

2. STATEMENT OF THE PROBLEM 
The relief-pressure valve under investigation 

(denominated Check Pressure Valve, CPV, through-
out the paper) is inserted in the hydraulic circuit 
shown in Fig. 1. The entire circuit is controlled by 
an Electronic Control Unit (ECU) board which 
operates by acquiring as inputs the signal from the 
tachometer, from the steering and from the engine. 
The ECU is able to determine the rotational speed 
of the electric motor starting from the vehicle speed 
and from the magnitude and rate of the steering. A 
schematic view of the CPV is shown in Fig. 2. 

The main elements that can be recognized are: 
• a valve casing (1), which separates the high 

pressure hydraulic circuit from the tank, which 
instead is open at the atmosphere and, thus, is al-
ways at ambient pressure. This component has eight 
passing holes. They can be closed or opened by a 
control disk (2). Throughout this numerical charac-
terization, the holes will be considered in the closed 
position; 

• a spring (3), which is fixed between a gear (4) 
and a plug (5). The plug can be regulated to change 
the pre-load of the spring to the desired value; 

• a spool (7) with its deflector (6). The particu-
larity of this valve is the design of the deflector. It 
has the task of deviating the flow before it enters 
the tank and to enhance the load on the spool by 
means of hydrodynamic forces.  
 

 
Figure 1. Steering hydraulic circuit with the CPV valve 

CPV
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Figure 2. Valve geometry 

 

When the pre-load of the spring is achieved, i.e. 
the relief pressure reach the design level, the spool 
begin to rise. The fluid escapes through the gap 
which is formed between the conical part of the 
spool and the conical part of the hole. The mini-
mum geometrical flow area is located at the con-
junction between the end of the cylindrical part and 
the beginning of the conical part of the hole. When 
the spool moves from its closed position, the loca-
tion of minimum flow area remains the same but its 
value is augmented as a function of the elevation y 
of the spool. Within the gap, the fluid is strongly 
accelerated and exits towards the deflector where it 
is deviated and decelerated by the deflector itself. 
Then, the fluid is evacuated to the tank through the 
free area between the deflector and the valve casing. 

This design of the valve provides two main 
benefits; first, the deflector provides extra force due 
to fluid impact under the deflector itself and allows 
a faster opening of the valve; second, it represents a 
shield between the still highly energetic fluid exit-
ing the resonator and the tank.  

However, some functioning problems arose 
during the first tests. The essentially were: 

• hiss noise, which was present during the nor-
mal functioning of the valve; 

• foaming. Some experimental visual analysis 
were performed by applying a glass on top of a test 
tank. During these tests, it was possible to see that 
inside the tank a white-coloured foaming mixture of 
oil and bubbles was originated. 

These two phenomena are very critical and 
highly undesirable, either because the valve does 
not work in an efficient way and could fail due to 
the stresses induced by vibrations or because hiss 
noise and foam have to be avoided when the device 
has to be commercialized. 

2.2 Valve models 
In order to study the behaviour of the valve, a 

“numerical test rig” has been modelled. In Figure 3, 
the three-dimensional model of the numerical test 
rig as implemented in SolidWorks is shown. It is 
formed by three elements: 

• a first volume, called resonator, which repre-
sent a plenum upstream the valve in which oil at the 
working pressure of the circuit is present; 

 

 
Figure 3. Solid model of the entire geometry: 
resonator, valve and tank. 

     
(a) (b) (c) 

Figure 4. Valve A (a), Valve B (b),Valve C (c) 
 

• the valve, already described and schematically 
presented in Fig. 2; 

• a second volume, called tank. It represents a 
plenum downstream the valve and simulate the 
presence of the real tank inside the hydraulic circuit, 
where oil at atmospheric pressure is present. 

This geometry is a simplified one with respect 
to the real; nevertheless, this model resembles in a 
consistent way the actual geometry in which the 
valve is located and it allows the static characterisa-
tion of the valve. In this manner, by means of the 
numerical CFD analysis, the valve has been ana-
lyzed in order to detect the possible reasons of the 
appearance of the undesired phenomena described 
above. Moreover, in order to improve the valve 
performances, three different designs of the deflec-
tor were analyzed while keeping constant other 
geometrical parameter such as the hole geometry 
and the gear displacement, in order to perform a 
sensitivity analysis on this particular element of the 
valve. In Figure 4, the three spools analysed with 
the different mounted deflectors are presented. 

3. Grid and numerical models 
The numerical code used in this paper is COS-

MOS FlowWorks (FW) [8]. The code if fully em-
bedded in the three-dimensional solid modeller 
SolidWorks, which has been used to generate the 
geometries. 

Resonator 

Tank

Valve 

A B C

Inlet
Outlet
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3.1 Type of grid 
A rectangular mesh automatically distinguish-

ing the fluid and solid domains in the computational 
domain is generated. The algorithm to generate the 
mesh is based on the geometrical discontinuity or 
“gap size” and it increases the number of cells in 
proximity of narrow channels, corners gaps, etc. 
Mesh cell sides are orthogonal to the specified car-
tesian co-ordinate system axes and are not fitted to 
the solid/fluid interface. Hence, a partial cell ap-
proach is used, in which the solid/fluid interface 
cuts the near-wall mesh cells and the mass and heat 
fluxes are treated properly with a special algorithm. 

3.2 Numerical models 
The FW code solves the Navier-Stokes equa-

tions through a Reynolds averaged approach and 
uses a Finite Volume method for the equation dis-
cretisation. A second-order upwind approximation 
is used for the advection terms. Following the SIM-
PLE approach, an elliptic type discrete pressure 
equation is derived by algebraic transformations of 
the originally derived discrete equations for mass 
and momentum. A multigrid method is then used to 
accelerate the solution convergence.  

For turbulence modelling, the low Reynolds 
number k-ε model as in the Lam-Bremhorst formu-
lation is used. In this model, the turbulent eddy 
viscosity is given by 

ερµ /kfC 2
µµt =  (1)

and, while the equation for the turbulent kinetic 
energy k is in the usual form, the equation for its 
dissipation ε is modified as follows.  
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Following Lam and Bremhorst [9], the parame-
ters f1, f2 and fµ for near-wall resolution are defined 
as 
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where and Rt = ρ k2 /(µ ε) and Rk = ρ k0.5 y / µ are 
turbulence Reynolds numbers.  

3.3 Boundary and working conditions 
The fluid used for the simulations is a commer-

cial oil (Pentosin CHF). Since the usual working 
condition of the steering circuit is at about T = 55 
°C, the properties of the fluid were evaluated at this 
temperature. In particular the following value were 

adopted: dynamic viscosity µ = 0.0132 Pa·s and 
density ρ = 837.3 kg/m3. 

The inlet is located at the bottom surface of the 
resonator (Fig. 3). At this location, a static pressure 
boundary condition was set. The value of the pres-
sure was different depending on the simulation 
performed. The outlet was located on the circular 
ring surface at the bottom of the tank (Fig. 3). The 
static standard atmospheric pressure (pout = 1.013 
bar) was set as boundary condition and remained 
constant for all the simulations. As a consequence, 
the flow rate Q (which was calculated by means of 
a mass-average of the numerical results at the reso-
nator inlet) was obtained as a result of the simula-
tion. All the solid walls was considered adiabatic 
and with a no-slip condition. 

4. Numerical results 
4.1 Grid sensitivity 

A grid sensitivity analysis has been carried out 
on one of the valves analyzed, the Valve A. The 
results can be extended to the other spool geome-
tries. The domain under consideration presents a 
wide range of spatial length scales. In fact the gap 
characteristic dimension has an order of magnitude 
of 10-4 m, while the characteristic dimension of the 
tank is about 10-2 m. Hence, the grids have been 
separately generated and controlled for each part of 
the domain. 

 

 
(a) 

   
 (b) (c) 

Figure 5. Grid in the valve region (a) and par-
ticular inside the gap (G): grid 1 and 2 (b) grid 3 
and 4 (c) 

G 

G G
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Table 1. Grid sensitivity 

 N ∆N 
[%] Ngap 

Q 
[l/min] 

∆Q 
[%] 

1 603 519 40.5 4 8.514 2.74 
2 786 148 22.5 4 8.472 3.23 
3 874 958 13.7 6 8.735 0.23 
4 1 014 090 - 6 8.755 - 

 

In Figure 5a, an example of a generated grid in 
the region in proximity of the valve is shown. It can 
be noticed that the grid distribution is not constant, 
being finer near the solid walls. Particular attention 
has been devoted to the generation of the grid 
within the gap between spool and hole. A particular 
of this region is shown in Figure 5b and Figure 5c. 
The two particulars refer to a coarser grid (a) and to 
a finer grid (b). It can be noticed that in the former 
there are four grid points across the gap, while in 
the latter the grid points are at least six. In Table 1, 
the result of the sensitivity analysis is reported. The 
monitored parameter was the volumetric flow rate 
Q, calculated at the inlet of the resonator. It can be 
noticed that, even if switching from grid 2 to grid 3 
the total number of grid points is only slightly dif-
ferent (∆N2-3 = 10 %), a step-change in the flow rate 
value can be noticed (∆Q3-4 = 3.00 %).  

At the contrary, with almost the same differ-
ence of grid points (∆N3-4 = 13 %), the value of Q 
calculated with grid 3 is almost equal to the value 
calculated with grid 4 (∆Q3-4 = 0.22 %). It can be 
noticed also that the step change occur when the 
number of grid points across the gap Ngap is in-
creased from 4 to 6 grid points. This means that Ngap 
is a key parameter to achieve a good accuracy of the 
solution. Hence, for all the simulation performed, 
Ngap was checked and kept at least equal to 6. 

4.2 Static valve characteristic curves 
The static (Q, ∆p) characteristic curve of the 

valve was obtained. This curve was obtained in the 
following way. Five different solid models of the 
valve were generated, each of them only differing 
for the spool elevation. The values of the elevation, 
chosen within its working condition range, were y = 
0.05 mm, 0.10 mm, 0.15 mm, 0.20 mm and 0.30 
mm. Then, for each value of the elevation y, three 
different static pressures were set as inlet boundary 
condition, i.e. p = 105 bar, 110 bar and 118 bar, 
while the outlet boundary condition remained con-
stant for all the simulations. 

The numerical results, reported in Figure 6, 
represent the valve working points (Q, p, y). This 
plot can be conveniently used to determine two out 
of three among the main parameters. For instance, if 
pressure and flow rate are known, the spool eleva-
tion can be estimated.  

Another interesting results is the determination 
of the efflux coefficients. Among the various defini-
tions, two of them are widely used. 

 
Figure 6. Static characteristic of Valve A. 
 

The capacity factor Kv define the global behav-
iour of the valve and is defined as 

p
QK
∆

=v
 (5)

in which ∆p represent the pressure difference acting 
on the valve and Q is the flow rate through the 
valve. The calculated values of Kv as a function of 
Q are reported in Figure 7. In the same figure, some 
available experimental data for the Valve A are 
reported. It can be noticed that the numerical results 
are in good agreement with the experimental data. 
This was considered a good validation of the code 
and of the methodology followed.  

In Figure 8, the characteristic curves for Valve 
A, Valve B and Valve C are shown. The character-
istic curves are obtained by plotting the capacity 
factor Kv, normalised by means of its maximum 
value Kvmax, against the spool elevation y, normal-
ised with the hole diameter dh. All the valves ana-
lyzed show a very similar behaviour and present an 
almost linear characteristic. By looking more in 
detail, a slight tendency to follow a quick-opening 
behaviour, which in these applications is a favour-
able characteristic, can be recognized. A quick-
opening characteristic means that the ratio between 
the normalized capacity factor and the normalized 
elevation follows an exponential law Kv/Kvmax = 
(y/ymax)1/α. In these cases, the values of α have been 
estimated to lay in the vicinity of 1.1. Among the 
three valves, the model C presents the lower value 
of α, suggesting that this valve could be less prompt 
to open quickly. 

 

 

Figure 7. Numerical and experimental capacity 
factor Kv for Valve A 
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Figure 8. Normalised capacity factor Kv/Kvmax for 
Valve A, Valve B and Valve C. 

 

Another important characteristic that can be 
evaluated for a valve is the efflux or discharge  
coefficient ce. The efflux coefficient is referred to a 
particular efflux area, that is 

ρ
pAcQ e

∆= 2
e

 (6)

where Ae is the efflux area. Usually, rather than the 
fluid dynamic vena contracta area, a geometrical 
reference area is chosen. In the case considered, the 
area taken into consideration is the minimum free 
area along the flow path. This area is located be-
tween the spool and the upper part of the hole. The 
area can be calculated as a function of the elevation 
y by means of geometrical consideration. In this 
paper, the area is calculated by means of an auto-
matic calculation tool of SolidWorks. The numeri-
cal determination of the coefficient ce has been 
performed by applying Eq. (6) in which ∆p is the 
imposed pressure difference and Q is the calculated 
volumetric flow rate for each imposed elevation y.  

In Figure 9, the numerical ce is plotted against 
the normalized elevation y/dh. The typical behavior 
of this coefficient ([1], [3]) is well resolved and the 
three characteristic zones can be recognized: a first 
segment in which the coefficient rapidly grows in 
an almost linearly way (laminar zone), an instability 
zone which present a maximum (transitional zone) 
and a stabilized segment (turbulent zone) in which 
the coefficient tends an asymptotic value. The in-
formation that can be extracted from this curve is  
 

 
Figure 10. Velocity distribution for Valve A (∆p 
= 118 bar, y = 0.20 mm) in region WH 

 
Figure 9. Numerical efflux coefficient ce for 
Valve A, Valve B and Valve C. 
 

very important, since the determination of ce is one 
of the most problematic issue in valve design. Re-
garding the three valves analyzed, it can be noticed 
that Valve C shows a more stable characteristic but 
at the same time it shows lower values of ce, result-
ing in less flow rate evacuated for a given pressure 
difference.  

4.3 Fluid dynamics of the valve 
The use of a CFD approach can provide a great 

insight into the flow regime and pressure distribu-
tion within the valve flow passages. Some of the 
most important information that can be extracted 
from the fluid dynamic analysis are: (i) the efflux 
condition, in terms of the magnitude and location of 
the blockages, i.e fluid dynamic restricted sections 
with respect to geometrical sections; (ii) pressure 
distribution along the flow path, to establish the 
most critical regions in terms of pressure drops and, 
as will be discussed in a dedicated paragraph, of 
cavitation behaviour; (iii) flow oddness, which can 
generates pressure and force instabilities and, thus, 
vibration and noise.  

Very interesting results were found analysing 
the pressure and velocity distribution under the 
deflector. In Figure 10 and 11, the velocity distribu-
tion and the velocity vector plot referred to Valve A 
are presented. The figures refer to the simulation in 
which y = 0.20 mm and ∆p = 118 bar. This condi-
tion was chosen since it has been considered a rep-
resentative working condition of the valve.  

 

 
Figure 9. Velocity distribution for Valve A (∆p = 
118 bar, y = 0.20 mm) in region H 
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In Fig. 10, a region under the deflector without 
the presence of holes (WH) is shown. In Fig 11, a 
region with a hole (H) is reported. Some interesting 
phenomena can be recognized: 

• in region WH, the main stream of the flow re-
mains attached to the spool and to the deflector. 
Then, it exits to the tank with a low velocity (6÷8 
m/s). As can be seen, a wide recirculation zone is 
formed and limits the effective flow area, in particu-
lar since the fluid velocity is not perpendicular to 
the exit area; 

• in region H, the flow is completely blocked. As 
can be seen, the recirculation zone occupies all the 
under-deflector region and does not allow the flow-
ing of the fluid towards the tank. A recirculation is 
present also within the holes of the valve casing. 
Regarding Valve B and C, even if their deflectors 
do not have holes, the same qualitative behavior 
was observed: in particular, the presence of either 
region partially blocked or totally blocked were 
recognized.  

In Figure 12, the pressure distribution under the 
deflector is presented for three different value of the 
elevation, i.e. y = 0.05 mm, 0.20 mm and 0.30 mm. 
The pressures has been plotted with a scale ranging 
from pabs = 0.5 bar to pabs = 1 bar in order to high-
light under-atmospheric pressures. It is clearly no-
ticeable that, when the elevation y is increased from 
0.05 mm to 0.30 mm, the region in which a 
 

 
 

 
 

 

Figure 10. Pressure distribution under the de-
flector for Valve A (∆p = 118 bar) 

below atmospheric pressure acts is widened and 
occupy most of the deflector area. These under-
pressure regions are due to the great recirculation 
zone already discussed (Figs. 10 and 11). This phe-
nomena can cause instabilities, vibration and, as a 
consequence, noise. In fact, the deflector is sub-
jected to two conflicting forces. The first acts in the 
same direction of the opening of the spool and it is 
due to the pressure difference between the tank and 
the resonator and to the flow forces. The second, 
instead, acts against the spool opening and is due to 
the difference between the upper surface of the 
deflector, where the atmospheric pressure is sensed, 
and the lower surface of the deflector, where the 
under-atmospheric pressure is sensed, as outlined 
by the analysis of Fig. 12.  

 
4.4 Cavitation issues 

In three-dimensional CFD calculations, the 
simulation of cavitation is numerically very chal-
lenging since it requires a two phase model and a 
good knowledge of the chemical and thermophysi-
cal characteristics of the fluids. Hence, at this time, 
this kind of simulation are quite difficult to be per-
formed and to make them converge. However, some 
interesting considerations can be drawn if negative 
pressure is introduced as a concept. In fact, in an 
incompressible liquid, negative pressure are dy-
namically possible [10]. However, negative pres-
sure are not thermodynamically possible. This 
means that liquids tend to release this negative 
pressure by forming cavities which expand inside 
the liquid itself. This phenomenon origins either the 
cavitation or the aeration, the former being the 
growth of liquid vapor bubbles and the latter the 
release of gas trapped inside the liquid.  

When a single phase simulation is performed by 
means of a fluid dynamic solver, negative pressure 
are calculated whenever are dynamically possible. 
Hence, by analysing the region where this happens, 
it is possible to obtain information, even if very 
qualitatively, on possible cavitation phenomena 
which can lead, in turn, to foaming and aeration. 

In the case considered, negative pressure were 
calculated within the gap. In fact, due to the high 
pressure difference (always greater than 100 bar) 
and the low transversal dimension of the gap which, 
in the range of elevation considered (∆y = 
0.05÷0.30 mm), ranges from about 20 µm to about 
110 µm, the velocity are very high (up to 200 m/s). 
Hence, the conditions for very low, and even nega-
tive, pressure takes place. The pressure fields within 
the gap are shown in Figure 13 for three different 
values of the elevation, namely y = 0.10 mm, 0.20 
mm and 0.30 mm. 

The simulation refers to a ∆p = 118 bar. It can 
be noticed that the majority of the pressure loss 
occurs between the upstream side of the hole and 
the gap inlet. Downstream the gap inlet, the fluid 
continue to accelerate. 

y = 0.20 mm

y = 0.30 mm

y = 0.10 mm
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Figure 11. Pressure distribution within the gap 

 

These results showed that the oddness due to 
the rapid curvatures caused by the hole, the sudden 
contraction in C1 and the sudden expansion in C2 
are the main responsible of the pressure drops. 

Regarding negative pressure, two critical re-
gions can be recognised, namely C1 and C2 in Fig. 
13, both of them located at the sharp connections 
where the fluid is forced to promptly change its 
direction. It can be noticed also that, for the fluid, 
the hole acts as a Venturi tube with the throat area 
just located at the conjunction between the cylindri-
cal part and the conical part of the hole, i.e. at C1. In 
fact, as can be noticed, from the gap inlet up to C1 is 
convergent, while from C1 to C2 the passage di-
verges since it moves towards higher diameters. 
This Venturi-effect of the narrow passage enhances 
the depression in C1. For these reasons, cavitation is 
supposed to arise just downstream C1. Hence, the 
growth of a vapour/air/liquid foam inside the fluid 
could start at this point and then is convected down-
stream to the tank. The appearance of this bubbles 
is accompanied by characteristic hissing noise.  

5. SUMMARY 
In this paper, a pressure-relief valve used in a 

steering circuit for automotive applications has been 
studied numerically by means of a three-
dimensional fluid dynamic code. A number of in-
formation, which usually are difficult to be obtained 
experimentally, were extracted from the simulation. 
Among these information, the efflux coefficients as 
a function of the flow rate was one of the most 
important one. The application of the numerical 
model provided greater insight into the flow regime 
and pressure distribution within the valve. Signifi-
cant recirculation zones were noticed under the 
deflector. This caused severe blockage and instabili-
ties on the spool due to hydrodynamically-induced 
depressions. Finally, some attention was dedicated 
as to detect and obtain information with respect to 

cavitation by only using single-phase fluid dynamic 
models.  

The result of this analysis was the definition of 
an improved design of the valve, which can not be 
reported due to confidentiality. A completely new 
definition of the deflector geometry was made. 
Moreover, some changes to the hole and to the 
narrow passage geometry was performed to reduce 
the cavitation. As a final result, significant reduc-
tion of the foam production and a strong abatement 
of the hissing noise was noticed when the new valve 
was tested experimentally. 
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ABSTRACT 
 

The paper presents a numerical simulation and 
analysis of the flow inside a hydraulic poppet valve. 
Inside the poppet chamber, the annular jet issued 
through poppet and seat generates several toroidal 
vortices, witch may generate vortex cavitation with 
the associated flow instabilities and oscilations. The 
paper presents an analysis of the main vortex inside 
at the chamber of a conical poppet valve, as 
function of the poppet displacement. In a 
meridional plan the main vortex structure is 
analysed using an original method developed by the 
authors. A piecewise linear least square method is 
employed to compute the radial distribution of 
vorticity, velocity and pressure within the vortex, 
using the numerical solution of the hydrodynamic 
field. It is shown that numerical date can be 
analytically represented using the Burger's vortex 
model. This model introduces two vortex 
parameters: a characteristic radius and a 
characteristic angular velocity. The main conclusion 
of the paper is that, we are able to give a concise 
description of the vortex flow, thus making possible 
a parametric study with the aim of optimizing the 
geometry. 

Keywords: vortex structure, turbulent flow, 
CFD, poppet valve  

NOMENCLATURE 
 

1Ei  [-] exponential integral of degree 1 
h [m] poppet displacement 
p(r) [Pa] pressure inside the vortex 
p0 [Pa] pressure at the vortex center 
p [Pa] operating pressure  
p  [-] dimensionless pressure 
r  [-] dimensionless radius 
r [m] vortex radius 

rv [m] characteristic vortex radius 
( )rv  [m/s] tangential velocity  

v  [-] dimensionless tangential 
velocity 

Ω  [-] dimensionless angular velocity 
( )rΩ

 

[1/s] angular velocity  

0Ω  [1/s] characteristic vortex angular 
velocity  

ρ  [kg/m3] fluid density 
ω  [1/s] vorticity 
Γ  [-] circulation 
ν  [m2/s] kinematical viscosity 

1. INTRODUCTION 
The hydraulic power equipment like poppet 

valve, in many processes, is the critical elements 
affecting directly the variability of the process 
output. In these cases, an improved dynamic and 
static valve behaviour would have a major impact 
on the process output. To minimize this major 
potential of variability, many users have to specify 
parameters such as response time, hysteresis, and 
dead band, representing additional requirements to 
the usual ones given, for example by: flow capacity, 
shutoff capability, etc. [1, 2, 3]. 

As the installed valve characteristic varies 
according to the changing operating conditions, the 
system must be capable of adapting itself to these 
new conditions, without intervention of the plant 
personnel. The flow through the hydraulic poppet is 
controlled by the displacements of the poppet.  

The poppet geometry dictates the flow direction 
inside the valve. The computational fluid dynamics 
analysis predicts the flow direction as well as the 
flow intensity inside the valve. Also, CFD analysis 
is used to find the fluid pressure and velocity 
distribution in the valve chamber [4, 5]. 

Poppet flow is not easily suited to classical 
mathematical analysis. In order to perform a 
quantitative analysis of the complicated streamline 
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pattern inside the poppet valve chamber, an original 
theoretical model has been proposed [6] thus 
allowing a parametric study of the poppet valve 
flow evolution in the whole range of poppet 
displacement [7]. 

Under normal operating conditions, the 
differential pressure across the valve varies due to 
the dynamics pressure losses in the flow. For an 
installed valve, the shape of the installed flow 
characteristic curve is a function of the process 
pipeline and the inherent flow characteristic of the 
valve. The gain of an installed valve is defined as 
the change in relative flow rate divided by the 
change in relative travel, i.e. the slope of the 
installed flow characteristic curve. Thus, to obtain 
an optimum performance it is necessary to obtain a 
linear installed flow characteristic [8, 9]. 

Separating interior flows are of the utmost 
importance for the performance of wide variety of 
tehchnical applications. Many industrial designs 
today have to be compromises between the 
hydrodinamical function and other competing 
functions e.g. size or mechanical function. In such 
compromised designs undesired separation is more 
likely to occur, this drastically decrease the 
performance of the design. In such cases, active or 
passive devices which increase ther near wall 
momentum can be used to remove or reduce the 
separation [10].  

Technological considerations lead to sharp 
corners, which in conjunction with very narrow 
passages produce regions of extremely high 
gradients in the flow field. As pointed in [7, 8], the 
Cavitation is one of the major problems that hinders 
the hydraulic machinery performances. Once the 
flow velocity and blade loading are increased there 
are regions where the pressure drops well below the 
vaporization pressure of the liquid and cavitation is 
developed. The associated noise and vibrations, as 
well as cavitation erosion, have motivated a great 
number of theoretical and experimental research [7, 
11]. 

2. THE VORTEX MODEL 
The relative simple geometry, Figure 1, 

produces a very complicated viscous flow field, 
which can be realistically investigated only by using 
Computational Fluid Mechanics. 

Our previous work on poppet valve 
hydrodynamics has been mainly focused on two 
issues: the vortex structu re within the poppet valve 
chamber [6], vortices size and position evaluation 
for the whole range of poppet valve. 

So far we have investigated only 2D axi-
symmetric flows, although the real geometry does 
not have this symmetry in the outflow region.  

This paper continues these investigations and 
develop an original model for describing the vortex 
flow inside the hydraulic valve chamber. 

 

 

 

Figure 1. Cross-sectional view of a typical 
poppet valve. 

2.1. Numerical results 
Numerical simulations are performed for the 

2D axi-symmetric domains (Figure 2).  

 

Figure 2. Streamline pattern and velocity  field 
in the meridian half-plane of the poppet valve. 

Figure 2 shows the streamlines and velocity 
field in the poppet valve chamber. A large 
recirculation region is presented in the valve 
chamber, and the annular jet issued through poppet-
seat slit remains attached to the cylindrical part of 
the poppet. There is no recirculation in the outlet 
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section, and the constant pressure seems to be 
appropriate at outlet. 

A typical streamline pattern for the liquid flow 
through the poppet valve is presented in Figure 3. 
Three main vortices are developed in the poppet 
valve chamber. The first two vortices, V1 and V2 
are rotating counterclockwise and clockwise, 
respectively, and are generated on the left-hand side 
and right-hand side, respectively, of the liquid jet 
issued from the poppet-seat opening. The third 
vortex, V3, is generated beyond the valve chamber, 
in the outflow channel. Such a qualitative analysis 
of the flow field has been performed also by Dietze 
[7], who used flow visualization to validate the 
numerical results, i.e. the streamline pattern. 
However, Dietze does not provide a quantitative 
description of the velocity and pressure fields 
details. 

 

Figure 3. Streamline pattern in meridian half-
plane for a conical poppet valve. 

Despite the complicated flow pattern, a 
relatively simple model can be developed to 
describe the velocity and pressure distribution 
inside the vortex. 

This model, is inspired from the unsteady line 
vortex diffusion model [12], and has been validated 
with numerical data for poppet valve flows. Our 
model uses three parameters to describe the radial 
distribution of the angular velocity ( )rΩ  (half the 
curl of velocity), tangential velocity v(r) and 
pressure p(r) inside the vortex, namely the 
characteristic vortex angular velocity 0Ω , the 
characteristic vortex radius rv, and the pressure at 
the vortex center (in meridional half plane) p0. 

Inside the vortex we consider a flow with 
circular streamlines [12, p.201] corresponding to 

Figures 2 and 3. With r the radius measured from 
the vortex center (Figure 3) and no θ  dependence, 
our model should establish the vorticity ( )rω , 
tangential velocity v(r) and pressure p(r) functions. 

Let us consider now a two dimensional 
unsteady flow, initially having zero vorticity 
everywhere except at the axis 0r =  where there is 
a line vortex of strength Γ. This is the so-called free 
vortex, with the same circulation Γ round all circles 
centered on the axis, and )2/( rv πΓ= . If at t=0 the 
flow stops at the axis, for a viscous fluid with 
kinematical viscosity ν the vorticity will be diffused 
radially away [12, p.201], 
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Starting with this unsteady line vortex diffusion 

model, we develop a model for the steady vortex 
flow in the poppet valve chamber. A series 
expansion of (2) with respect to r gives 

                                                   
( ) ( )3

8
1, rr

t
trv Ο+

πν
Γ

= ,     (3)

 
showing a rigid-body rotation for small r. If 0Ω is 
the angular velocity for this motion, then 
 

[ ]s
t

/1
8
1

0 πν
Γ

=Ω .      (4)

 
On the other hand, the quantity tν4 has the 

dimension of length squared, therefore it can be 
replaced with a characteristic vortex radius, 
squared, i.e. 
 

[ ]mtrV ν= 4 .     (5)

Using the two parameters, 0Ω  and vr , we can 
rewrite the equations (1) and (2) for a steady vortex 
flow: 

 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−Ω=Ω

2

2

0 exp
Vr
rr , 
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 (6) (7) 
The radial pressure distribution is obtained 

after integrating the radial component of the 
momentum equation, 
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with ρ the fluid density and )0(0 == rpp the 
pressure at the vortex axis. It results, 
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where Ei1 denotes the exponential integral of degree 
1, 
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∫
∞ −

=
1

1
exp dt

t
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The power series representation of (6), (7) and 

(9) near the vortex axis is: 
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which suggests the following dimensionless form 
for the angular velocity Ω , tangential velocity 
v and pressure p : 

0/)( ΩΩ=Ω r     (14)
 

)/()( 0 vrrvv Ω=     (15)
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                                                (13) 
and the dimensionless radius vrrr /= . The 
equations (6), (7) and (9) can be written now in 
dimensionless form as: 
 

)exp( 2r−=Ω     (17)
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A simplified vortex model can also be built by 

considering a pure rigid body (forced vortex) 
motion for vrr ≤≤0 , followed by a free vortex 
motion for vrr > . This model is described in Table 
1. 

         Table 1. Simplified vortex model 

 1≤r  1>r  
Ω  1  0  
v  r  r/1  
p  2r  2/12 r−  

 
 Figures 4, 5 and 6 show the comparison 
between the vortex model described by (17), (18) 
and (19), and the simplified model given in Table 1. 

Figure 4. Radial distribution for the angular 
velocity, according to equation 17 (solid line), 
and the simplified model (dashed line), 
respectively. 

 It can bee seen that the crude 
approximation for Ω  and v  (dashed curves) can 
reproduce the correct asymptotic behaviors for 

0→r  and ∞→r . On the other hand, the 
asymptotic value for the dimensionless pressure p  
as ∞→r  gives a value of )2ln(2  from equation 
(19), while the simplified model gives a larger value 
of 2. However, the simplified model gives an useful 
interpretation for the characteristic vortex radius vr , 
which according to Figure 5 can be considered as a 
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fictious boundary between the inner forced vortex 
and the outer free vortex. 
 

Figure 5. Radial distribution for the tangential 
velocity, according to equation 18, (solid line), 
and the simplified model (dashed line), 
respectively. 

In conclusion, the vortex model introduced in this 
paper uses three parameters 0Ω , vr  and 0p  for 
describing the radial variation of the angular 
velocity, tangential velocity and pressure. 

Figure 6. Radial distribution for the pressure, 
according to equation 19, (solid line), and the 
simplified model (dashed line), respectively. 

If we add the vortex center position in the 
meridian half plane, we obtain a complete and 
concise picture of the flow in the poppet valve 
chamber. The main advantage of this model shows 
up when conducting a parametric study of the flow 
in the poppet valve. Instead of getting only 
qualitative conclusions from the streamline pattern, 
or using only global quantities, our model allows an 
engineering analysis of the flow field details. 

3. VORTEX MODEL VALIDATION 
In order to validate the vortex model described 

by Equations (6), (7), (9) we consider the numerical 
results for the main vortex for the operating 
pressure drop barp 6=∆  (Figure 7).  

 

Figure 7. Streamline pattern in the meridian 
half-plane for a poppet valve with operating 
pressure drop barp 6=∆ . 

Circumferencial average values for the angular 
velocity Ω , tangential velocity v , and pressure p , 
are obtained by averaging numerical results and are 
presented as points in Figures 8, 9 and 10, 
respectively.  

 
Figure 8. Radial distribution for the angular 
velocity inside the main vortex from the figure 
4. barp 6=∆ . 

The three model parameters, 0Ω , vr  and 0p  
are obtained as follows. The numerical data for 
velocity, Figure 10, are approximated with equation 
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(3) using the least squares method. The fit 
parameters are 0Ω  and vr . 

 

Figure 9. Radial distribution for the tangential 
velocity inside the main vortex from figure 5. 

barp 6=∆ . 

The particular example considered in the paper 
corresponds to a poppet valve with 22 mm inlet 
diameter, 450 poppet angle and h=2 mm poppet 
displacement. For a operating pressure drop 

barp 6=∆ , the main vortex center (in the 
meridian half plane, Figure 7) is located at 
X=0.0745 m, R=0.0573 m. After fitting Eq. (7) 
through numerical data from Figure 9, we get 

1
0 7,953 −=Ω s and mrv 00892.0= . With these 

values, Eq. (9) obviously correctly describes the 
numerical angular velocity data from Figure 8. The 
minimum vortex pressure, p0, is simply determined 
as the value at the vortex center. With this value, 
Eq. (9) accurately describe the radial pressure 
distribution, as shown in Figure 10. 

 

Figure 10. Radial distribution of the absolute 
pressure inside the main vortex from figure 6. 

barp 6=∆ . 

The simplified model, which considers a rigid-
body rotation for vrr < , can be considered 

acceptable only in the neighborhood of the vortex 
center. On the other hand, it has been observed that 
the circular streamline approximation is generally 
valid up to vrr = . Thus, we can introduce a 
simplified vortex representation as a circle of radius 

vr and study of vortex position and radial extension 
as function of poppet displacement [6].  

Table 2 show numerical results for angular 
velocity 0Ω  and tangential velocity vr . The first 
approximation correspond to the velocity field 
average and the second value corresponde to the 
pressure field average. Analysisng both numerical 
value for angular and tangential velocity conclude 
that the results is same for both approximations.  

Table 2. Vortex V1 characteristic parameters 

p∆  
[bar] 

0Ω  
[1/s] 

vr  
[mm] 

0p  
[Pa] 

x  
[mm] 

R  
[mm] 

6 953.7 
923.3 

8.92 
9.29 

-33804 74.5 57.3 

4. CONCLUSIONS 
A numerical investigation has been performed 

for a typical axi-symmetrical poppet valve 
geometry. Although the geometry is axi-symmetric, 
the computations have been done by assuming the 
flow to be axi-symmetric as well (2D), or by 
assuming a full 3D flow.  

The paper presents a numerical investigation of 
the flow inside a poppet valve. For typical poppet 
valve geometry, an axisymmetric computational 
domain is assumed, with pressure inlet/outlet 
boundary conditions, and a steady flow solution is 
computed.   

An original model, developed by the authors, is 
presented for describing the vortex flow inside the 
poppet chamber. Our model can provide a concise 
quantitative description of the radial distribution for 
the angular velocity, tangential velocity and 
pressure inside the vortex. A simplified model is 
also introduced to provide a physical interpretation 
of the vortex characteristic radius. The vortex 
model is validated using numerical data obtained 
with the commercial code FLUENT [13]. When 
atmospheric pressure is prescribed on the outlet 
section, large regions inside the poppet valve 
chamber have negative absolute pressure. This is 
the result of using the Navier-Stokes equation for 
the incompressible viscous flow, where the pressure 
is defined up to an additive constant. From physical 
viewpoint, when the pressure drops below the 
vaporization pressure cavitation occurs.  

In conclusion, we are able to give a concise 
description of the vortex flow, thus making possible 
a parametric study with the aim of optimizing the 
geometry. 
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ABSTRACT 
The new method of  calculation of transient 

flows in the  hydraulic  long  pipes is presented in 
the paper. The method bases on more accurate 
equations for modeling non-stationary  friction  of 
fluid in closed pipes. The changes in time of fluid  
velocities in radial direction are introduced to the 
new 2D equations of motion. Owing to that  the 
dissipation of fluid  mechanical energy can be better 
calculated. The variability of  wall shear stress has 
been expressed as a convolution integral of fluid 
acceleration and a weighting function. The  
weighting function of this  convolution integral  
depends on previous changes of  fluid  average 
velocity in pipe cross-section.  Additionally,  the 
function depends also on Reynolds number in case 
of turbulent flow. These new relationships have 
been applied for mathematical modeling of  
harmonic pulsating  flow  as well as  for water 
hammer. The results of numeric calculations have 
been compared to experimental results. It has been 
shown that  calculations allowing for variation of 
friction resistance yield better approximation of the 
results of real experiment than those obtained for 
the constant friction resistance. 

Keywords: hydraulic long pipe, unsteady flow, 
friction losses, transient flow equations  

NOMENCLATURE 
co   [ms-1]  acoustic wave speed 
p=p(z,t) [kg m-1 s2] average pressure in the 
      pipe cross-section 
t   [s]   time 

2R/tt̂ ν=  [-]   dimensionless time 
vz   [ms-1]  axial velocity 
v = v(z,t) [ms-1]  average flow velocity in 
       the pipe cross-section 
w   [-]    weighting function 
z   [m]   distance along pipe axis 
L   [-]    pipe length 
Q   [m3/s-1]  discharge 
R   [m]   radius of pipe 

Re   [-]   Reynolds number 
µ   [kgm-1s-1] dynamic viscosity 
ν   [m2s-1]  kinematic viscosity 
λ   [-]   Darcy–Weisbach friction  
      factor 
ρ0   [kg m-3] fluid density (constant) 
τw   [kgm-1s-2]] wall shear stress 
τwq   [k m-1 s-2] wall shear stress for  
      quasi – steady flow 
τwu   [k m-1 s-2] unsteady wall shear stress 
ω    [s-1]  angular velocity 
Ω =ωR2/ν [-]   dimensionless frequency 

1. INTRODUCTION 
The  domain of research in fluid transient flow 

in  pipes is extremely wide and comprises, among  
variety of others, such phenomena like dissipation 
of fluid mechanical energy,  cavitation (including 
problem of column separation), and the pipe wall 
deformation (so-called fluid-structure interaction). 
The present paper deals with mathematical models 
of flow resistance in pipes and is aimed at their 
applications in calculation and simulation of 
dynamical phenomena occurring in systems with  
long hydraulic pipeline. 

The commonly used quasi-steady, one-
dimensional (1D) model of losses, where the wall 
shear stress is approximated using Darcy-Weisbach 
formula is valid only for relatively slow velocity 
changes in pipe cross-sections, i.e. for small 
accelerations, or low frequencies of pulsating flow, 
or  in case of  considerations of first wave cycle of 
water-hammer phenomenon. The dissipation of 
fluid  mechanical energy caused by time – variable  
gradient of radial velocity is not taken into account 
in 1D model.  

There are two classes of models where 
unsteady friction losses are taken into account. The  
models belonging to the first class  suppose that  
wall shear stress associated with unsteady friction 
term is proportional to instantaneous local 
acceleration (Daily et al. [1], Carrtens and Roller 
[2], Sawfat and Polder [3]). The popular model of 
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Brunone at al. [4] also belongs to that class of 
models. The unsteady friction term of the 
Brunone’s model is expressed as the sum of two 
components: the first is proportional to 
instantaneous local acceleration, the second one is 
proportional to instantaneous convective 
acceleration.  

The more contemporary models, which belong 
to the second class,  assume that unsteady wall 
shear stress term depends on past flow 
accelerations, thus they are better theoretically  
based. Those models use the 2D equation of  
motion, which makes that time-variable distribution 
of velocity field in pipe cross-section is not 
neglected. Zielke [5] was the first, who proposed 
such an advanced  model for laminar flows.  The 
wall shear stress in Zielke’s model depends on 
instantaneous pipe flow accelerations and a function 
weighting the past changes of velocity. In case of 
transient  turbulent flow  the models of friction 
losses  are usually based on distribution of eddy 
viscosity in  pipe cross – section, but  this 
distribution is assumed to be the same as for steady 
flow. The two-layer model of Vardy and Brown [6] 
and four-layer model of Zarzycki [7,8] just fit to 
idea presented above. Recently Vardy and Brown 
[9] proposed the new model for turbulent viscosity 
(so-called idealized viscosity distribution model)  
describing  flow through the rough pipe.  

The application of non-stationary models of 
friction to simulation of transient phenomena in 
pipelines poses a difficult task.  The  large memory 
of the computer is required  for  implementation of 
traditional Zielke’s method [5] and calculations are 
extremely time-consuming. That is why Trikha 
[10], and then Suzuki [11], and  finally Schohl [12] 
tried to improve the Zielke’s method to make it 
more efficient.  For non-stationary turbulent flow 
Rahl and Barlamond [13], and then team Ghidaoui - 
Mansour [14] have applied the model of Vardy to 
simulation of water-hammer phenomenon. 
Nevertheless, despite of some improvements, the 
accuracy and efficiency of calculations are not 
satisfying till now. 

The method described in current paper presents 
a contribution to the second class of models because 
it deals with unsteady friction losses. The basic 
differential equations for unsteady flow are  
formulated  in Section 2.  It is shown, that one has 
to assume the suitable form of weighting function  
in order to solve the equations system mentioned 
above. Problems associated with weighting  
function are considered in Section 3. The two 
mathematical  models for calculation purposes are 
described in Section 4. These models can be applied 
to the two basic forms of non-stationary flows, i.e. 
(i) to that associated with water-hammer 
phenomenon, and (ii) to that describing 
harmonically changing flow. The new form of 
weighting function has been introduced to both 

models. The calculation results obtained by means 
of those new formulae are gathered in Section 5. It 
is showed in Section 5 that these calculation results 
are more accurate comparing them to results yielded 
for constant value of the hydraulic friction 
coefficient. 

2. BASIC EQUATIONS 
Unsteady  flow of fluid in pipes can be 

represented by two hyperbolic partial differential 
equations of the momentum and continuity [7,15]: 
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For unsteady flow in pipe, the shear stress on 

the wall τw is assumed to be the sum of two 
components: the quasi – steady state component τwq 
and an unsteady state component τwu. For turbulent 
and for laminar unsteady flows the total shear stress 
τw at the pipe wall may be defined as follows 
[10,11,16]  
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where u is time used in convolution integral.  

Eq. (3) relates the wall shear stress to the 
instantaneous average velocity and to the weighted 
past velocity changes. The first component in the 
equation presents the quasi – steady component of 
wall shear stress while the second one is the 
contribution due to the flow unsteadiness. 

Eqs. (1) to (3) constitute a closed system of 
nonlinear hyperbolic integro-partial differential 
equations with Volterra kernel. The nonlinearity is 
caused also by the Darcy – Weisbach friction factor 
λ, which depends on unknown instantaneous 
velocity v. The friction factor λ depends on 
Reynolds number according to the known Prandtl 
formulae: 

 

( ) 8.0Reln869.01
−= λ

λ
 (4) 

 
or, alternatively, for laminar flow: 
 

Re
64

=λ  (5) 

 
To solve Eqs. (1) to (3) one should put the  

respective  form of weighting  function to  Eq. (3).  
The next Section deals with this problem.  
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3. THE WEIGHTING FUNCTION MODEL 
The accuracy and duration time of calculation 

process depend on form of the weighting function. 
For example, the  weighting function in Schol’s 
model [12] for laminar flows has got the following 
form: 
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where: t̂  - dimensionless time, m1 = 1.051, m2 = 
2.358, m3 = 9.021, m4 = 29.47, m5 = 79.55, n1 = 
26.65, n2 = 100, n3 = 669.6, n4  = 6497, n5 = 57990.  

The other form of weighting function has been 
proposed by Zarzycki[18,17]: 
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where: C1 = 0.2812; C2 = -1.5821; m = 8.8553. 

For turbulent flows the following Vardy formula 

[6] has been proposed: 
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where:   

*C = 12.86/ κRe ; κ = 10log (15.29/ 0567,0Re ). 
The formula of Zarzycki [7,8] for turbulent flow has 
got the simplest form: 
 

t
Ctw n

ˆ
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where: C = 0.299635, n = -0.005535. 

The formulae (8) and (9) are rather 
inconvenient for numeric calculations and for 
computer simulation [10,12]. Furthermore, they 
lose usefulness  for t=0 (divider is equal to 0!). To  
overcome these inconveniences Zarzycki and 
Kudźma [16] have proposed  the so-called effective 
model of shear stress: 
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where: A1 = 152.3936, A2 = 414.8145, A3 = 328.2, 
A4 = 640.2165, A5 = 58.51351, A6 = 17.10735, b1 = 
207569.7, b2 = 6316096, b3 = 1464649, b4 = 
15512625, b5 = 17790.69, b6 = 477.887, c1 = -
1,5125, c2 = 0.003264, c3 = 2.55888. 

The  next  Section   deals with  application  of  
expression (10) to calculation of non-stationary 
flows  

4. THE INTRODUCTION OF NEW 
MODEL OF FRICTION LOSSES TO 
EQUATIONS FOR NON-STATIONARY 
FLOW 

The  following two models of non-stationary 
flows are presented in current Section: the first one 
holds for water–hammer phenomenon and the 
second is associated with harmonically pulsating 
flow.  

4.1. The case of water-hammer 
phenomenon. 

It is known, that hyperbolic Eqs.(1), (2) can be 
solved using the  method of characteristics [14]. It  
yields the system of ordinary differential equations: 
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The grid of characteristics is shown in Figure 1.  
 

 
Figure1.  The grid of characteristics 
Simplifying the above equation system by 
introduction of finite differences one obtains the 
following  recurrence formulae: 
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where:  i = 2, 3, ...h , k = 1, 2, … n , m – number of 
time steps, h – number representing the assumed 
amount of   pipeline sections . 
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According to Ohmi at al.  [19] the critical Reynolds 
number for unsteady flow is equal to: 
 

Ω800Re =c  (18) 
 
Let us note, that weighting coefficients (10) are put 

into Eq.(17). 

4.2. The  harmonically  pulsating flow. 
 The mathematical model of this kind of flow is 
more complicated. The simplified scheme of the 
system with long pipe-line is shown in Figure 2. 
The hydraulic long line H is connected with flow 
generator G by means of  an intermediate element 
A and with  load O (for example it can be a 
hydraulic engine) by means of an element B. 
 

 
Figure2. The scheme of  drive system with 
hydraulic long line  

Thus, the considered hydraulic system can be 
treated as a complex one-port element composed of 
two-port elements represented by transmittance 
matrixes A,H and B respectively. The load O is 
represented by  impedance Zk  (see Figure 3). 

 

 
Figure3. The complex  one - port drive system 
with hydraulic long line  
The matrix transmittance of the system can be 
written in the form: 
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The matrix H for harmonic excitations can be 
expressed in the form [7,8]: 
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The operator L appearing in the above formulae 
denotes the Laplace’s transform and R0 – is the 
constant resistance.  If weighting function is known, 
then coefficients b1 and b2 can be determined 
uniquely. Consequently, elements of transmittances 
of transfer function  of hydraulic long line H  can be 
determined as well.  
Using (6) for laminar flow one obtains: 
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

⋅⋅+= ∑
=

5

1
1 24

i i

i

nj
mjreb

Ω
Ω  (21a) 

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

⋅⋅+= ∑
=

5

1
2 24

i i

i

nj
mjimb

Ω
Ω  (21b) 

 
Using (10) for  turbulent flow one obtains: 
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The results of computer simulations  basing on the 
above dependencies are presented in the following 
Section 5. 

5. THE EXAMPLARY RESULTS OF 
COMPUTER SIMULATIONS 

5.1. The case of water-hammer 
phenomenon. 
 The simulation has been carried out for  
parameters taken from [19]. The reason of such 
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choice is very pragmatic, because in this paper the 
exact results of physical experiments are presented. 

The simulation have  been carried out for  the  
following parameters of system: 
- the length  of  hydraulic long line L =33160 m 
- the  internal  pipe diameter  d= 0,152 m 

- the velocity of sound propagation in fluid co= 
=1260 m/s 

- the  initial velocity of fluid flow v= 0.332 m/s 

- fluid density:  860 kg/m3 

- the fluid kinematic  viscosity:  7.42 . 10-6 m2/s 

- the value of  Reynolds number (under initial 
conditions) Reom=2Rvo/ν = 6792 

- the critical value of  Reynolds number  Rec = 
5460 

The results of numeric calculations for various  
models and experimental results are shown in 
Figure 4.  

 

 
Figure 4.  The comparison of measured and 
calculated values of pressure changes  in case of 
water-hammer 

5.2. The simulation of characteristics in 
frequency domain. 

The  respective calculations  with use of  models 
for  variable hydraulic resistances  have been done 
in order to check accuracy of  evaluation   of 
frequency characteristics. The exemplary  
calculations of frequency characteristics of pressure   
have been done for simple  hydraulic system 
described in [20].  The system was comprised a 
long copper pipe. Its parameters are as follows: 
internal diameter d=0,008m, length L=15m, the 
wall thickness g=0,001m, the average value of  flow 
discharge Q = 8dcm3/min, the average pressure at 
the  pipe end i.e. directly before the downstream 
valve -  p2 = 4,6 Mpa. The fluid was hydraulic oil of 
kinematic viscosity v=23cSt, density ρο = 850 
kg/m3, bulk modulus of oil elasticity was β = 
1400Mpa. The hydraulic resistance of the 
downstream was constant. Excitations  in form of 
sine waves were generated by means of an electro-
hydraulic amplifier. The calculations were carried 
out for  Zk =2, where Zk is dimensionless,  
linearized impedance of the valve. If one assumes 
small deviations of pressure angular frequency in 
relation to its average value then above simplifying 
assumption yields sufficient accuracy of 
calculations. Determination of the frequency 

characteristic p2/p1 at input cross-section of the long 
pipeline was the objective of calculations.  

The frequency characteristics calculated for 
constant and variable  hydraulic frictions are shown 
in Figure 5. It can be seen  that  calculation results 
obtained for non-stationary models of fluid friction  
are more close to experimental results than those  
yielded for constant friction coefficient. 

 

f  [Hz]

- dane doświadczalne

- niestacjonarny model tarcia 
- quasi – ustalony model tarcia ( )

( )ω
ω

=
j,0P
j,LPM

f  [Hz]

- dane doświadczalne

- niestacjonarny model tarcia 
- quasi – ustalony model tarcia 

f  [Hz]

- eksperimental date

- unsteady  resistance
- quasi – steady  resinstance( )

( )ω
ω

=
j,0P
j,LPM

 
Figure 5 The comparison of frequency 
characteristics of system with long pipeline 
obtained from experiments to those obtained by 
calculations  

6. CONCLUSIONS 
The new method for calculating transients in 

hydraulic long pipelines has been proposed. The 
novelty of presented method consists in substitution 
of quasi-steady loses of friction in pipelines by a 
new mathematical formulae for non-stationary 
friction. The comparison of results  of numerical 
simulation of water hammer phenomenon to 
experimental results  shows clearly that the non-
stationary model is better in terms of accuracy.   
The similar conclusion can be formulated in case of   
pulsating flow calculations. Hence, it can be 
claimed that proposed method is satisfactory 
accurate for calculations of friction losses  in non-
stationary flows. The better accuracy of results is, 
however, gained at the expence of calculation 
amount. 

 It should be noticed,  that besides of  good 
approximation of amplitudes and frequencies  of 
pressure changes due to application of non-
stationary friction model  one  obtains still  
possibility of  almost exact mapping of pressure 
wave forms. This feature is especially important for  
investigation of attenuation of pressure waves.  
Currently the authors still look for more and more 
effective methods for calculations of friction losses  
in non-stationary flows. The latest results are going 
to be presented at CMFF’06 Conference. 
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ABSTRACT  
Swirling turbulent flow in a long straight 

circular pipe was investigated both experimentally 
and numerically. The experimental investigations 
have been performed on special build up test 
facility. The transport equations for the Reynolds 
stresses are closed by the second-moment 
turbulence model. The special attention was paid to 
the model of pressure-strain-rate correlation as the 
most dominant transport term, regarding the 
swirling flow with appreciable streamline curvature. 
Referring to our previous calculation with the k-ε 
turbulence model, the downstream constrains up to 
z/R≈25, predicting a steady recovery, normally 
expected in “super-critical” conditions. In contrast, 
the presented second-moment closure for Reynolds 
stress turbulence model returns a steady decay in 
good accord with experiment. A comparison of the 
radial profiles of axial and circumferential velocity 
correctly mimics the depression of mixing, 
maintaining the sub-critical nature of the flow. A 
comparison of predicted Reynolds stresses to the 
experiment, not included because the experiments 
were not performed this type of measuring. It was 
found that the effects of complex strain fields are 
more correctly predicted using quasi-isotropic 
model of turbulence part of pressure-strain-rate, 
even in its linear, but invariance form, than tuning 
the model constants of degenerative isotropisation-
of-production model form of redistributive term.  

Keywords: swirling flow, turbulence modelling  

NOMENCLATURE 
Ci [-] turbulence model coefficients 
P [Pa] averaged pressure 
k [m2/s2] turbulence kinetic energy 
p [Pa] pressure fluctuation 
R [m] tube radius 

r [m] radial coordinate 
Q [m3/s] flow rate 
Ui [m/s] averaged velocity components 
ui [m/s] velocity fluctuation components 
U [m/s] axial velocity 
W [m/s] circumferential velocity 
z [m] axial coordinate 
ν [m2/s] kinematics viscosity 
µ [Pa⋅s] dynamic viscosity 
Γ [m2/s] circulation 
ε [m2/s3] dissipation rate of turbulence 
   kinetic energy 
ρ [kg/m3] air density 
 
Subscripts and Superscripts 
i,j,k space indices 
− time averaged 

1. INTRODUCTION  
One of the main characteristics of round 

swirling flow is the streamlines curve in helical 
paths. The effects on the turbulence structure are no 
less interesting and influential than those of 
longitudinal curvature, although they appear to have 
received less attention from modelers and 
experimenters alike. Referring to our previous 
calculation with the k-ε turbulence model, the 
downstream constrains up to z/R≈25, predicting a 
steady recovery, normally expected in “super-
critical” conditions. In contrast, the presented 
second-moment closure for Reynolds stress 
turbulence model returns a steady decay in good 
accord with experiment. We have referred to 
Launder and Morse [6] work. The authors recognize 
that “major changes are needed in modeling the 
mean-strain contribution to the pressure-strain 
correlation”, but they did not produce any general 
proposals. Gibson and Younis [3] showed that 
significant improvement could be obtained from the 
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Isotropisation-of-Production model (IPM) of 
pressure-strain term when the model constants have 
to be adjusted to give relatively less weight to the 
mean-strain component, and more to the turbulence 
component. However, this proposal can not be 
treated as a general improvement of IPM pressure-
strain correlation model, so it should better to 
follow more complex second-moment turbulence 

model, namely Quasi-Isotropic Model (QIM) that is 
used in the study. 

2. EXPERIMENTAL INVESTIGATION 
The experimental investigations have been 

performed on special build up test facility in 
Laboratory for hydraulic machinery on Faculty for 
Mechanical Engineering, University of Belgrade 
(Fig. 1).  

 

 
 

Figure 1. Experimental test facility. 
 

 The mean parts of the test facility are: straight 
pipe section of 21.6 [m] length and 21.6 [mm] inner 
diameter (1); tube axial flow fan with adjustable 
impeller blades (2); radial booster fan (3), 
measuring flow rate device (4) and flow regulating 
valve (5). The swirl flow is produced by axial fan. 
Cross sections, designated with numbers 0 to 5 on 
Fig. 1, show the places were the measurement pf 
velocities and pressures are performed. For 
measurement inside the pipe, Conrad 3D probe is 
used. The measurements for the Reynolds number, 

51094 ⋅= .Re , and swirling flow parameter, 
74800 .=Ω  are performed. The Re  and 0Ω  are 

experimentally obtained [2], using formulas: 
ν/Re DUm= and m0 RQ ΓΩ /= , where R2D =  is 

the pipe diameter, ν -kinematics viscosity, mU - 
mean velocity, Q- flow rate and mΓ - averaged 
circulation. These parameters are calculated by: 
 

∫ ⋅⋅=
R

0

drrU2Q π         (1) 

2
m R/QU π=          (2) 

∫ ⋅= drWUr
Q

4 2
2

m
πΓ         (3) 

 
where U  and W  are axial and circumferential 
velocities, respectively.  

3. MATHEMATICAL MODEL 
 The averaged transport equations of mass and 
momentum conservation could be written by usual 
manner as follows: 

 
0)U( jj,0 =∂+∂ ρρ         (4) 

)]uuUU([P

)U(U)U(

jiji,ij,j,i,

ij,ji0

ρµ

ρρ

−∂+∂∂+∂−

=∂+∂
 (5) 

 
 It is well known that as a result of the time 
averaging, additional unknown terms have been 
introduced in the momentum Eq. (5) declared as the 
Reynolds stress tensor ( jiuuρ− ). In order to close 
the system of averaged Eqs. (4)-(5) it is necessary 
to deduce the Reynolds stress tensor. The exact 
kinematics variant of Reynolds stresses transport 
equations can be written as [5]: 
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where: ijL  - local rate of change, ijC  - convective 

transport, p
ijij

t
ijij DDDD ++= ν  - diffusive transport 

by turbulent convection, molecular viscosity and 
fluctuating pressure, respectively, ijΦ  - pressure-

strain rate, ijP  - stress production rate and ijε  - 
dissipation rate. In order to resolve the closure 
problem, the terms t

ijD , p
ijD , ijΦ  and ijε  have to 

be modeled.  
The methodology for t

ijD , p
ijD  and ijε  

modelling can be found in reference [5] therefore it 
has not been subject of our considerations. 
However, the principal difficulty in closing the 
Reynolds stress equations is in modeling the 
velocity-pressure-gradient correlation. It has a 
dominated influence to the swirl flow, therefore it 
was the mean issue of the our study.   

From the Eq. (6), it is customary to separate 
pressure transport by writing, 

 

)uu(p

)pupu(pupu

ji,ij,

ijkjikk,i,jj,i
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+=+
      (7) 

 
where the last term, the pressure-strain correlation, 
has zero trace and is responsible for inter-
component energy transfer. The exact expression 
for the pressure-strain correlation at some point 0x  

may be written as [5]: 
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In the above expression terms without superscript 
are evaluated at point with position vector 

0
x , 

while those with a prime superscript are evaluated 
at the point with the position vector ( xx

0
+ ). Term 

ijS  is a surface integral which can be negligible 
away from the vicinity of a solid boundary. This 
result suggests that the redistributive part of the 
pressure terms in (8) should also consist of 
turbulence ( 1ij,Φ ) and rapid ( 2ij ,Φ ) components 
that can be modeled separately. Nearly every 
worker who has made closure approximations for 
Reynolds stress turbulence model has adopted 
Rotta’s proposal for 1ij,Φ :  
 

)()/()(, kuukC ij3
2

ji11jiij1ij δεΦΦΦ −−=+=       (9) 
 
where 51C1 .=  and, ii2

1 uuk =  and ε are the 
turbulence kinetic energy and its dissipation rate, 
respectively. According to (9), the sign of 1ij ,Φ  is 
always such as to promote a change towards 
turbulence isotropy, its magnitude being 
proportional to the local level of anisotropy. 
Considering the second part of the pressure-strain 
term 2ij ,Φ , it is noted that if the turbulence were 

homogeneous, the term 2ij ,Φ  could be expressed 
following the Launder-Reece-Rodi [5] proposal, as: 
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where: 
 

40C2 .= ,  
)( ,, ikkjjkkiij UuuUuuP ∂∂ +−= , 

)( kikjkjkiij UuuUuuD ∂∂ +−= , and  

ijji UuuP ∂−= .  
 
Term (10) is refereed as Quasi-Isotropic Model 
(QIM).  

Since each of the three groups of terms on the 
right side of Eq. (10) vanishes under contraction of 
indices, one may discard either one or two of the 
groups without removing the essential property that 
the term as a whole should be redistributive in 
character, but without satisfying the symmetry 
constrain. This implies that Eq. (10) has not 
invariance form, and will be sensitive to the 
coordinate system. The first group on the right-side 
of Eq. (10) turns out to be the dominant one [5]: 

 
)(, ij3

2
ij2ij PP δγΦ −−=         (11) 

 
where 60.=γ . Term (11) is the counterpart of 
Rotta’s proposal for 1ij ,Φ : as Rotta’s term acts to 
diminish the anisotropy of the stress field so, 
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according to (11), ( 2ji2ij ,, ΦΦ + ) tends to isotropize 
the turbulence production tensor. It is the reason 
that this model is refereed as Isotropisation-of-
Production Model (IPM).  

The wall-reflection term wij,Φ  could be 
accepted for both models by [4]: 
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]()([
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where 2x  is distance to the wall. 

Finally, the second-moment turbulence model 
can be summarized as following [5]: 
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The second order closure problem is closed by 
transport equation for turbulence dissipation rate 
[5]:  
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where: 
 

22.0Cs = , 15.0C =ε , 45.1C 1 =ε , 9.1C 1 =ε   
 
and ki0 UDt/D ∂∂ +=  is the substantial 
derivative. 

4. COMPUTATIONAL DETAILS 
 It is instructive to note that swirl flow is highly 
unusual, for swirl decay very slowly, with 
circumferential velocity - W (Fig.3) profiles 
indicating a tendency towards solid-body-type 
rotation, while the axial centerline velocity - U 
(Fig.2) diminishes continuously rather than 
recovers, with a trend towards reversal far 
downstream. In such conditions, curvature is 
expected to severely attenuate turbulence and to 
inhibit radial diffusion. This type of flow has been 
termed “sub-critical”. Referring to our previous 
calculation with the k-ε turbulence model [1], it can 
be noted that the k-ε model “resists”, or more 
accurately tends to “ignore”, the downstream 
constrains up to z/R≈25, predicting a steady 
recovery, normally expected in “super-critical” 
conditions. In contrast, the QIM second-moment 
closure for Reynolds stress turbulence model 
returns a steady decay in good accord with 
experiment. A comparison of the radial profiles of 

axial and circumferential velocity in Fig. 2 and Fig. 
3., respectively, clearly shows correctly mimics the 
depression of mixing, maintaining the sub-critical 
nature of the flow. A comparison of predicted 
Reynolds stresses profiles (Fig. 4) to the 
experiment, not included because the experiments 
were not performed this type of measuring. 
Comparing to the experimental data given by Hogg 
and Leschziner [4] for the similar swirl flow, the 
predicted Reynolds stresses show the same 
behavior, with the adequate redistribution level. 
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Figure 2. Axial velocity profiles.   
 

5. CONCLUDING REMARKS 
Defects in the IPM representation of turbulence 

stress transport have led us to use exclusively full 
QIM of Reynolds stress rather than IPM one. 
Significance of pressure-strain-rate correlation 
model is pointed in the swirling flows with 
appreciable streamline curvature. It was found that 
the effects of complex strain fields are more 
correctly predicted using QIM of turbulence part of 
pressure-strain-rate, even in its linear, but 
invariance form, than tuning the model constants of 
degenerative IPM form of redistributive term [3]. 
There are indications that benefits arise here too 
when viscous transport contributes decisively to the 
overall balance in the presence of appreciable 
streamline curvature. 
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Figure 3. Circumferential velocity profiles. 
 
 

 
 

 

 
 

 
 

 
 

 
 

Figure 4. Reynolds stress components profiles. 
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ABSTRACT 

Usually design recommendations for evapora-

tors are based on experiments. However, the value 

of the added mass coefficients of objects in vorticity 

flows is the same as those in inviscid flow. This gi-

ves the possibility to apply analytical modelling to 

the hydrodynamics of bubbles in evaporator tubes, 

and to draw conclusions with regard to tube design. 

It is shown that a swirl should be created in vertical 

tubes with up-flow, since hydrodynamic lift forces 

drive bubbles, once detached from the wall, back 

towards the wall. So-called rifled tubes create this 

swirl, and the geometry of rifled tubes is therefore 

studied in some detail. A combination of CFD mo-

delling and analytical modelling is applied, the lat-

ter using a Lagrangian approach. The full added 

mass tensor for both growing, truncated spheres on 

a plane wall and for deforming, detached spheres in 

the vicinity of such a wall is presented as a function 

of the governing geometrical parameter. Explicit 

expressions for the hydrodynamic forces are given, 

in particular  for the contributions to the inertia lift 

force normal to the wall. This force hampers bubble 

migration. Design recommendations for rifled tubes 

are given. 

Keywords: bubble detachment, rifled tube, tube 

design, added mass, hydrodynamic forces, 

potential flow  

NOMENCLATURE 

A [m2
] area 

b [N] body force normal to the wall 

F [N] force 

C [-] force coefficient 

g [m/s2
] acceleration due to gravity 

h [m] distance of centre to the wall 

p [Pa] pressure 

T [J] kinetic energy 

r [m] radius (of bubble foot) 

R [m] radius (of truncated sphere) 

t [s] time 

U [m/s] velocity normal to the wall 

U2 [m/s] velocity parallel to the wall 

v [m/s] velocity vector 

V [m3
] volume 

x [m] position vector 

α [-] added mass coefficient to U2 

α2 [-] added mass coefficient  to U2
2 

β [-] added mass coefficient 

θ [-] contact angle 

ρ [kg/m3
] mass density 

σ [N/m] surface tension coefficient 

ψ [-] added mass coefficient 

ω [s-1
] vorticity 

 

Subscripts and Superscripts 

 

L, b, w liquid, bubble, wall 

CM centre of mass 

foot bubble foot 

ω vorticity-related 

1. INTRODUCTION 

When the escape of volumes of a lighter phase 

from a heated wall is the most important phenome-

non for safe or optimal operation of a steam genera-

tor, the performance of a heat exchanger tube is lar-

gely determined by such quantities as the bubble si-

ze at detachment. Other parameters are given be-

low. In sub-critical conditions, high heat fluxes cor-

respond to boiling, whereas in supercritical flows 

high heat fluxes create turbulent patches that 

contain a relatively hot, lighter phase. Since 

conventionally fired electric power plants in part-

load usually operate at sub-critical conditions, the 

present study focuses at boiling. This study is about 

prediction tools that may assist in improving the 

design of rifled tubes (Figure 1).  

The advantage of a rifled evaporator tube is the 

presence of mechanisms that move bubbles, formed 

at the inner wall, towards the centre. An additional 

body force, induced by the swirling motion created 

by fluid flowing along helically shaped ribs (Fig. 1), 
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and the Coriolis force are created to this effect. 

However, existing correlations for bubble detach-

ment do not take these forces into account. In addi-

tion, the swirling motion induces a non-axial 

velocity component parallel to the wall, effectively 

increasing shear at places near the ribs. Would this 

velocity component promote bubble detachment 

and would it promote bubble escape from the wall 

after detachment? So the question arises how to 

account for the effect of swirl on bubble detachment 

and migration in simulations of two-phase flow in 

the complex 3D-geometry of a rifled tube. The 

present paper addresses this question (section 2). 

 

Figure 1 Piece of a rifled tube 

The main parameter that makes the difference 

between boiling in rifled and straight tubes with 

identical heating conditions (exchange area, heat 

flux, mass flow rate coolant) is expected to be the 

bubble detachment diameter, because other parame-

ters, such as 

• nucleation site density 

• bubble growth time for given detachment size 

• waiting time between consecutive bubbles at a 

nucleation site, 

are merely dependent on the velocity profile via the 

heating conditions [1,2]. In order to predict the bub-

ble detachment diameter, the forces exerted on the 

bubble should be known at all times during its 

growth. Previous modelling attempts usually 

suffered from a lack of knowledge of hydrodynamic 

lift and inertia forces, which gave rise to fit parame-

ters that had a large experimental uncertainty [3-6].  

At present, analytical solutions exist that pave the 

way towards analytical prediction of detachment ra-

dii [7-9]. This analysis is based on Lagrangian mo-

delling of the forces on the bubble. Main features 

are presented in section 2, where the effect that the 

bubble approach velocity component parallel to the 

wall has on both detachment and escape from the 

wall is highlighted. Also the effects of drag and of 

vorticity in the flow will be discussed. 

Even with a homogeneous heating at the outsi-

de, the single-phase heat flux at the inside of a rifled 

evaporator tube is inhomogeneous. The rifles act as 

fins that promote heat transfer and cause inhomoge-

neous wall temperatures. Thus, the occurrence of 

helically shaped rifles has two main consequences, 

apart from the increase in heat exchanging area for 

given outside diameter [10]: 

• swirl in the two-phase mixture is created that 

affects redistribution of heat in the flow, and 

• the heat transfer coefficient from the wall to the 

mixture is locally augmented.  

Since these mechanisms obviously affect boiling, 

optimisation of the geometry of a rifled evaporator 

tube is only possible if the helical structures are 

fully modelled. In view of the complexity of the 

geometry this necessitates the application of CFD. 

Vice-versa, local heating conditions are affected by 

boiling, which in principle would necessitate the 

accounting for a two-way coupling between the dis-

persed phase (vapour) and the fluid. It has been in-

vestigated what nowadays the possibilities are with 

straightforward extensions of commercially availa-

ble CFD packages [11]. Results of this are reported 

in section 3, where design recommendations for the 

geometry of rifled tubes will be given taking full 

advantage of the modelling results of section 2.  

2. PREDICTION OF BUBBLE DETACH-

MENT AND MIGRATION 

2.1. Vorticity considerations 

Two effects of rotational flow in a pipe, swirl, 

on single bubble detachment are: 

• An additional pressure gradient perpendicular 

to the tube wall is induced, and 

• A nonzero azimuthal mean flow component 

parallel to the wall is introduced. 

h

 

Figure 2. Schematic of the way the flow that ap-

proaches a bubble in the shape of a truncated 

sphere is split up in a uniform part plus a simple 

shear part.  

The result of the first effect is a buoyancy-like force 

normal to the wall that can easily be accounted for 

in the conventional way of dealing with gravity and 

buoyancy, see section 2.2. The second effect might 

lead to an increased lift force by an increase in 

vorticity and mean bubble approaching flow, as will 

now be explained. Any flow field that is approa-

ching a bubble, footed at a wall or not, can in first 

approximation be thought of as being composed of 

a uniform flow component plus a simple shear com-

ponent, in a way depicted in Figure 2. The simple 

shear component leads to a vorticity-induced lift 
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force that must be estimated from an expression for 

isolated bubbles like: 

 

LLL vvCρVF ωbω ××∇=  (1) 

 

Here Cω is  a Reynolds-dependent coefficient with a 

value that for bubbles in the vicinity of  a wall is 

expected to be close to 0.5 [4]. Bubble volume is Vb 
and ρ denotes mass density. Both the approach 

velocity, vL, and the curl of vL, the vorticity ω that 

occurs in the above expression, are in the present 

study estimated from single phase computations 

performed with CFD packages. The action of the 

vorticity lift force is negative in the sense that it 

drives a fully detached, spherical bubble towards 

the wall in upward, vertical flow. However, another 

important force component is the inertia lift force 

due to the homogeneous flow component that 

approaches a bubble that is growing at a wall (Fig. 

2). This contribution is modelled in section 2.2, and 

must be added to the force of Eq. (1), as will be 

discussed shortly. 

The vorticity fluctuations introduced by turbu-

lence are an order of magnitude less than the above 

simple shear component, and can be shown to have 

a negligible force contribution in boiling applicati-

ons. 

Existing correlations for the drag force 

coefficient are for flow situations when a fully 

developed wake downstream of the bubble is pre-

sent. A typical boiling bubble, on the contrary, 

grows in 3 ms from a radius of zero to one of 0.5 

mm. The wake is practically non-existent in this 

case and the vorticity generated at the bubble 

boundary is confined to a thin layer at the surface. 

Bubble growth is rapid, and known to be controlled 

by heat transfer from the thermal boundary layer 

and by inertia forces [1,2]. Surely in low-viscous 

fluids such as water, drag plays no role of 

importance [7]. Homogeneous flow over a bubble 

that is growing by boiling at a solid boundary is 

therefore a typical example of inviscid flow. It is 

modelled in section 2.2 as a potential flow with the 

aid of an Euler-Lagrange-Kirchhoff approach. The 

inertia forces to be considered are due to 

deformation of the bubble, due to motion of its 

centre-point and due to the uniform approaching 

flow component. The bubble size in high-pressure 

boiling is relatively small, so deformation is merely 

isotropic expansion. The bubble shape is therefore 

assumed to be that of a truncated sphere with radius 

R and distance h of the centre to the wall. 

Much work was expended in the decoupling of 

the basic force terms governing the motion of the 

centre point of a bubble. Howe [12] showed that 

when a body with a constant volume moves in a 

viscous, rotational flow at rest at infinity, the added 

mass force can be separated from the force due to 

vorticity. The added mass coefficients of bubbles 

computed for inviscid flow retain their value in 

flows with vorticity. This is an important result for 

which much other evidence exists, both numerical 

and analytical [14]. It would be beyond the scope of 

the present paper to discuss derivations in detail. 

The main conclusion, however, is that the added (or 

virtual) mass coefficients computed in section 2.2 

are generally applicable, and that the resulting 

inertia forces retain their values in viscous, 

rotational flows. The results of section 2.2 are 

therefore directly applicable to boiling in rifled 

tubes, and such an application will be performed in 

section 3. 

2.2. Analytical modelling of forces 

Ideally, bubble creation in boiling is fast, not 

hampered much by the slow mechanism of 

diffusion of heat, and bubbles are rapidly 

transported away from the evaporator tube wall 

towards the tube centre. In order to make this 

happen, hydrodynamic forces on bubbles have to be 

controlled or even invoked. A first and necessary 

step in the optimization of rifled tubes is therefore a 

precise knowledge of the hydrodynamic forces 

involved and of way to adjust them. 

The added mass of a bubble is a function of the 

shape of the bubble and of its distance to a wall. For 

example, the usual added mass α corresponding to 

velocity U can be defined from kinetic energy T 

with T /(ρL Vb)  = ½ α U2
. There are other added 

mass coefficients that account for expansion, or 

more complex deformation, and the connection of 

deformation to the motion of the centre-point. The 

resulting added mass tensor depends on distance to 

the wall and parameters describing the shape of the 

bubble, as will be shown below. If this dependency 

is known, the hydrodynamic inertia forces can all be 

computed, which is done in the present section. 

Vorticity in the approaching flow leads to a lift 

force that can be added to the inertia forces (section 

2.1). Also drag can be added, but is usually 

negligible (section 2.1).
 

Consider a bubble footed at a plane wall with 

rotational symmetry around the axis perpendicular 

to the wall through the centre of the bubble. Let AbL 

denote the area of the interface between liquid and 

bubble content, Abw the area between the wall and 

the bubble, rfoot the radius of the foot of the bubble, 

xCM the location of the centre of mass of the bubble 

in a coordinate system with its origin in the centre 

of the bubble foot. The pressure inside the bubble, 

pb, is taken to be homogeneous, constant in time 

and corresponding to the saturation temperature at 

the bubble interface. The shape of the bubble is now 

assumed to be that of a truncated sphere footed on a 

plane wall, see section 2.1. Two generalized 

parameters describe the interface: R and h. The time 

rate of change of R is R&  and that of h is U. Let F3 

be the hydrodynamic force component on the 

bubble, normal to the wall and positive if pushing it 

away from the wall. We intend to evaluate the 
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Lagrangian equation of motion corresponding to 

parameter h: 

  

3F
h

T

U

T

dt

d
−=

∂

∂
−

∂

∂
 (2) 

 

Force F3 is minus the force on the liquid and is the 

sum of all generalized forces acting on the bubble, 

including the body forces. They have to be 

identified before the kinetic energy in the liquid, T, 

is assessed.  

In the case of the dynamics of bodies moving in 

a fluid and/or partly on a wall there is a 

straightforward and unambiguous way to identify 

the generalized forces. It starts with the 

computation of the time rate of change of the 

kinetic energy in the liquid with the so-called 

mechanical energy balance. The volume integral 

over the contribution from body forces like gravity 

g in the mechanical energy balance is with the 

lemma of Gauss converted into surface integrals. 

Let now b denote the body force component that is 

active normal to the surface. It gets special attention 

here since it accounts for a body force that is 

invoked by swirl created by helical structures in a 

rifled tube. The surface integral over the bubble-

liquid interface, AbL, of the contribution of b yields 

the following two terms: 

   

– ρL Vb  b · vCM – ρL b · xCM dVb /dt. (3) 

 

The first term on the LHS of Eq. (3) is the well-

known buoyancy force that in vertical tubes only 

has a component parallel to the wall. It yields a 

contribution to the generalized forces if boiling 

occurs on horizontal surfaces, because the position 

of the centre of mass depends on distance h. Similar 

manipulations of terms in the mechanical energy 

balance that comprise pressure lead to the 

generalized forces on the RHS of the following 

equation [7,8]: 

 

– F3 = pb 
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∂
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V

∂

∂ b  + 

+ Vb ρL b 
h

x

∂

∂ zCM, – Fdrag. 

(4) 

 

Here ∆σ  denotes σbw – σwL, xCM,z is the distance to 

the wall of the centre of mass (unequal to h, 

generally) and Fdrag is the drag force that needs no 

further consideration because of the low viscosity 

(section 2.1).  The surface tension between liquid 

and bubble, σ, and the hydrostatic pressure at the 

wall, pw, do not appear in Eq. (4) in a familiar way. 

However, since  
h

V

∂

∂ b is equal  to πr2
foot it is easy to 

see that the sum of the terms containing this 

derivative in Eq. (4) gives rise to the force that  is 

usually denoted with ‘pressure correction force’, or 

such [4]: 

 

πr2
foot  {pb  –  pw }. (5) 

 

Similarly, the sum of the surface tension terms can 

be shown to be equal to the usual expression for the 

component of the surface tension force that attracts 

the bubble to the wall [4]. 

 

2π rfoot  σ  sin(θ ), (6) 

 

where θ denotes the contact angle. 
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Figure 3. Added mass coefficients for spheres 

and truncated spheres 

Now all generalized forces have been 

identified, application of the Lagrangrian equation 

(2) requires the evaluation of the kinetic energy. For 

this, a velocity potential is required. In the literature 

solutions for this potential were often found by 

matching series expansions, implying some 

arbitrariness in defining the type of expansion. 

There is a straightforward alternative [7] that sets 

off with a suitable expansion in elementary 

functions. The boundary condition, in terms of the 

generalized velocities that are supposedly not all 

zero, is written as a matrix equation such that a 

Hilbert-Schmidt operator can be identified. An 

inverse exists because of the Fredholm alternative.  

The solution for the velocity potential is 

subsequently obtained by application of this inverse 

to a combination of generalized velocities, as 

prescribed by the velocity boundary condition at the 

interface of the bubble, see ref. [7]. A suitable 

expansion in elementary functions can for the case 

of a truncated sphere be obtained in various ways, 

one based on Legendre polynomials of the first 

order. These have been applied to obtain the added 

mass coefficients α, α2, tr(β), and ψ in the follo-

wing expression for the kinetic energy: 
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T /(ρL Vo)  = ½ α U2
 + ½ tr(β) R& 2

 +             

½ ψ R&  U + ½ α2 U2
2
, 

(7) 

 

Here Vo denotes 4πR3
/3, and U2 is the uniform 

approach velocity component parallel to the wall, 

see Fig. 2. The added mass coefficients and the 

volume of the truncated sphere are only dependent 

on the geometrical parameter λ ≡ R/(2h). The 

dependencies of the added mass coefficients are 

shown in Figure 3. Equations (2, 7) yield 

 

F3/(ρLVo) = – α Ú – ½ ψ R&& + ₣, (8) 

 

with 

 

₣ = – U R& {
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α∂
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{
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 – 
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h∂

β∂ tr
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+ ½U2
2

h∂

α∂ 2
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(9) 

 

Here Ú is the time rate of change of velocity U, and 

₣ is a hydrodynamic lift force, divided by ρLVo, that 

would be difficult to be captured in analytical form 

with an approach other than the Lagrangian ap-

proach. The derivatives occurring in Eq. (9) can all 

be expressed as derivatives with respect to λ, since 

the added mass coefficients only depend on λ. 

Figure 3 shows that the derivatives that occur in 

Eq. (9) change sign when the bubble shape changes 

from a truncated to a full sphere, i.e. when λ = ½. It 

can be shown that because of this change of sign in 

most practical cases force ₣ changes drastically 

[14]. It turns out in practice that ₣ can be promoting 

detachment of a bubble shaped as a truncated 

sphere, if U2 is large enough, but that ₣ is driving a 

spherical bubble back towards the wall once 

detached. 

The actual bubble dynamics before detachment 

is determined by the combination of equation (4) 

and (8), and depends on the coupling of volume 

with pressure of the bubble content. Because bubble 

growth in boiling is a nearly isothermal process, the 

interplay of surface energies induces oscillations at 

relatively low frequency [8, 14]. These oscillations 

are only possible if the bubble foot is on the wall 

and if motion of the contact line is not hampered. 

2.3 Conclusions for the design of 
evaporator tubes 

The main conclusion to be drawn from the 

above computations is that high-pressure boiling 

bubbles after detachment in upflow of water in a 

vertical tube stick close to the wall. All vorticity-

related and inertial hydrodynamic forces near the 

wall act towards the wall. If downflow of liquid is 

not an option, migration towards the centre of the 

tube must be caused by  

• Interaction with other bubbles and turbulence 

• Deformation after coalescence 

• Body forces induced by swirl.  

Optimal control is only achieved with the last 

option. The first design recommendation is therefo-

re to induce swirl. This can either be done with 

special inserts or by helical structures on the inner 

tube wall, as shown in Fig. 1. This recommendation 

explains the focussing on rifled tubes of this study. 

However, the above analysis also makes clear that 

hydrodynamic forces not only have a negative 

effect on boiling heat transfer: before detachment 

bubble growth can be positively influenced. Bubble 

growth time is then reduced by hydrodynamic 

forces that promote detachment irrespective of the 

direction of the flow parallel to the wall. At places 

on a structured inner wall of a tube where this 

velocity component is relatively high bubbles must 

be expected to leave the position with a relatively 

small diameter. This leaving place can imply actual 

detachment or being swept away further down-

stream, the so-called sliding of bubbles. 

The above findings will now be used in a 

design study of the geometry of a rifled tube. 

 

Figure 4. Temperature field at the wall of a tube 

with rounded inner rifles. Flow is out of the pa-

per. Highest temperatures are just downstream 

of the rifles and lowest temperatures are on top 

of the rifles that act as fins. Constant heat flux at 

the wall; Fluent™. 
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3. APPLICATION TO DESIGN IMPROVE-

MENT OF RIFLED TUBES 

It has been attempted by our group to 

implement a mechanistic model for the prediction 

of bubble detachment and heat transfer that was 

available in the literature, work of Basu et al. [13], 

in the commercially available CFD package 

Fluent™ [11]. Correlations used account for the 

sliding of bubbles, for example, but are essentially 

1D in the sense that heat transfer between the bulk 

of the fluid and the wall is predicted. A locally 

applicable, equivalent 3D version of these 

correlations had to be found. The main conclusion 

that must be drawn from this attempt is that with the 

existing mechanistic models such an implementa-

tion is awkward. Apparently, the prediction of two-

phase flow with heat transfer in rifled tubes with 

commercial CFD codes, with special extensions to 

account for boiling, is all but straightforward with 

the present state of knowledge. 

However, single phase flow with heat transfer 

is readily modelled with such packages [10, 11], see 

for example Figure 4. It is therefore possible to 

apply the conclusions of section 2.3 with the 

assumption of a one-way coupling in the following 

way. Single-phase flow in rifled tubes of various 

geometries is modelled with the aid of 

commercially available packages, i.c. CFX™ and 

Fluent™. Conclusions are drawn with respect to 

local conditions (velocity field, temperatures) that 

are important for bubble detachment. Lastly, 

resulting bubble escape and migration conditions 

are estimated. Such a one-way coupling is of course 

valid in case the bubble density is low, but 

conclusions are expected to pertain to void fractions 

as high as 30 % since surprisingly enough many 

two-phase flow phenomena at void fraction up to 30 

% can be interpreted with the aid of single bubble 

behaviour [1, 2]. 

The velocity field in the vicinity of the wall is 

nowhere uniform, of course. There exist, however, 

locations where boundary layers thickness is 

negligible as compared to bubble size at 

detachment. These are the places upstream of a rifle 

where the flow field resembles stagnation flow, see 

Figure 5. Heat transfer rates are high there, resulting 

in relatively low wall temperatures (Fig. 4) and 

most likely a lower rate of bubble production. Even 

though fewer bubbles are created there, they still 

need to be removed efficiently. However, the lift 

forces due to inertia and vorticity are in up-flow 

both pushing a detached bubble towards the wall 

(section 2). Bubble detachment diameter is 

relatively small (section 2.3) which causes body 

forces to be relatively small because they are 

proportional to the volume of the bubble (section 

2.2). The axial flow rotation around the tube axis, 

the swirl, must therefore be significant near the 

helixes, the rifles, in order to drive bubbles towards 

the centre. Stagnation flow is more pronounced 

with rectangular helixes (Figure 5) than with 

rounded edges (Figure 6) while swirl can be 

comparable. A rifle with a rounded upstream edge 

is therefore recommended. 

 

Figure 5. Axial velocity field in a rifled tube with 

4 rectangular rifles; CFX™. Notice the lower 

velocity regions both upstream and downstream 

of the helical, intruding structures. 

The swirl developed follows the sweep of the 

helix structure and increases with increasing height 

of the helix structure. However, this is at the cost of 

an increase in pressure drop. The critical heat flux 

of relatively short tubes with relatively high helixes 

is expected to be highest. The swirl should be small 

in the centre of the tube, which with four or more 

structures at the wall is readily achieved. 

In the wake areas relatively high temperatures 

and relatively low velocities occur (Fig. 4). Bubble 

detachment sizes are relatively large (section 2.3) 

which is beneficial for bubble migration to the core 

(section 2.2). These are not the wakes that appear 

behind bluff bodies in a stream of liquid, when 

bubbles are known to coagulate and even coalesce. 

The difference is a presence of a strong axial 

velocity component since the sweep of the helix 

structure is followed. Nevertheless, the high 

temperatures are likely to enhance boiling and 

bubble transport rates are less hampered by the 

above mentioned lift forces since velocity and 

vorticity are smaller. If excess heating of the tube 

wall is not an issue, it is therefore advantageous to 

have a large wake area. This can be promoted by 

increasing the pitch or increasing the rib height. 

Suppose that a rifled tube has been found 

working satisfactorily at a certain range of mass 

flow rates, and that another design must be 

specified for higher mass flow rates. Based on the 

above findings, the pitch and rib height of the new 

design are recommended to be increased in order to 

foster the additional body  force that stimulates 

migration to the centre. At lower mass flow rates 

the restraining hydrodynamic forces have lesser 
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influence, as  discussed above, and the compensa-

ting body force can be less. 

A summary of the above findings is provided in 

section 4. 

 

Figure 6. Vorticity field in s
-1

 in a rifled tube 

with 4 rounded rifles; FLUENT™. Notice the 

differences with Fig. 5 upstream of the rifles in 

particular. 

4. CONCLUSIONS 

The inertia forces induced by expansion of a 

bubble in a homogeneous flow near or at a wall 

depend on derivatives of the added mass tensor. It 

has been shown that these derivatives all change 

sign at the time the bubble detaches from the wall. 

As a result, the sum of the inertia forces on a 

growing truncated sphere at a plane wall is rather 

different from that on a growing sphere that has 

escaped from the wall. The lift force due to 

vorticity, see Eq. (1), can be added to these inertia 

forces, and drives in upflow an escaped bubble back 

towards the wall. As a consequence, bubble 

migration from the wall to the centre of a vertical 

tube can in upflow only be promoted by creating a 

swirl in the tube. This study has not only shown that 

swirl is the only mechanism to this effect.  It has 

also demonstrated that bubble detachment is 

fostered by the homogeneous flow component 

parallel to the wall, irrespective of the direction of 

this flow. The mass flow rate in an evaporator tube 

cannot be unlimitedly reduced without affecting 

bubble detachment diameter and boiling heat 

transfer.  Reducing the mass flow rate promotes 

migration of vapour to the centre, but reduces wall 

heat transfer. 

These findings appeal to common sense and are 

in accordance with existing correlations. They are 

nevertheless useful for optimization of the design of 

rifled tubes since it has been found difficult to let 

commercial 3D CFD codes accomodate for the 

essentially 1D correlations. In addition, experiments  

to provide design recommendations for evaporator 

tubes are elaborate, costly and seldom provide the 

detailed  information necessary to assess local 

characteristics. Such design experiments are a 

proper final step in the design process, but should 

preferably be based on insights and recommendati-

ons like the ones provided in the present paper. 

Based on one-way coupling of flow with 

bubble production and bubble motion, and taking 

full advantage of the above analytical predictions, 

the following geometry of a rifled tube is 

recommended. Four or more helix structures with 

rounded upstream edges with a pitch and with rib 

heights that in principle should be selected 

dependent on the prevailing bulk mass flow rates of 

liquid. An increase in prevailing mass flow rates 

should be accompanied with an increase in rib 

heights and pitch. These recommendations are pure-

ly based on an assessment of hydrodynamic effects 

of helical structures on motion of bubbles, and not 

on such effects as extended fin area of the helical 

structures, since the hydrodynamic effects are 

expected to be most important for safe operation 

and for a high critical heat flux.  
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ABSTRACT 
Vortex tube is a simple mechanical device 

operating as a refrigerating and heating machine 
with no moving parts. An experimental study of the 
vortex tube, using compressed air as the working 
medium, has been carried out to investigate the 
effect of thermo-physical parameters, which have 
been designated and studied. An experimental rig 
was specially built for this project. Experimental 
results of the temperature of the hot and cold air 
outlet of the vortex tube, with the cold air mass 
ratio (CAMR) and the pressure of the inlet air as 
parameters are presented. It is also shown that the 
inlet pressure and the CAMR are important factors 
affecting the performance of the vortex tube. 
      In this paper a computational fluid dynamics 
(CFD) package is used to investigate the 
performance and flow phenomena within a counter-
flow vortex tube. A three-dimensional CFD model 
has been developed that successfully exhibits all of 
the general behavior expected from a vortex tube. 
Temperature and velocity profiles in vortex tube 
from the CFD model are presented. It was found 
which of the turbulent models are suitable for 
vortex tube. The CFD results were compared with 
data obtained from our experiments. They are in 
reasonable agreement. 

Keywords: Cold temperature, Hot temperature, 
Experiment, CFD, Turbulent model 

NOMENCLATURE  
mc [kg/s] mass flow rate of the cold air 
mi [kg/s] mass flow rate of the inlet air 
T [oC] temperature 
y [ - ] cold air mass ratio (CAMR) 
∆Tc [oC] temperature differences between 
                             cold outlet air and inlet air 
∆Th [oC] temperature differences between 
                             hot outlet air and inlet air 
 

Subscripts  
i inlet  
c cold  
h hot 

1. INTRODUCTION  
The vortex tube creates a helical vortex from 

compressed air and separates it into two air streams, 
one hot and one cold. Compressed air enters a 
cylindrical generator, which is proportionately of 
larger diameter than the long tube, where it causes 
the air to rotate. Then, the rotating air is forced to 
flow down along the inner wall of the tube at speeds 
reaching a sonic value. At the end of the hot tube, a 
small or big portion of this air exits through a 
needle valve (control valve) as the hot air exhaust. 
The remaining air is forced to flow back through 
the centre of the incoming air stream at a slower 
speed. The heat from the slower moving air is 
transferred to the faster moving incoming air, 
though here is a higher temperature. This cooled 
air flows through the centre of the generator and 
exits through the cold air exhaust port, as shown 
schematically in figure 1. The vortex tube can be 
used as a refrigeration device or as a heating device. 
 

 

Figure 1. Schematic diagram of a vortex tube  

Ranque [1] was the earliest one who 
investigated compressed air flowing tangentially 
into a tube and found that air streaming near the 
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wall had a higher temperature than that one near the 
axis. He tried to use this effect for refrigeration. 
Hilsch [2] as the first published systematically 
experimental results by varying the inlet pressure 
and the geometrical parameters of the tube. A 
recent review of the existing literature is given in 
[3]. In spite of the present uses and the various 
studies, no adequate physical explanation is 
available for the actual transport mechanism. 
Indeed, in the existing literature, there have been 
several, often contradictory, qualitative theories. 
Lindstrom-Lang [4] assumed turbulent transfer of 
thermal energy in an incompressible flow. 
Kurosaka [5] invoked an acoustic streaming 
process. Ahlborn, et al.  [6] identified the 
temperature splitting phenomenon of a Ranque–
Hilsch vortex tube in which a stream of gas divides 
itself into a hot and a cold flow as a natural heat 
pump mechanism, which is enabled by a secondary 
circulation. Ahlborn, et al. [7] considered the vortex 
tube as a refrigeration device which could be 
analyzed as a classical thermodynamic cycle, 
replete with significant temperature splitting, 
refrigerant, and coolant loops, expansion and 
compression branches, and natural heat exchangers. 

The effect of various parameters, such as 
nozzle area, cold orifice area, hot end area and L/D 
ratio of the tube length to the tube diameter, on the 
performance of the vortex tube was investigated in 
[8]. There were experimentally tested variations of 
the cold air temperature Tc with respect to the 
change of the hot end area for L/D = 45, 50, 55.  
They showed the cold air temperature Tc at all the 
tested ratios L/D decreased if the hot end was 
opened. Also the effects of length and diameter on 
the principal vortex tube are considered in [9]. They 
showed variation of efficiency versus different L/D 
of vortex tube. An experimental investigation of the 
energy separation process in the vortex tube was 
conducted in [10]. There were measured 
temperature profiles at different positions along the 
vortex tube axis with conclusion the vortex tube 
length has an important influence on the transport 
mechanism inside. In [11] there are presented 
experimental results of the energy separation in the 
vortex tube under different operating conditions 
showing the temperature changes of the cold and 
hot streams as a function of the inlet pressure. In 
this study there was found that the hot stream 
temperature increased with the inlet pressure 
raising, and that the cold stream temperature 
decreased with the inlet pressure. The paper [12] 
resulted in several formulas for determining the 
performance and efficiency of the vortex tubes 
under a variety of operating conditions, which 
induced the optimum ratios of the vortex tube 
dimensions corresponding to the highest efficiency. 

So far there are very plenty of available 
researches to validate the reliability of CFD 
analyses for investigating the flow and temperature 

within the vortex tube. The numerical calculations 
qualitatively predicted the experimental results 
presented by [12]. Papers [13, 14] show the 
dependence of vortex tube performance on the 
normalized pressure drop by using a numerical 
model. [15] Presents a numerical analysis in which 
the fluid dynamic equations are decoupled from the 
energy equation. The flow pattern was determined 
using the vorticity stream function formulation of 
the radial and axial Navier-Stokes equation and a 
standard k-ε turbulence model. CFD can also be 
used as a minimal adequate tool for design of 
engineering components. [16] Presents a detailed 
analysis of various parameters of the vortex tube 
through CFD techniques to simulate the 
phenomenon of flow pattern, thermal separation, 
pressure gradient etc. And also it’s utility as a tool 
for optimal design of vortex tube towards the 
optimization of number of nozzles, nozzle profiles, 
cold end diameter, length to diameter ratio, cold and 
hot gas fractions and comparison of the 
experimental results with corresponding CFD 
analysis. [8] showed successfully utilized a CFD 
model of the vortex tube to understand the 
fundamental processes that drive the power 
separation phenomena. CFD and experimental 
studies conducted towards the optimization of the 
Ranque– Hilsch vortex tubes are presented in [17]. 
They showed the swirl, axial and radial velocity 
components of the flow, the flow pattern was 
obtained through CFD. The optimum cold end 
diameter, the ratios of the vortex tube length to 
diameter and optimum parameters for obtaining the 
maximum hot gas temperature and minimum cold 
gas temperature are obtained through CFD analysis 
and validated through experiments 

2. EXPERIMENTAL SETUP 
The arrangement of experimental apparatus 

and measuring devices which is used for the 
determination of the performance of the counter 
flow vortex tube is shown in figure 2. We have 
chosen model No. 106-8-H of the producer ITW 
Vortec. This model is one of the smallest, its air 
consumption is 0.00378 [kg/s], which corresponds 
to the maximum capacity of our compressor 0.005 
[kg/s], with output pressure between 0.5 and 1.0 [M 
Pa]. The experimentation was started when the air 
was compressed by the air compressor (1). The 
high pressure air passes through the pressure tank 
(2) to suppress impacts and through the valve (3), 
where its mass rate is regulated. Inlet pressure is 
read by the pressure gage (4), and then goes 
through the dust filter (5) and cooler (6) with 
cyclone separator. The mass flow rate of the inlet 
air is measured using an orifice (7). Then the 
compressed air is introduced tangentially into the 
vortex tube (9), where it expands and separates into 
the hot and cold air streams. The cold air in the 
central region leaves the vortex tube near the 

433



entrance, while the hot air goes out to the 
surrounding at the far end of the vortex tube. The 
needle valve (10) controls the flow rate of the hot 
air. Just after the pipe, the mass flow rate of the hot 
air is measured using the orifice (12). 
Thermocouples numbered 8, 11 and 13 measure the 
inlet and outlet temperatures. All temperatures and 
pressures data were recorded with a data logger 
(14) on a PC (15). A program was written in Lab 
VIEW 7.2 to control the data logging parameters 
and to display the obtained results. 

 

Figure 2. Schematic diagram of the experimental 
setup 

3. EXPERIMENTAL RESULT  
During the experimental test, the inlet pressure 

and the inlet temperature of the compressed air as 
well as the cold air mass ratio y were varied 
systemically. The CAMR is defined as follows:  
 y = mc/mi , where  mc represents the mass flow rate 
of the cold stream released, while mi represents the 
inlet or total mass flow rate of the pressurized inlet 
working fluid. Therefore, the y changes in the range 
 0 ≤ y ≥ 1. 
 

 

Figure 3. Hot and cold temperature as a function 
of cold mass ratio 

Tests have been conducted at inlet pressure of 
2.7, 4, 6 and 8 bars, at constant inlet temperature 
20oC . The experimental temperature of the hot and 
cold outlet air is shown above in Figure 3 as a 
function of the cold air mass ratio and as a function 
of the inlet pressure of the compressed air. 

All tests were run at first by holding a constant 
inlet temperature. Obviously, it can be seen that the 
temperature of the hot exit air increases with raising 
CAMR from null up to nearly 0.9. With further 
increase of the cold air mass ratio higher than 0.85 
the hot exit air temperature achieves a maximum 
value and then decreases to its minimum one. The 
range of the CAMR, at which the hot outlet air 
becomes a maximum, is from 0.85 to 0.90. At the 
cold air mass ratio from 0.9 up to 1 a sharp 
temperature drop is measured for the hot air exit 
temperature. Figure 3 gives also the temperature of 
the hot outlet air as a function of the inlet pressure 
as a parameter.  

It is evident that the diagram 3 can be divided 
into three parts according the parameter CAMR: 0-
0.4, 0.4-0.9, and 0.9 -1.  

In the main central region of the diagram act 
three mechanisms determining state and 
development of the flow in the tube. In the vicinity 
of the wall prevail molecular friction caused by the 
high velocity decrement at the wall and in the 
boundary between the hot flow and the back cold 
flow. This is source of heating of the main flow 
streaming along the wall to the hot exit. Besides 
here acts further mechanism, probably the most 
important, namely separation of rapid (hot) and 
slow (cold) molecules. The molecules of high 
velocity are centrifuged to the margin layer of the 
tube cross section and strongly contribute to the 
higher temperature of the hot flow. The slow 
molecules are attracted to the tube centre because 
there is a lower pressure induced by the swirl flow 
in the tube. This molecular diffusion orientated 
from outside to the centre contributes to the low 
temperature in the central cold flow.  

The mentioned mechanism stops acting in the 
CAMR region from 0 to 0.4. The reason is small 
mass flow rate of the cold flow at which the regular 
flow pattern is violated and diffusion including 
centrifuging process interrupted. At this situation 
exist in vicinity of the cold outlet orifice two flows, 
one going out and the other in the tube. In the result 
it causes suppression of the separation mechanism.   

For the third CAMR region is characteristic the 
inside flow not achieving the hot end of the tube 
and the separation model of molecules is dislocated 
again.  

At all CAMR the temperature of the hot air is 
proportional to the inlet pressure of air. In all the 
measured cases the temperature of the exit hot air is 
higher than that of the inlet air, Th > 20oC. At 
CAMR lower than 0.85 more air flows into the hot 
outlet pipe.   
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The temperature differences between the hot 
outlet air and the inlet air, ∆Th=Th – Ti , and 
between the cold outlet air and the inlet air,  
∆Tc=Tc– Ti , as functions of the CAMR, with the 
pressure of the inlet air as a parameter are presented 
in figure 4. With the outflow of the hot air coming 
near zero, y = 1, the temperature of the vortex tube 
at the hot air outlet is higher than that of the inlet 
air. Similarly  without  the  outflow  of the cold  air, 
y = 0, the temperature measured at the outlet of the 
cold air, is lower than the temperature of the inlet 
air. Also Figure 4 demonstrates that for CAMR in a 
range of 0.1 to 0.4, there is distinctively a potential 
of higher rate of temperature reduction in the cold 
outlet but lower rate of temperature reduction for 
the range around 0.4. For the CAMR in a range 
between 0.3 and 0.4, there is the lowest temperature 
reduction in the cold outlet for all inlet pressures 
supplied. When inlet pressures are at 2.7, 4, 6 and 8 
bars, the corresponding highest temperature drops 
in the cold outlet are 22oC, 33oC, 42oC and 46oC 
respectively. The higher is the inlet pressure the 
more decreasing temperature is obtained for each 
CAMR used. 

  

Figure 4. Hot and cold temperature differences 
as a function of cold mass ratio 

The influence of the inlet pressure on the 
temperature of the hot and cold outlet air is clearly 
distinctive as shown in Figure 5. It can be seen that 
the temperature of the hot outlet increases with inlet 
pressure increasing, and that the cold outlet 
temperature decreases with inlet pressure. The 
compressed air begins its vortex flow as soon as it 
is introduced into the vortex tube. Because of the 
centrifugal characteristics of the forced vortex flow, 
the tangential velocity of the air near the vortex 
tube wall would be larger than that in the central 
region. This would naturally cause the temperature 
near the tube wall to be higher than that in the 
central region. Also, the higher frictional force 
among fluid particles as well as among the fluid 
particles and the vortex tube wall near the wall 
region is responsible for part of this phenomenon. 

The higher the inlet pressure is, the greater the 
centrifugal force acts there. Then the difference 
between the tangential velocity in the near wall 
region and that in the central region would be 
larger, and hence the difference between the 
temperatures of the two outlets. 

Figure 5. Hot and cold outlet temperature as a 
function of inlet pressure at 2 CAMR: 0.42, 0.82 

4. CFD MODEL 
The CFD system FLUENT in version 6.1 was 

used for the vortex tube numerical simulations. The 
numerical model was based on experiences with 
previous solved axisymetric models [18]. Geometry 
of the vortex tube simulated by a 3D CFD model is 
depicted in figure 6. It has shown simple vortex 
tube with six tangential inlet nozzles and  vortex 
tube in sector provided with refinement in mesh. 
The length is 92mm and inside diameter 5.2mm. 
The geometry comes from the simultaneously 
measured vortex tube and is simplified. Its 
periodical segment (angle 60°) was used for the 
simpler solving; the hot outlet valve wasn’t 
simulated completely and the control valve was 
replaced by the pressure outlet with variable area.  

 

Figure 6. 3D CFD model of vortex tube with six 
tangential inlet nozzles and vortex tube in sector  
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5. CFD COMPUTATION 
Computational mesh of the periodical segment 

has about 70 000 mixed cells. The parameters of the 
model were set up following: inlet mass flow rate 
6x10-4 kg/s (one inlet nozzle), inlet total 
temperature 20 oC, outlet pressure 95 600 Pa, the 
walls were regarded as adiabatic. It is necessary to 
initialise the computation suitably in order to obtain 
converging solution. The computations converged 
relatively slowly; the number of iterations leading 
to a converged solution was more than 10 000.  

Air was considered as a compressible fluid with 
ideal gas law for governing density-pressure-
temperature relationship. Three dimensional 
continuity equations, momentum, and energy ones 
were solved for compressible flow. The standard k-
ε model was used, the relation between turbulent 
and laminar viscosity was reduced to 500 to obtain 
more realistic velocity profiles, see [18]. The inlet 
turbulent intensity in described model was set to 
3 %. The turbulent Prandtl number in the turbulent 
model was substantially increased because the 
performed simulations have given the best results 
for Prt = 9, as in the work [16]. 

Computed results were satisfactory. The 
computed inlet total pressure for the given mass 
flow rate was 7x105 Pa. This value is smaller than 
8x105 Pa measured in experiment. Figure 7 shows 
radial – axial velocity field in the vortex tube for the 
CAMR 0.5183. It is possible to see the basic 
character of the flow field, which corresponds to the 
flow field described by other authors.  

 

 

 

Figure 7. Velocity vectors without tangential 
component in various locations of the vortex 
tube for the cold fraction 0.5183 

In Figure 8 there is depicted the radial 
tangential velocity field in the plane of the inlet 

nozzles and shows the basic vortex. The 
performance of swirl generator can be characterised 
by two factors, namely by the magnitude of swirl 
velocity and radial symmetry of flow. 

 

 

Figure 8. Velocity vectors without axial 
component in the plane of the inlet nozzles for 
the cold fraction 0.5183 

Figure 9 shows the tangential velocity profiles 
in the slice 0.0, 44 and 88 mm (x/D=0.44, 0.90) 
from the plane of the inlet nozzles. There is evident 
decrease of the tangential velocity from the inlet 
and cold outlet to the hot outlet. 
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Figure 9. Tangential velocity profiles in the slice 
0, 44 and 88 mm from the plane of the inlet 
nozzles for the cold fraction 0.5183 

The total temperature distribution shows 
figure 10. It is noticeable that the increase of the 
total temperature from inlet to the hot outlet is 
relatively constant in the diameter 3.5 mm and the 
own increase of the temperature occurs in the 
relatively thin layer adjacent to the wall of the 
vortex tube.  
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Figure 10. Total temperature profiles on the 
diameters 0.5, 2, 3.5 and 5 mm for the cold 
fraction 0.5183 
 

In figure 11 you can see the distribution of the 
total temperature in the tube for various CAMR. 
The behaviour of the tube is changed in the range 
0.63 to 0.79 of the CAMR, where the temperature 
distribution has a different order.  
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Figure 11. Total temperature profiles for the 
various cold fractions: (a)  for the diameter 2 
mm  , (b)  5 mm              

Figures 12 and 13 represent the total and static 
pressure in the slices 0.0, 44 and 88 mm from the 
plane of the inlet nozzles. We see the minimum 
pressure in centre of the vortex tube that is caused 
by the rotation movement of the air. At the wall, the 
pressure sinks in direction of the hot exit and in the 
centre has an opposite gradient. Both the pressure 
courses are closely linked with correct function of 
the tube.  

 

Figure 12. Total pressure profiles in the slice 0, 
44 and 88 mm from the plane of the inlet nozzles 
for the cold fraction 0.5183 

 

Figure 13. Static pressure profiles in the slice 0, 
44 and 88 mm from the plane of the inlet nozzles 
for the cold fraction 0.5183  

6. COMPARISON OF EXPERIMENT AND 
CFD SIMULATION 

The inlet temperature and inlet mass flow rate 
in the CFD model were specified as a constant 20oC 
and 0.0036 kg/s respectively, which is consistent 
with the measured total temperature at the inlet to 
the vortex tube. The results of the experimental 
model were compared with three-dimensional, 
axisymetric CFD models that were developed using 
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the commercial CFD code FLUENT. Figure 14 
shows the experimental and CFD analysis of the hot 
and cold temperature of air as a function of the 
parameter CAMR. It can be seen that maximum hot 
outlet temperature of  90.8oC (at 0.8 of CAMR) is 
obtained from CFD analysis and about 113 oC (at 
0.89 of CAMR) is obtained from experiments. And 
a minimum cold outlet temperature of -22.6 oC (at 
0.36 of CAMR) is obtained from CFD analysis and 
about -24.8 oC (at 0.30 of CAMR) is obtained from 
experiments. Thus CFD analysis is in acceptable 
agreement with experimental results if we realize 
the number of approximations that are necessary in 
simulation to do. 

Figure 14. The experiment and CFD analysis of 
the hot and cold air temperature as a function of 
CAMR 

7. CONCLUSIONS  
Experimental results of the hot and cold air outlet 
temperatures of the vortex tube, with the 
dimensionless cold air flow rate CAMR and the 
inlet air pressure as parameters are presented. It is 
clear from our experiments that the higher inlet 
pressure causes the greater temperature difference 
of the two outlet air streams. It is also shown that 
the CAMR is an important factor affecting the 
vortex tube performance. 

The CFD study has shown that numerical 
computation of the vortex tube is possible if a 
convenient model is chosen and special computing 
parameters set up (turbulent Prandtl number). The 
computation offers inside flow values - velocity, 
static and total temperature, static and total pressure 
profiles that cannot be obtained by simple 
measurement.   

The results of experiment and CFD indicate 
that maximum hot air temperature is obtained for 
the lower mass flow rate at the hot end and 
similarly lowest cold air temperature is obtained at 
the lower mass flow rate at the cold end (higher 
mass flow rate at hot end). 
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ABSTRACT  
An experimental investigation was conducted 

of the pulsating turbulent flow in conically 
divergent tubes with divergence angles of 12, 16 
and 24°. The experiments were carried out under 
the conditions of Womersley numbers of α = 10 ∼  
40, mean Reynolds numbers of Reta = 15000 ∼  
30000 and oscillatory Reynolds number of Reos = 
10000 (the flow rate ratios of η = 0.33 ∼  0.67). 
Time-dependent wall static pressure and axial 
velocity were measured at several longitudinal 
stations and the distributions were illustrated for 
representative phases within one cycle. The 
experimental results of the rise between the pressure 
at the inlet and the exit of the divergent tube almost 
agree with the approximate results that were derived 
under the assumption of a quasi-steady flow. The 
profiles of the phase-averaged velocity and the 
turbulence intensity in the cross section are very 
different from those for steady flow. Also, they 
show complex changes along the tube axis in both 
the accelerative and decelerative phases.     

 
Keywords: divergent tube, pressure distribution, 
pulsating flow, quasi-steady flow, turbulent flow, 
velocity distribution  

1. INTRODUCTION  
Divergent tubes are an important pipeline 

component that are widely used as diffusers to 
convert kinetic energy into pressure one and as 
devices to connect two tubes of different diameters 
in pipework systems and fluid machinery. Therefore, 
there have been a number of studies, e.g., Singh and 
Azad [1, 2], Gan and Riffat [3], and Xu et al. [4], 
devoted to the flow in divergent tubes to date. 
However, all these studies are concerned with 
steady flow. 

On the other hand, unsteady flow has become 
important in connection with problems concerning 
the starting and stopping or undesirable accidents of 
pumps and blowers, because fluid machines are 
becoming better and fluid transport is becoming 

diversified and speeded up. Nevertheless, the 
unsteady flow in divergent tubes has never been 
treated, to the author’s knowledge. 

The purpose of the present study is to treat the 
problem of pulsating turbulent flow through conical 
divergent tubes. First, the distribution of wall static 
pressure depending on the various governing 
parameters is measured and analyzed under the 
assumption of a quasi-steady flow. Subsequently, 
periodical changes of profiles, such as the phase-
averaged velocity and turbulent intensity, are 
examined. Furthermore, knowledge of their 
characteristics is obtained through comparison with 
the case of steady flow. 
 
2. EXPERIMENTAL APPARATUS AND 
MEASUREMENT METHOD     

2.1. Experimental Apparatus 
A schematic diagram of the experimental 

apparatus is shown in Figure 1. The system, with air 
as the working fluid, consists of a pulsating-flow 
generator, a test tube and measuring devices. 
Moreover, the pulsating-flow generator is 
composed of a steady flow and an oscillating flow. 
The steady flow, i.e., time-mean flow was supplied, 
through a surge tank, by a suction blower. On the 
other hand, the volume-cycled oscillating flow was 
introduced by a piston controlled by a personal 
computer.  

Three divergent tubes were employed in the 
present study. The test tubes had total divergence 
angles 2θ  of 12, 16 and 24° and an area ratio m of 
6.25, in which m was  (d2/d1)2  with d1(= 2a1 = 80 
mm) and d2 (= 200 mm) being the diameters at the 
inlet and the exit, respectively, of the divergent 
tubes. These dimensions are shown in Figure 2, 
together with the coordinate system. The divergent 
tubes were constructed from 3 to 5 transparent 
acrylic blocks connected via a slip ring. The ring, 
furthermore, had static pressure holes, 0.8 mm in 
diameter and spaced 90° apart, and a small hole to 
insert a hot-wire  probe.   Straight  transparent  glass 
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tubes with lengths of 3700 mm (= 46.3d1) and 4200 
mm (= 21d2) were connected to the inlet and the exit 
of the divergent tubes, respectively. 

2.2. Measurement Procedures and Data 
Acquisition 

The wall static pressure was measured using a 
diffusive-type semiconductor pressure transducer 
(Toyoda MFG, DD102-0.1F). The measurements 
were executed at 9 ~ 11 stations between z = −22.1d1 
in the upstream straight tube and z = 21.9d1 in the 
downstream one, where z is the length measured 
along the tube axis from the inlet of the divergent 
tube. For the divergent tube I with 2θ = 12°, velocity 
measurements were performed with a hot-wire 
anemometer and the velocity w in the axial 
direction was obtained at 8 stations including 
sections of  z/d1 = −2 and 9.6. 

The voltage output from the pressure transducer 
and from the anemometer was sampled, with the 
personal computer, synchronously with a time-
marker signal that indicates the position of the 
piston. The data was processed as follows. For a 
periodically unsteady turbulent flow, any 
instantaneous quantity, e.g., the axial velocity w in 
the pulsation cycle, can be written as 

 
w = W + wt .   (1)

 
Here, W is the phase-averaged velocity and wt is the 
fluctuating one. The data at each measuring point 
was collected for 200 to 500 pulsation cycles. The 
turbulence intensity w’ was obtained as the square 
root of the ensemble phase-average of wt

2. It was 
confirmed beforehand that averaging over 200 
cycles has no influence on the values of the 
quantities. Moreover, the scatter in the results was 
less than 4 and 6% for the phase-averaged values 
and the turbulence intensity, respectively. In the 
hot-wire measurement, it is difficult to gain a 
correct direction of the flow at the position and time 
when the ratio of the radial component of the 
velocity to the axial one is rather large. For such a 
case, errors of a limited extent are avoidable. 

Additionally, in order to have insight into the 
pulsating flow features, visualization experiment 
using water was executed for a divergent tube with 
2θ = 12° and d1 = 22mm.   

3. RESULTS AND DISCUSSION 

3.1. Experimental Conditions 
Pulsating flow in divergent tubes is governed 

by five nondimensional parameters: the total 
divergence angle 2θ, the area ratio m, the 
Womersley number α, the mean Reynolds number 
Reta and the oscillatory Reynolds number Reos (or 
the flow rate ratio η). Here, the former two and the 
remainder   are   related   to   the   geometry  of   the 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Schematic diagram of experimental 
apparatus 

 

 

 

Figure 2. Coordinate system and dimensions of 
test tubes 

 

 
 

Figure 3. Example of flow rate variation  
        (αααα = 20, Reta = 20000, ηηηη = 0.5) 

 
 
divergent tubes and the fluid motion, respectively. 
The Womersley number is defined as α = a1(ω/ν)1/2, 
with ω being the angular frequency of pulsation and 
ν the kinematic viscosity of the fluid. The mean 
Reynolds number is expressed as Reta = d1Wa1,ta /ν  
and  the  oscillatory  Reynolds  number  as    Reos   = 
d1Wa1,os /ν, where Wa1  is the cross-sectional average 
velocity in the upstream tube and the subscripts ta 
and os indicate the time-mean and amplitude values, 
respectively. Finally, the flow rate ratio is given by 
η = Wa1,os /Wa1,ta (= Reos /Reta). The experiments were 
performed systematically under the conditions of α  

①

②

③

⑤⑥ ④

Flow
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= 10 ~ 40, Reta = 15000 ~ 30000 and Reos = 10000 (η 
= 0.33 ~ 0.67).  

In order to check the flow coming into the 
divergent tube, preliminary measurements were 
conducted for the axial velocity at z/d1 = −2 in the 
upstream tube. Integrating the measured velocities 
over the cross section, a time-dependent flow rate Q 
was calculated. The result is shown in Figure 3. In 
the figure, the solid line denotes the first 
fundamental component developed by the Fourier 
series.  This confirms that the prescribed flow is 
realized, and also yields that a sinusoidal flow rate 
is accomplished in the form 

 
Q = Qta + Qos sinΘ ,   (2)

 
Θ (= ω t) being the phase angle and t the time. 

3.2. Wall Static Pressure 

3.2.1. Distribution of Wall Static Pressure 
and Its Variation with Time 

The wall static pressure P is shown in Figure 4 
for Tube Ι with 2θ = 12°. The pressure P is 
expressed in the form of the pressure coefficient Cp, 
which is defined as Cp = (P−Pref) / (ρ Wa1,ta

2 /2), Pref 
being the pressure at the station of z/d1 = −2 in the 
upstream tube and ρ the density of the fluid. In the 
upstream tube, Cp changes in the phase leads of 
about 80° with flow rate variation. The time-
averaged value of Cp is slightly larger than that for 
the steady flow at Re = 2000. On the other hand, the 
pressure in the divergent tube rises with an increase 
of z/d1, except for a part of the period (Θ ≈ 300°) 
when it shows a gentle favorable gradient. 

We examine the pressure rise ∆PL in the length 
L, i.e., between the inlet and the exit of the 
divergent tube. The representative result is shown in 
Figure 5, in which ∆PL is nondimensionalized by 
the   dynamic   pressure   based   on    Wa1,ta   in   the 

  

  
Figure 4. Longitudinal distribution of wall static 
pressure (2θθθθ =12°°°°, αααα =20, Reta =20000, ηηηη = 0.5, ○○○○: 
ΘΘΘΘ = 0°°°°, ●●●●: ΘΘΘΘ = 90°°°°, △△△△: ΘΘΘΘ = 180°°°°, ▲▲▲▲: ΘΘΘΘ = 270°°°°,       
  -   : time-averaged,         : steady flow at 
Re =20000) 

upstream tube. In the figure, the waveform of ∆PL is 
developed with the Fourier series denoted by the 
solid line. The broken line denotes the result that is 
theoretically obtained using Bernoulli’s theorem for 
a quasi-steady flow. It is expressed as 

 
∆PL = (1 + η sinΘ )2  (1− m − 2) .   (3)

 
Moreover, the symbol of ← indicates the pressure 
rise ∆PL,s  for the steady flow, at Re = 20000, with 
the same cross-sectional average velocity as Wa1,ta. 
The pressure rise ∆PL in the pulsating flow changes 
almost sinusoidaly. However, it lags behind the 
variation of the flow rate. The phase difference Φ∆P 
between the fundamental waveform of ∆PL and Q 
becomes large with an increase of the Womersley 
number. Incidentally, Φ∆P changes from −5° to −60° 
when α increases from 10 to 40, as shown later in 
Figure 8. On the other hand, ∆PL has a value lower 
than the theoretical one for quasi-steady flow. 
Furthermore, ∆PL takes approximately zero values 
for the phase of 230 ~ 340° with the small flow rate. 

As has been stated above, for pulsating flow in 
divergent tubes, the pressure at the exit of the 
divergent tube rises when the cross-sectional 
average velocity is large and is in a decelerative 
phase. That is, ∆PL becomes large from the latter 
half of the accelerative phase to the middle of the 
decelerative phase (Θ ≈ 50 ~ 180°), as seen in Fig. 5. 
By contrast, Cp exhibits a small change in the axial 
direction from the ending of the decelerative phase 
to the first half of the accelerative phase (Θ ≈ 230 ~ 
330°). This is because the kinetic energy to be 
converted to the pressure one is small and because, 
to accelerate the fluid in the axial direction, the 
downstream pressure requires lowering. Therefore, 
it can be understood that the pressure distribution at 
the beginning of the accelerative phase shows the 
favorable  larger  gradient   for   higher   Womersley 

 
 

 

Figure 5. Difference between pressure at the 
inlet and exit of a divergent tube (2θθθθ  = 12°°°°, αααα = 
20, Reta = 20000, ηηηη = 0.5.  ←←←← : steady flow at Re = 
20000) 
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number where the fluid is strongly accelerated in 
the streamwise direction. 

3.2.2. Approximate Expression for ∆∆∆∆PL 
Considering practical use, it is desirable to 

establish a convenient expression for the pressure 
rise ∆PL in pulsating flow. Therefore, we introduce 
an  approximate  analysis  by  assuming  the   quasi- 
steady state and taking an unsteady inertia force 
into account. In the analysis, we use the one-
dimensional equation of unsteady motion. The 
detailed description of the analysis procedure is 
omitted owing to the limited space.   

Approximate results were obtained as follows: 
 

∆PL =∆PL,s { f0 + f1 sin(Θ + Φ1) + f2 sin(2Θ + Φ2) } , 
              (4) 
 

where 
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In the above equation, ζ and ∆PL,s represent the 

pressure loss coefficient and the pressure rise, 
respectively, in the case of steady flow with the 
same flow rate as the mean value, Reta, of the 
pulsating flow.  

First, we discuss the time-averaged pressure 
rise, ∆PL,ta

 , of β [= ∆PL,ta / (ρWa1,ta
2/2)]. From the 

result of the approximate analysis, β can be written 
using βs for steady flow, as 

 
β = f0 βs .                                                           (6) 

 
Figure 6 shows the experimental results for η = 0.5 
(Reta

 = 20000). They are close to the approximate 
results indicated by the solid line. Consequently, β 
takes a large value f0 times as high as that of steady 
flow, being independent of the Womersley number 
α. 

Secondly, we deal with the varying components 
of ∆PL. Nevertheless, as easily seen from Fig. 5 and 
the approximate expressions of Eqs. (4) and (5), the 
second- or higher order components are small 
enough, η/4 at the most, as compared with the first 

one. Therefore, we examine the amplitude ∆PL,os 
and phase difference Φ∆p  of the first component. 

  For ∆PL,os , we define the coefficient as 
 
κ = ∆PL,os /(ρWa1,ta

2/2) ,                                   (7) 
 

In the approximate analysis, κ is expressed as 
  

( ) 2
1

2 /1 ηςκ fm −−= − .                              (8) 
 

Figure 7 shows the results. They are plotted with 
the characteristic number of  α2/Reta  on the abscissa 
 
 

 
Figure 6. Relationship between ββββ and ββββs  (ηηηη = 0.5, 
Reta = 20000).     : Eq. (6) 
 
 

 
Figure 7. Relationship between ηηηηκκκκ and αααα2/Reta. 
   : Eq. (8). 

 

 
Figure 8. Relationship between ΦΦΦΦ∆∆∆∆P and αααα2/Reta. 
Lines denote the results of Eq. (5). 
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(a) Instantaneous velocity w     (b) Phase-averaged velocity W    (c) Turbulence intensity w’
Figure 9. Velocity waveforms  (2θθθθ = 12°°°°, αααα = 20, Reta = 20000, ηηηη  = 0.5) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
against ηκ  on the ordinate, which is taken from the 
viewpoint that κ varies inversely to η. The solid 
lines indicate the approximate results for Reta = 
20000, where the measured values in the steady 
flow are used for ζ. The measurement data clearly 
shows the dependence on the flow parameters that 
was indicated by the approximate analysis. That is, 
ηκ  increases almost in proportion to α2/Reta since 
the  unsteady  inertia  force  is  intensified  with   an 
increase in α. Furthermore, ∆PL,os required for the 
de- and acceleration of the flow becomes large 
proportionately with L, since the fluid mass 
involved in the divergent section is greater with  
smaller 2θ  and longer L. 

Next we consider the phase difference Φ∆P 
between ∆PL,os and the flow rate variation. The 
experimental results are given in Figure 8. Each line 
in the figure denotes the approximate expression (5) 
for Reta = 20000. According to the approximate 
results, Φ∆P at 2θ = 12° is slightly more negative 
than those at any other angle. Nevertheless, the 
experimental results show that the divergence angle 
2θ has little effect on Φ∆P. Consequently, the phase 
lag becomes large with an increase of α2/Reta, and it 
changes in close correspondence to Eq. (5). 

3.3. Axial Velocity 
In this section, we discuss the axial velocities. 

We deal with the flow case of α = 20, Reta = 20000 
and η = 0.5 measured for 2θ = 12° as a 
representative condition. 

3.3.1. Changes of Centerline Velocity with 
Time and along the Tube Axis 

To start, we will elucidate the outline of the 
flow features by focusing on the axial velocity on 
the tube axis. Figure 9 shows waveforms of 
instantaneous   axial  velocity  w,  together  with  its 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(a) Phase-averaged velocity Wc 

 

 
(b) Turbulence intensity w’c 

Figure 10. Change of Wc and w’c along the tube 
axis (2θθθθ = 12°°°°, αααα = 20, Reta = 20000, ηηηη = 0.5),        
        : time-averaged. 
 
phase-averaged one W and its turbulence intensity 
w’. For comparison with those on the tube axis, the 
results measured at the radial position r/Rz = 0.75 
near the tube wall are also shown in Fig. 9. 
Moreover, the changes of Wc and wc’ along the tube 
axis are illustrated in Figure 10. The subscript c 
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Figure 11. Distributions of W and w’ in upper and lower figures, respectively  
(2θθθθ = 12°°°°, αααα = 20, Reta = 20000, ηηηη = 0.5).  ○○○○: ΘΘΘΘ = 0°°°°, ●●●●: ΘΘΘΘ = 90°°°°, △△△△: ΘΘΘΘ = 180°°°°, 
▲▲▲▲: ΘΘΘΘ = 270°°°°,           : steady flow at Re = 20000. 

indicates the quantities on the tube axis and the 
broken lines indicate the time-averaged values. 

The  phase-averaged  velocity  W  exhibits    an 
almost sinusoidal change in time, as displayed in 
Fig. 9(b). However, since the flow extends with 
increasing z/d1 in both the divergent tube and the 
downstream straight tube, Wc in these sections is 
reduced (see Fig. 10(a)). In particular, the degree of 
reduction in the divergent section becomes smaller 
and larger for the middle, i.e., Θ = 180 and 0°, of 
the decelerative and the accelerative phase, 
respectively. Thus, the phase angle at which Wc 
shows the peak is discernibly delayed compared 
with the flow rate variation as z/d1 increases. This 
lag is equivalent to the time at which the fluid 
flowing into the divergent tube at the maximum 
flow rate (Θ = 90°) reaches each section. As a result, 
the time lag at the divergence exit (z/d1

 = 7.1) 
amounts to approximately one-tenth of one cycle. 
On the other hand, W near the wall (r/Rz = 0.75) in 
the divergent tube changes almost in synchronous 
phase with the flow rate. That is, W takes a 
maximum value at about Θ = 90°. In the case of 
steady flow, Wc/Wa1 at the Reynolds numbers of 
10000 and 30000, corresponding to the minimum 
and maximum flow rates in pulsating flow, 
respectively, attenuates axially in the same manner 
as the flow at Re = 20000. Hence the Reynolds 
number has little effect on Wc/Wa1 (the illustration is 
omitted here). It can be drawn from the above that 
the differences in the change of Wc along the tube 
axis in phase are attributed to an unsteady effect. 

The turbulence intensity w’c becomes large, at 
any phase, with an increase of z/d1 in the first half 
of the divergent tube. It shows the peak magnitude 
in the second half of the deccelerative phase, as 
seen in Figs. 9(c) and 10(b). Furthermore, w’c near 
the   divergence   exit   in   the   first    half    of    the 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

decelerative phase is about  2.6  times  the  value  at 
the divergence inlet. Consequently, the variation of 
w’c over one cycle becomes larger. 

On the other hand, w’ near the wall (r/Rz = 
0.75) in the upstream tube is twice as large as w’c, 
but the phase difference between w’ and Wa is small. 
In the section immediately behind the divergence 
inlet, the turbulence intensity is high in the phase 
with the high flow rate.  However, the change of  w’ 
gradually becomes similar to that of waveform w’c 
with an increase of z/d1. 

3.3.2. Distributions of Phase-averaged 
Velocity and Turbulence Intensity 

Figure 11 shows distributions of W and w’ at 
four representative phases. The broken lines in the 
figure denote results for a steady flow at the 
Reynolds number of Reta. Moreover, sketches of the 
stream are displayed in Figure 12, which is drawn, 
with a moderate exaggaration, from the observation 
of the water flow. The painted parts enclosed by the 
broken lines show the main current of the flow.  

In pulsating flow, the phase difference among 
fluid motions in the divergent tube becomes larger 
as z/d1 increases. Consequently, the difference 
between the flow states of the accelerative and the 
decelerative phases becomes considerable. 
Therefore, the phase-averaged velocity and 
turbulence intensity exhibit complicated 
distributions. 

In the upstream tube (Fig.11; z/d1= −2), the 
periodic change of the axial velocity leads slightly 
near the tube wall, whereas it is delayed in the 
central part of the cross section. Nevertheless, on 
the whole, the velocity at each phase shows a 
profile similar to the steady one with a simple 1/7-
th-power law. In the divergent tube, the pressure 
rise  in  the  first  half  of  the  accelerative  phase  is 
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(ΘΘΘΘ ==== 0°°°°) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
smaller than the theoretical one derived for a quasi-
steady flow, as shown in Fig. 5.  Moreover,  there  is 
little pressure difference in the divergent tube. As a 
result, the main current in the central part of the 
cross section reaches the exit plane without 
extending too much towards the tube wall (Fig. 
12(b); Θ ≈ 0°). Meanwhile, near the inlet, a local 
pressure drop occurs, as seen in Fig. 4. This 
accelerates the fluid in the neighborhood of the wall, 
where  the   variation   of   the    velocity    is    more 
advanced (z/d1 = 1.4). When the flow rate increases 
and becomes maximum, eddies generated in the 
shear layer surrounding the main current grow 
rapidly, accompanying the acceleration of the flow, 
to become massive vortices. These vortices strongly 
interact with each other near the divergence exit. 
Following this, the main stream suddenly begins to 
meander in the central part of the cross section, 
resulting in a rapid increase of w’ (Θ = 90°; Fig. 
12(b)). By the middle of the decelerative phase (Θ = 
180°), the pressure at the divergence exit is, as 
before, about twice as high as in the case of steady 
flow at the same flow rate, because the pressure 
there makes the fluid flow decelerate (Figs. 4 and 5). 
Thus the stream becomes unstable. As a result, the 
massive vortices in the section downstream of the 
divergence exit collapse and start to decay. In 
addition, the main current is mixed. At the end of 

the decelerative phase (Θ = 270°), the turbulence 
intensity in the section downstream of the 
divergence exit is considerably attenuated and part 
of the main current retreats to the first half of the 
divergent tube (Fig. 12(b)). The fluid particle in the 
vicinity of the wall is carried, locally and 
momentarily, upstream along the wall. Nevertheless, 
flow separation and backward flow are not seen 
clearly, and the fluid almost always flows 
downstream. 

From the view described above, in the phase at 
which the flow rate increases, the degree of 
acceleration is high in the central part of the cross 
section. This results in W near the divergence exit 
(z/d1 = 5.5) at the maximum flow rate (Θ = 90°) 
showing a profile with convexity near the tube axis, 
as seen in Fig. 11. In the decelerative phase, on the 
other hand, the velocity is reduced almost uniformly 
in the cross section because of the stronger action of 
turbulent mixing in the section further downstream. 

The distribution of the turbulence intensity 
differs appreciably from that in a steady flow, as 
seen in Fig. 11. That is, the turbulence intensity is 
high in the phase from the end of the increase to the 
first half of the decrease of the flow rate. This is 
because during this phase, the shearing layer 
between the main current and the tube wall rolls up 
and becomes the massive vortices. On the other 
hand, w’ is low in the first half of the accelerative 
phase when these vortices are almost decayed. To 
put it concretely, when the flow rate is large, the 
turbulence intensity immediately behind the 
divergence inlet (z/d1 = 0 ∼ 1.4) takes large values 
near the wall. Downstream, the region with high w’ 
extends radially, accompanied by the formation of a 
shearing layer. Furthermore, the maximum w’/Wa1,ta 
distribution in this section occurs in the first half of 
decelerative phase and becomes about 18% at z/d1= 
2.7 from the 14% in the upstream straight tube. 
Downstream, in the middle section of the divergent 
tube, at z/d1 = 2.7 ~ 5.5, w’ takes a maximum value 
in the vicinity of the inflection point of the W 
distribution when a fluid flowing at high speed is 
passed through the section. Subsequently, the 
location of the maximum w’ shifts toward the tube 
axis. In this phase (Θ ≈ 180°), w’ is about 20 percent 
higher than that of steady flow with Reta. The 
maximum value corresponds to 20% of Wa1,ta. In the 
section downstream of the divergence exit, the 
distribution of the turbulence intensity is 
uniformalized in the cross section (z/d1 = 9.6). 

4. CONCLUSION 
The experimental investigations were 

performed for pulsating turbulent flow in divergent 
tubes and the flow field was examined. The 
principal findings of this study are summarized as 
follows. 

(a) Steady flow at Re =20000

ΘΘΘΘ ==== 90°°°° 

ΘΘΘΘ ==== 180°°°° 

ΘΘΘΘ ==== 270°°°° 

ΘΘΘΘ ==== 0°°°° 

(b) Pulsating flow (αααα =20, Reta=20000, ηηηη = 0.5)  
Figure 12.  Sketches of flow pattern obtained  
by visualization experiment (2θθθθ =12°°°°). 
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(1) The approximate expressions derived for the 
pressure rise ∆PL are in good agreement with the 
experimental results and are very useful in practice. 

(2) The time-mean pressure rise ∆PL,ta is larger 
than that in the steady flow with the same Re as Reta 
and increases proportionately to η. The amplitude 
∆PL,os is larger for the smaller divergence angle. In 
addition, its value and the phase lag behind the flow 
rate depend on and increase with the characteristic 
number α2/Reta. 

(3) The axial distributions of the pressure 
coefficient Cp are high in the phase from the latter 
half of acceleration to the middle of deceleration. 
By contrast, they are low in other phases. 

(4) The phase-averaged velocity W shows profile 
swelling in the central part of the cross section 
when the flow rate increases. The phase at which 
the maximum value is taken in each plane is 
delayed from Θ = 90° at the maximum flow rate 
with an increase of z/d1. However, as the flow rate 
decreases, the W profile becomes flat downstream 
of the divergent tube.  

(5) The turbulence intensity w’ for a high flow 
rate takes a maximum value at the position on the 
radius near the inflection point of the W profile. As 
the phase proceeds, the region with a large w’ 
extends toward the wall and the tube axis, and the 
w’ profile becomes level at the plane of the 
divergence exit.       
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ABSTRACT

The work deals with numerical modelling of 3D
steady turbulent flow over backward facing step in
a channel of rectangular cross-section. Two geome-
tries with different boundary conditions and Reynolds
numbers are computed. The mathematical model
is based on Reynolds averaged Navier-Stokes equa-
tions for incompressible fluid. The turbulence mod-
els are eddy viscosity (SST) and explicit algebraic
Reynolds stress model (EARSM). The Navier-Stokes
equations are solved by an implicit artificial compress-
ibility method with higher order upwind dicretization
for convective term.

The influence of constitutive relation for Reynolds
stress is observed. The differences caused by tur-
bulence modeling are apparent already in the inlet
straight channel in the form of corner secondary vor-
tices captured only by EARSM model. The vortical
structures downstream of the step were observed as
well. The results are compared with measurements.

Key words: backward facing step flow,
EARSM, SST model

1. INTRODUCTION

In this work, we investigate the 3D turbulent flow over
backward facing step. In the previous work [3] the
authors presented 2D backward facing step flow sim-
ulations. It was shown that the performance of eddy
viscosity approach is satisfactory when using the SST-
like eddy viscosity limiter. However it shows that
for complex 3D flow a more fundamental approach to
turbulence modelling is necessary. Using sufficiently
accurate implicit finite volume method, in this work
we compare the performance of an explicit algebraic

Reynolds stress (EARSM) model with the SST ex-
tended eddy viscosity model. The two turbulence
models considered use very similar systems of k-ω
equations for turbulent time scale prediction, includ-
ing so called cross-diffusion term. This fact enables to
observe influence of constitutive relation. The results
are considered from the point of view of consistency
with 2D simulation and of agreement with experimen-
tal data.

2. MATHEMATICAL MODEL

The mean turbulent flow of incompressible Newtonian
fluid is governed by Reynolds-averaged Navier-Stokes
equations (RANS) in the form

∂uj
∂xj

=0,

∂ui
∂t

+
∂(uiuj + δijp)

∂xj
=
∂(2νSij − τij)

∂xj
, (1)

where xi is Cartesian coordinate, ui mean velocity
vector, t time, p mean static pressure divided by con-
stant density of fluid, δij Kronecker delta, ν kinematic
viscosity, Sij = (∂ui/∂xj + ∂uj/∂xi) /2 mean strain
rate tensor, and τij is Reynolds stress tensor.

We apply two closures for τij , the extended eddy
viscosity of SST (shear stress transport) turbulence
model by Menter [4] and explicit algebraic Reynolds
stress model (EARSM) due to Wallin, Hellsten [7, 2].
The Reynolds stress in SST model is given formally
by eddy viscosity hypothesis

τij= −νT 2Sij +
2
3
kδij ,

νT=
a1k

max(a1ω,ΩF2)
, a1 = 0.31, (2)

where νT is eddy viscosity, k is turbulent kinetic en-
ergy, ω is specific dissipation rate, and F2 is a switch-
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ing function given in [4]. The model switches between
Bradshaw hypothesis stating that principal Reynolds
shear stress equals approx. 0.3k, and eddy viscosity
hypothesis. For this purpose, as a scalar measure of
strain rate Menter selected magnitude of vorticity Ω

Ω =
√

2ΩijΩij , Ωij=
1
2

(
∂ui
∂xj
− ∂uj
∂xi

)
, (3)

where Ωij is rotation rate tensor.
The EARSM constitutive relation can be expressed

in terms of dimensionless anisotropy tensor aij

τij=aijk +
2
3
kδij , (4)

aij=β1τSij

+β3τ
2(ΩikΩkj − IIΩδij/3)

+β4τ
2(SikΩkj − ΩikSkj)

+β6τ
3(SikΩklΩlj + ΩikΩklSlj − 2IV δij/3)

+β9τ
4(ΩikSklΩlmΩmj − ΩikΩklSlmΩmj),

where τ is turbulent time scale and IIΩ, IV are invari-
ants formed from Sij , Ωij given by Hellsten [2] as well
as the coefficients β. The original version of model by
Wallin [7, 8] has slightly different coefficients β. Due
to the use in the viscous sublayer, the turbulent time
scale has to be limited from below by Kolmogorov
time scale ∼

√
ν/ε, where ε is dissipation rate. In the

present model

τ = max
(
k

ε
, 6

√
ν

ε

)
. (5)

Both turbulence models use k-ω system of equa-
tions to estimate k and τ :

Dk

Dt
=P − β∗kω +

∂

∂xj

[
(ν + σkνT )

∂k

∂xj

]
,

Dω

Dt
=γ

ω

k
P − βω2 + +

∂

∂xj

[
(ν + σωνT )

∂ω

∂xj

]

+
σd
ω

∂k

∂xj

∂ω

∂xj
,

P=−τij ∂ui
∂xj

, (6)

where the derivative D · /Dt ≡ ∂ · /∂t + ∂(uj ·)/∂xj .
Using specific dissipation rate ω, the dissipation rate
e.g. in Eq. 5 is given by

ε = 0.09kω. (7)

For the coefficients β∗, σk, γ, β, σω, σd in SST
or EARSM model see [4] and [2] respectively. In
EARSM model, the eddy viscosity is defined as

νT = Cµkτ, Cµ = −1
2

(β1 + IIΩβ6). (8)

3. NUMERICAL METHOD

The system of RANS and turbulence model equa-
tions is solved by an artificial compressibility method,
which consists of adding a pressure time derivative
into the continuity equation

1
a2

∂p

∂t
+
∂ui
∂xi

= 0, (9)

where a is selectable parameter. The steady solution
of the original system is obtained for t → ∞. The
parameter a should be chosen to achieve fast con-
vergence. In this work it is equal to the maximum
velocity in the solution domain.

To discretize the equations in space, the cell-
centered finite volume method is used. The unknowns
are understood as cell averages and are collocated.
The grid consists of hexahedral cells forming a struc-
tured multi-block grid with matching grid lines at in-
terfaces. The grid has been either orthogonal or with
cells expanding from step edge to the almost regular
grid in the outlet.

The convective terms are discretized using van Leer
interpolation method. The cell face value of momen-
tum, k, ω are interpolated in the direction of grid
lines using e.g.

ui+1/2 =





ui + 1
4 (1 + κ)(ui+1 − ui)

+ 1
4 (1− κ)(ui − ui−1), u > 0,

ui+1− 1
4 (1 + κ)(ui+1 − ui)
− 1

4 (1− κ)(ui+2 − ui+1),u < 0.

(10)

in the i-direction, where u is normall velocity at cell
face computed centrally. Two upwind schemes were
tested, the third order accurate with κ = 1/3, and
second order accurate Fromm scheme, κ = 0. We do
not use limiter for differences in Eq. 10. Although the
schemes for convection are not positive, there were no
problems in solving k-ω model equations.

The viscous terms are approximated using 2nd or-
der central scheme. The cell face derivatives are
computed using Gauss theorem on a dual octahedral
volume constructed by means of face vertices and
centres of two adjacent primary hexahedrons. The
time integration uses the backward Euler (implicit)
scheme. The Newton linearized implicit operator con-
tains both diffusive and convective terms, however has
the 1st order upwind stencil. In EARSM, linear part
of turbulent diffusion corresponding to eddy viscosity
(8) is discretized implicitly, the remaining part ex-
plicitly. Only the negative part of source terms in the

449



turbulence model is discretized implicitly. The result-
ing block 7-diagonal system of algebraic equations is
solved using block relaxation method with direct tri-
diagonal solver for selected family of grid lines.

To prevent pressure-velocity decoupling, pressure
stabilization in the form of pressure Laplacian is
added to the continuity equation. Magnitude of sta-
bilization is governed by local grid density, diffusion
and reference velocity [5]. It should be noted that
this dissipation is isotropic, nevertheless there were no
problems with oscillations when applying anisotropic
normal Reynolds stresses of EARSM.

4. DISCUSSION OF RESULTS

We consider two cases of the flow over backward fac-
ing step in a confined channel. The experimental data
considered differ by cross section size of channel and
magnitude as well as distribution of inlet velocity:

• wide channel according to Armaly et al. [1]:
in experiment very large aspect ratio to model
2D flow in mid-plane, in computation trun-
cated from computational reasons to 6H :
2.064H (width:height) behind the step, and
6H : 1.064H in front of the step, where H is
step height. The inflow condition is developed
channel flow. Reynolds number using maximum
inlet velocity Uref and step height H is 10, 000.

• narrow channel according to Zub́ık, Šulc [9] :
channel aspect ratio 5H : 5H behind the step
and 5H : 4H in front of the step. The inflow
stream short after honeycomb. Reynolds num-
ber 98, 000. The actual height was H = 40 mm,
the fluid water. Measurement technique was
PIV and LDA.

4.1. Wide channel

The case of Armaly has been computed on the grid
of approx. 290, 000 finite volumes, with the minimum
finite volume thickness has been 2 · 10−3H, 4 · 10−3H
and 10−2 in vertical, span-wise and longitudinal di-
rection respectively. The grid has 50 finite volumes
in span-wise direction. The resolution was based on
2D tests, where the domain was longer at 20H. The
length is not critical unlike the resolution of recircu-
lation zone. The length of the domain in 3D is 16H
downstream of the and 0.2H upstream.

The inlet developed straight channel flow has been
computed separately on same grid. Since the vor-
ticity in streamwise direction is generated only by
anisotropic stresses, one can expect differences be-
tween the two different turbulence models, especially
in the secondary flow. The Fig. 1 shows the results.

The velocity profiles in vertical mid-plane are equal
for both turbulence models, and it has been confirmed
are same as for 2D developed channel flow. On the
other hand, in the horizontal mid-plane, the diference
is large. The EARSM model gives larger bulk velocity
than SST one. This is caused by the EARSM’s better
ability to capture secondary flow shown on the upper
part of Fig. 1. The profiles nevertheless coincide in
the middle portion of channel for −1 < z/H < 1,
which seems to confirm that channel width is suffi-
cient to make comparisons of vertical mid-plane with
2D simulation.

This comparison in terms of longitudinal velocity
is given in Fig. 2. For 3D case, velocity profiles in the
mid-plane are shown. We see that results of EARSM
simulations differ slightly in the main stream after
reatachment only, whereas for SST, the recirculation
zone is also differnt. Measuring length of the recir-
culation zone in mid-plane, the EARSM gives values
8.22H and 8.52H for 3D and 2D simulation respec-
tively. The SST gives 6.20H and 8.40H. Armaly et
al. indicate the value of approx. 8H.

The SST model agrees well with measurement in
2D case only, the 3D result is unacceptable. The sep-
aration under-estimation with SST model is apparent
as well in the Fig. 3, where the lines of zero friction
on two walls are shown. The image is quite different
than from the one of EARSM model shown in upper
part of Fig. 4.

On the other hand the EARSM model gives consis-
tent and acceptable results in both cases. This leads
us to a conclusion that only model capable of captur-
ing at least qualitatively the secondary flows can be
reliable for simulation 3D backward facing step.

4.2. Narrow channel

The computational grid for narrow channel simula-
tion at higher Reynolds number had approx. 320,000
finite volumes, the grid spacing in normal direction
along the walls has been 7·10−4H. The span-wise res-
olution was 50 finite volumes. The downstream length
of the domain downstream of the step was again 16H,
upstream 3H. For computation, the inlet velocity was
approximated with artificial nearly top-hat profile. It
was confirmed that the shape of inlet velocity profile
has very small influence of the flow in recirculation
zone.

The convective terms become more important at
higher Reynolds number. The convergence his-
tory using the third order scheme and the Fromm
scheme (10) are shown in Fig. 5. The time step
for first scheme has been approx. 0.105H/Uref .
The Fromm scheme has better dispersive characteris-
tics and higher dissipation than third order scheme.
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Thus the steady level of residual is lower. Surpris-
ingly the time step had to be decreased to approx.
0.088H/Uref . The computational time per iteration
is the same for both schemes.

The Fig. 6 shows longitudinal component of veloc-
ity in the mid-plane compared with measurements
[9]. The computational results for both interpola-
tion schemes are practically equal. It can be seen
that the computed maximum of negative velocity is
smaller than measured. The computed recirculation
length is 6.51H, whereas measured one can be esti-
mated (5.5− 5.7)H. The under-prediction of velocity
after reattachment in Fig. 6 can be explained by de-
layed reattachment. Velocity vectors in the mid-plane
are shown in the Figure 7. Nevertheless, the EARSM
model here gives at least qualitatively correct result,
since the image of the zero friction lines given in Fig. 4
is similar to the one for wide channel, where the sep-
aration length was correct.

The vertical corner vortices can be recognized from
the velocity vector field in the horizontal plane given
in Fig. 8. The qualitative agreement of results with
experiment is acceptable, however the accuracy of
separation length is worse than in the previous case.
This can be explained by larger relative importance of
turbulence model at higher Reynolds number, which
made the accuracy limits of EARSM obvious.

5. CONCLUSIONS

Two cases of 3D turbulent flow over backward facing
step were computed. The choice of methods was cho-
sen so as to isolate the influence of Reynolds stress
constitutive relation as much as possible. The SST
eddy viscosity model does not give satisfactory re-
sults for 3D BFS flow. While the prediction of 2D
flow is well acceptable, the results are inconsistent
going to third dimension. On the other hand the
EARSM model gives comparable recirculation length
for 2D case as well as for large aspect ratio 3D case.
Under more dynamic conditions, in narrower channel
at higher Reynolds number, the EARSM model over-
predicts the recirculation length, however the result is
most likely still qualitatively correct. The capturing
of large vortical structures in comparison with exper-
iment is also acceptable.
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Figure 2. Influence of 3D effects on velocity profiles. SST model (left) and EARS model (right). In 3D,
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Figure 3. Lines of zero friction on side wall (left) and bottom wall (right) for SST model

Figure 4. Lines of zero friction on side wall (left) and bottom wall (right) for EARSM model. Wide channel
above, narrow channel below.
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Figure 6. Velocity profiles in the mid-plane for narrow channel, ERASM model. Distance x/H downstream
from the step, from above left to below right: −0.305, −0.033, 1.193, 2.51, 3.78, 5.00, 7.05, 8.54
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Figure 7. Velocity vectors in the mid-plane. Above: experiment, below: EARSM model

Figure 8. Velocity vectors in horizontal plane, 0.125H above bottom wall. Left: experiment, right: EARSM
model
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ABSTRACT 
This paper deals with the numerical solution of 

fully developed turbulent flows in channels. The 
numerical investigations were carried out at three 
Reynolds numbers , 180, 395, and 590, 
calculated by the half width of the channel h and the 
friction velocity . The two-equation version of 
the stochastic turbulent model (2E-STM) proposed 
by Czibere predicts very well the distributions of 
the turbulent velocity profiles and the shear stress 
distribution in channel flows comparing with Direct 
Numerical Simulation (DNS) data. The 
distributions of the mean velocity u in the direction 
of the main flow and the elements of the Reynolds 
stress tensor are compared with the distributions of 
data given by DNS. The calculated results by 
applying 2E-STM show good agreement with the 
data obtained by DNS for the two higher Reynolds 
numbers. In the case of the lowest Reynolds number 
the difference between the two calculated shear 
stress distributions are greater, because in this case 
the flow in the channel can not be considered as a 
fully developed turbulent flow. 

*Re

*v

Keywords: fully developed turbulent channel 
flow, stochastic turbulent model, velocity and 
shear stress distributions 

NOMENCLATURE 

R
F  [Pa] Reynolds stress tensor 
h [m] half width of the channel 
k [m2/s2] specific kinetic energy 
p [Pa] pressure 
u [m/s] mean velocity in x-direction 
u’ [m/s] instantaneous value of velocity 

fluctuations in x-direction 
v  [m/s] mean velocity vector 
v [m/s] mean velocity in y-direction 

v’,w’ [m/s] instantaneous value of the velocity 
fluctuations normal to main flow in 
directions y and z, respectively 

*v  [m/s] friction velocity 
x  [m] longitudinal co-ordinate in the 

direction of the main flow 
y  [m] lateral co-ordinate, y=h 

corresponds to the channel wall 
+y  [-] dimensionless wall distance 

z  [m] vertical co-ordinate 
*Re  [-] Reynolds number based on the 

half width and the friction velocity 
, , ,
,

α β γ
µ ϑ

 [-] elements of the similarity tensor 

H  
ρ  [kg/m3] density 
Θ  [Pa] dominant turbulent shear stress 
ε  [m2s-3] turbulent dissipation 
Ω  [s-1] magnitude of the vorticity vector 
υ  [m2s-1] kinematic viscosity 
η  [Nsm-2] absolute (dynamic) viscosity 
 
Subscripts and Superscripts 
1,2,3 components of the velocity vectors in 

directions of the co-ordinate axes, 
respectively 

x, y components of vectors in directions of the 
co-ordinate axes x and y 

1. INTRODUCTION 
Most turbulent flows are bounded by one or 

more solid surfaces. The flow through pipes and 
ducts are the simplest application for internal flows. 
These simple flows are of practical importance and 
play a prominent role in the development of the 
numerical study of turbulent flows. In this paper 
plane channel flow are investigated and fully 
developed turbulent flow is assumed. 
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In the following a solution method is presented 
for turbulent channel flows, for which relatively a 
simple numerical procedure is required for the 
computation of velocity profiles and turbulence 
quantities. The proposed new two-equation 
turbulent model (2E-STM) makes it possible to 
calculate also the Reynolds shear stress distribution. 

The stochastic turbulent model is under 
continuous development [3,4]. However the 
algebraic version of the model fails to predict 
correctly the Reynolds-stresses and the turbulent 
kinetic energy in the whole flow-domain. That’s 
why in calculating the characteristics of the 
turbulent flow by 2E-STM the continuity and 
Reynolds averaged momentum equations were 
extended by two differential and two scalar 
transport equations in order to predict the turbulent 
quantities more accurately. After presenting the 
governing equations and the details of the model, 
the numerical issues of the solution method are 
discussed. Despite the large amount of experimental 
data available for these relatively simple flows, 
there is poor agreement among the reported 
measurements [1]. In this paper, the widely 
accepted direct numerical simulation (DNS) data 
were used for comparison with the computed results 
for channel flow. Three different Reynolds numbers 
were chosen for the comparison. 

2.GOVERNING EQUATIONS 
The basic equations in this section are formed 

in the case of three-dimensional flows. The 
continuity equation for incompressible flow can be 
written as: 

 0v∇ ⋅ = . (1)
The Reynolds averaged momentum equation 

for the turbulent flow is given as: 
1( )  Div 

R
v v v FΠ υ ∆

ρ
⋅∇ = −∇ + + , (2)

where the total potential by using the potential of 
the conservative body force ( )U r  can be defined 
as: 

2 
3

pU kΠ
ρ

= + + i  (3)

The turbulent stress tensor 
R

F , which is 
modelled by Czibere can be written in the following 
form by using the so called “natural coordinate 
system” [3]: 

2
3

( , )  ( , ) 

 ( , ) .
R

F r t r t H

k r t I

Θ

ρ

∗= −

−
 (4)

In Eq. (4) Θ  is the dominant turbulent shear stress 
2  (   )lΘ ρ κ Ω= , (5)

where κ  is the von Kármán constant, l is the 
length-scale of turbulence and  is the vorticity 
magnitude. 

Ω

The H ∗  is the deviatoric part of the so called 

similarity tensor H  of the stochastic turbulence 
model [3]: 

1  
1   H
α µ

β ϑ
µ ϑ γ

⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ ⎠

, (6)

where the elements of the tensor H  are the 
constants of the stochastic turbulence model. 

The numerical computations are performed in 
the so called “computational coordinate system”, 
therefore the turbulent stress tensor 

R
F  has to be 

transformed into this coordinate system from the 
“natural coordinate system”: 

2
3

( , )  ( , ) 

( , ) ,
R

F r t r t G

k r t I

Θ

ρ

∗= −

−
 

where G∗  is the transformation of the similarity 
tensor (6). 

The specific turbulent dissipation can be 
determined as: 

( , )  ( ' ) : ( ' ')r t v v vηε
ρ

= ∇ ∇+∇D D D , 

which can be expressed in the following form by 
using the stochastic turbulent model: 

( ) ({2 2( , )  2  2r t Aε κ υ α β γ α β= − + + + + +

( ) ( )}22  2   C AB AC BCα β γ µ ϑ+ + + + + +
i

 

(7)

The unknown coefficients A, B and C in this 
expression can be calculated as: 

11 12 13
(  )  (  )  (  )

x  y
l lA E E E

 z
l∂ Ω ∂ Ω ∂ Ω

∂ ∂ ∂
= + + , 

21 22 23
(  )  (  )  (  )

x  y
l lB E E E

 z
l∂ Ω ∂ Ω ∂ Ω

∂ ∂ ∂
= + + , 

31 32 33
(  )  (  )  (  )

x  y  
l lC E E E

z
l∂ Ω ∂ Ω ∂ Ω

∂ ∂
= + +

∂
, 

where (i=1,2,3 and j=1,2,3) are the elements of 
the coordinate transformation tensor 

ijE
E . The 

elements of E  are given later in the case of two-
dimensional flow. 
The Eqs. (1) and (2) can be completed with the 
equation for the turbulent kinetic energy: 

3
2

1  : ( )  

(  ) 5   
2 3

 Div(  )

k

dk G
dt

l at l
C

G

Θ ε
ρ

Ω υ κ Ω

υ Θ
ρ

∗

∗

∗

= ∇ − −

⎧ ⎛ ⎞⎪ k∇⋅ − +⎨ ⎜
⎪ ⎝ ⎠⎩

⎫
+ ⎬

⎭

v

i

D

∇ +⎟

N

 
(8)

For the numerical solution of the flow problem it is 
also necessary to connect the algebraic Eq. (5) with 
the following equation, which was developed by 
applying the method of dimensional analysis: 

2(1 ) 1 (  )N N
EC lε υ Ω Ω− += . (9)
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The eight scalar Eqs. (1), (2), (5), (7), (8) and 
(9) contain 8 unknown variables ( , , , 1v 2v 3v Π , 
Θ , , k ε  and ), so the system of equation 
mentioned above forms a closed system. 

lΩ

2.1. Two-dimensional steady flow 
between two parallel plates 

In this paper constant property fully-developed 
flow is assumed. In this case properties no longer 
vary with distance along the channel (x-direction). 

The velocity vector has only one non-zero 
component as: ( )v u y i= , where y varies along the 
channel width 2h. 

The coordinate-transformation tensor: 
1 0 0
0 sign( ) 0
0 0 sign(

E du dy
du dy

⎛
⎜= ⎜
⎜
⎝ i)

⎞
⎟
⎟
⎟
⎠

 (10)

The transformation of the similarity tensor (6) 
G∗  can be expressed as: 

sign( ) 0
sign( ) 0

0 0

du dy
G du dy

α
β

γ

∗
∗

∗

∗

⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ i⎠

 (11)

The elements of the vector Div(ΘG∗ ) are given 
by:  

Div(  ) signx
du dG
dy dy

ΘΘ ∗ ⎛ ⎞
= ⎜ ⎟

⎝ ⎠
, 

( )Div(  )  y
dG
dy

Θ β∗
∗= iΘ  

(12)

The two scalar components of the momentum 
equation can be written as: 

2

20   sign
 

d u du d
x dy dydy

∂ Π Θρ η
∂

⎛ ⎞
= − + + ⎜ ⎟

⎝ ⎠
, (13)

 

0  
 

d
y dy

∂ Π Θρ β
∂ ∗= − +

i

 (14)

The two additional differential equations can be 
derived by using Eqs. (7), (8) and (9), respectively: 
 

3 2

2

,

 0 sign  -

ˆ
sign (  )
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C l
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υ Ω Ω− −

⎛ ⎞
− + + ⎜ ⎟

⎝ ⎠
= N +

=
 (16)

where  and  are also the parameters of 
stochastic turbulent model. 

2̂t kC

The six scalar Eqs. (5), (9), (13), (14), (15) and 
(16) for two-dimensional flows in this case contain 
6 unknown variables ( u , , Π Θ , , k ε  and lΩ ). 
This system of equation also forms a closed system, 
the unknown variables mentioned above can be 
determined using numerical integration as described 
in the next section. 

3. NUMERICAL SOLUTION 
The dimensionless coordinate ξ  can be 

introduced as y hξ =  due to the symmetrical 
configuration the interval of 0 1ξ≤ ≤  is considered 
in the numerical investigation. 

By integrating the Eq. (13) with respect to y and 
substituting the algebraic Eq. (5) into that, after 
rearranging the following common differential 
equation can be written for determination of the 
dimensionless mean velocity distribution: 

2
2  Re  

 
d u l

d v v
Ωκ ξ

ξ ∗
∗ ∗

⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥=⎜ ⎟ ⎜ ⎟ −
⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

, (17)

where Re* is the Reynolds number based on the half 
channel width and the friction velocity. 

The Eq. (16) is available to determine the 
distribution of the unknown variable l  which is 
also necessary to solve Eq. (17) numerically. By 
introducing the notation  

Ω

* 2a  α β γ= − − − , the 
Eq. (16) can be written as: 
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2 2
*

12(1 )
2

2
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NN
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d v
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v v

Ωκ
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Ω Θ ξ
ρ
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∗
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=⎢ ⎥⎜ ⎟

⎢ ⎥⎝ ⎠⎣ ⎦
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This equation above by substituting Eq. (5) is 
suitable to determine the derivative of the unknown 

variable 
*

l
v
Ω   with respect to ξ  : 

1
1 2 2

2Re   
  

N
N

ECd l l l
d v a v v

Ω Ω Ωκ ξ
ξ κ

+
−

∗

∗ ∗ ∗ ∗

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= −⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠
i

 

(18)

In Eqs. (17) and (18) the following values and 
approximate expression were used in our numerical 
investigations for the parameters of stochastic 
turbulent model: 

3 *

*

3.227 1.622 2.612
0 7 / 4 0.407

1206 Re 69444
(1 )

Re 7500E o o

N

C C C

α β γ
ϑ µ κ

ξ

= − = − = −
= = = =

+
= − =

+ i

 
(19)

The numerical solution of the Eqs. (17) and 
(18) were performed here using Runge-Kutta 
numerical method implemented in an in-house code 
written in Fortran program language to calculate the 
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distributions of ( )
*

l
v
Ω ξ  and dimensionless velocity 

( )
*

u
v

ξ . 

Eq. (15) by using distributions ( ) ( )
*

l Y
v
Ω ξ ξ=  

and ( ) ( )
*

u V
v

ξ ξ=  obtained by solutions of Eqs. 

(17) and (18) is directly available to calculate the 
distribution of the specific kinetic energy 

( ) ( )2
*

kK
v

ξ ξ=  as: 

{

2

2 2

2
32

2 2 '
'

0

12(1 ) 2 2 '

0

1 5  
Re 3  

2
Re  2

 
 

Re   0

k

NN
E

a Y dK
C dY

tdYY Y
d

dVY d
d

C Y Y d

ξ

ξ

κ
ξκ ξ

β κ
ξ

κ ξ
ξ

κ ξ ξ

∗

∗

∗

+−
∗

⎧ ⎫⎪ ⎪+ −⎨ ⎬
−⎪ ⎪⎩ ⎭

− + −

⎧ ⎫
− −⎨ ⎬

⎩ ⎭

− −

∫

∫ i

�

} =

 

(20)

In the numerical solution of Eq. (20) the following 
values - as the parameters of the calculation method 
- were chosen to be  and . The 
unknown terms of a and 

2̂ 0.75t = − 0.75kC =

*β  in Eq. (20) can be 
calculated by substituting the parameters of the 
stochastic turbulent model given in (19) into the 
following expressions: 

( )a α β γ= − + + / 2 , (21)

*
2

3
β α γβ − −

=
i

 (22)

The numerical solution of the Eq. (20) was also 
performed using a Runge-Kutta method 
implemented in the same computer code. 

By determining the distributions ( )Y ξ , ( )V ξ  

and ( )K ξ  of the turbulent flow finally the elements 
of Reynolds turbulent stress tensor can be 
calculated as: 

2 2
02

' ' 2 2 (  ) (  )
15 3

u u K K Y
v

ξ α κ ξ∗
∗

= + − , (23)

2 2
02

1 2 (  ) (  )
15 3

v v K K Y
v

ξ β κ ξ∗
∗

′ ′
= − + − , (24)

2 2
02

' ' 1 2 (  ) (  )
15 3

w w K K Y
v

ξ γ κ ξ∗
∗

= − + − , (25)

2 2
2

*

' ' (  )u v Y
v v

Θ κ ξ
ρ∗

= = , (26)

where 0K  is an constant of the integration, which 
can be determined using the parameters of the 
turbulent model as: 

( )2 2
0 0  2K k v κ α β γ∗= = − + + . (27)
The Eqs. (23), (24) and (25) are available to 

determine the stresses in main diagonal of Reynolds 
stress tensor. The Eq. (26) is used to calculate the 
dominant shear stress of the turbulent flow. 

The number of grid points were 5 000 equally 
spaced in our numerical investigations along the 
interval of 10 ≤≤ ξ . The numerical solution can 
be achieved less than 20 seconds with a 600 
MHz/256 MB-RAM PC. Similar investigations 
were also carried out to demonstrate the grid-
independency with 2500, 10 000 and 20 000 grid 
points. The results were compared applying the 
dimensionless least-square method and the obtained 
discrepancies were found smaller than 0.1 % in all 
cases. 

4. COMPUTATIONAL RESULTS 
Figures 1-6 represent the computed 

dimensionless distributions of the velocity  in 
two-dimensional plane channel flow. The velocity 
distribution data for comparison are obtained from 
the DNS of Moser et. al. [2] for  180, 395 
and 590. The computed results show very good 
agreement with DNS data. 

*/ vu

=*Re

In addition to the velocity distribution, another 
important characteristic of turbulent channel flows 
is the shear stress distribution ( )*/ vΘ ρ ξ . Figures 
7-9 represent the computed dimensionless shear 
stress distribution in the half-channel. The higher 
Reynolds number flows show an excellent 
agreement compared with the DNS data. 

Figures 10-12 compare the results of the 
specific turbulent kinetic energy ( )2

*/k v ξ  with the 
direct numerical simulation. Increasing the 
Reynolds number the results show a better 
agreement. 

The first component of the Reynolds shear 
stress tensor ( )2

*' ' /u u v ξ  can be seen in Figures 13-
15. The present model predicts well the maximum 
values, although some discrepancies can be 
observed in the figures. 

The second component in the diagonal of the 
Reynolds shear stress tensor ( )2

*' ' /v v v ξ  are shown 
in Figure 16-18. These results show probably the 
highest difference between the present model and 
the DNS simulation. 

The last component in the diagonal of the 
Reynolds shear stress tensor ( )2

*' ' /w w v ξ  can be 
seen in Figures 19-21. These results show a very 
good agreement, especially for the higher Reynolds 
number flows. 
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Figure 1. Velocity distribution 180 *Re =

 

Figure 2. Velocity distribution 395 *Re =

 

Figure 3. Velocity distribution 590 *Re =

 

Figure 4. Logarithmic velocity distribution *Re = 180 

 

Figure 5. Logarithmic velocity distribution *Re = 395 

 

Figure 6. Logarithmic velocity distribution *Re = 590 
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Figure 7. Shear stress distribution 180 *Re =

 

Figure 8. Shear stress distribution 395 *Re =

 

Figure 9. Shear stress distribution 590 *Re =

 

Figure 10. Turbulent kinetic energy 180 *Re =

 

Figure 11. Turbulent kinetic energy 395 *Re =

 

Figure 12. Turbulent kinetic energy 590 *Re =
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Figure 13. Element 2v∗

' 'u u

Re =

 of the Reynolds tensor 

180 *

Figure 14. Element 2v∗

' 'u u

Re =

of the Reynolds tensor 

395 *

Figure 15. Element 2v∗

' 'u u

Re =

of the Reynolds tensor 

590 *

Figure 16. Element 
2v∗

' 'v v

Re

of the Reynolds tensor 

* = 180 

Figure 17. Element 
2v∗

' 'v v

Re

of the Reynolds tensor 

* = 395 

Figure 18. Element 
2v∗

' 'v v

Re

of the Reynolds tensor 

* = 590 
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Figure 19. Element 
2

' 'w w
v∗

of the Reynolds tensor *Re = 180 

 
Figure 20. Element 

2v∗

' 'w w of the Reynolds tensor *Re = 395 

 
Figure 21. Element 

2v∗

' 'w w of the Reynolds tensor *Re = 590 

5. SUMMARY 
The present results show that the presented 

solution method provides a fast and simple method 
for the computation of fully-developed turbulent 
channel flows. Computational results of most of the 
turbulent quantities show a good agreement 
compared with DNS data. The second component in 
the diagonal of the Reynolds shear stress tensor 
may need some consideration. The smallest 
Reynolds number flow provide a less accurate 
result, but this flow is not a fully developed 
turbulent flow [2]. 

The presented stochastic turbulent model (2E-
STM) predicts well the different characteristics of 
the turbulent flow far from the walls. The effect of 
the wall should be taken into account to improve the 
model capabilities by applying for example so 
called damping functions [5]. 

Comparison with higher Reynolds number 
flows are planned to validate the 2 equation version 
of the stochastic turbulence model, because the 
present results show a very good especially for the 
higher Reynolds number cases. 
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ABSTRACT 
The paper presents a complex numerical 

analysis of unsteady heat transfer with radiation and 
natural convection in an industrial electrical heating 
element. Although the normal operating regimes are 
designed for a pressure-driven air flow, there are 
abnormal situations when the fan is not working. As 
a result, the electrical wires are heating up quickly, 
and only the thermostat protection avoids the wire 
melting. The classical trial and error approach to 
adjust the thermostat position and setting is 
nowadays replaced by a rigorous numerical analysis 
of the air flow with heat transfer, thus reducing the 
development costs and allowing a more effective 
optimization. This paper presents such an analysis 
for an industrial case. The numerical results are in 
excellent agreement with the experimental 
investigations on the prototype, and provide 
valuable information with respect to both flow and 
temperature fields. 

Keywords: electrical heating element, natural 
convection, radiation, unsteady flow.  

NOMENCLATURE 
[ ]mδ   thickness 

[ ]/W m Kλ ⋅  heat conduction coefficient 
3/kg mρ ⎡ ⎤⎣ ⎦  density 

[ ]/pc J kg K⋅  specific heat 
3Vol m⎡ ⎤⎣ ⎦  volume 

1. INTRODUCTION 
Electrical heating devices are found in a variety 

of home appliances. Although apparently simple 
from the design point of view, their operation often 
proves to be a rather complex combination of 

physical phenomena [1]. Starting with the electrical 
heat generation in wires, the heat transfer to the 
operating fluid (air, water or oil) is in general a 
combination of convection and radiation [2,3,4]. 
Although the radiative heat transfer is not present 
when operating with liquids, in air the heating wires 
reach high enough temperatures to make radiation a 
main heat transfer mechanism. The high 
temperature wires radiate heat to the bounding walls 
and then the heat is transferred to the flowing air 
through convection. Of course, part of the wire heat 
flux is also directly convected to the flowing air. 
This combined heat transfer mechanism is difficult, 
if not impossible, to be accurately evaluated 
quantitatively without a full numerical simulation of 
the flow with heat convection and radiation. 

In general, the air flow is generated by a 
pressure gradient provided by a fan. However, there 
are abnormal operating regimes, or phases within an 
operating cycle, when the fan is stopped and the 
pressure difference that drives the flow vanishes. In 
such cases, the convection is provided by buoyancy 
driven flow, thanks to the air density gradients in 
gravitational field. Such a complex case is 
examined in the present paper. 

First, we present the three-dimensional 
computational domain for the electrical heating 
device. In order to simplify the grid generation 
process, the actual wire geometry is slightly 
simplified. Second, we briefly review the models 
for buoyancy driven flow with convection and 
radiation available in the commercial code 
FLUENT. Third, we present the main results and 
the relevant engineering conclusions for an 
unsteady flow simulation of the so-called abnormal 
regime when the fan is not operating. The 
temperature measurements for the thermostat disc 
are compared with the computed results. The paper 
conclusions are summarized in the last section. 
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2. THREE-DIMENSIONAL 
COMPUTATIONAL DOMAIN AND 
PROBLEM DEFINITION 

Figure 1 shows the 3D computational domain 
considered for the present study. Symmetry 
considerations led to a minimal domain that retains 
all relevant features of the flow with heat transfer.  

 

Figure 1. Three-dimensional computational 
domain for an electrical heating element. 

The flow channel is bounded by two walls and 
two side symmetry planes. The bottom inlet section 
is larger than the upper outlet section. On the 
straight wall there is a thermostat with a sensitive 
disk that triggers an electrical switch at a given 
temperature. There are two sets of wires: 6 
upstream wires with a smaller pitch and 8 
downstream wires with larger pitch, such that each 
set of wires generates 100 W heating power (for the 
truncated domain width considered in Fig.1).  

In order to simplify the mesh generation we 
have considered the wires as a collection of tori that 
replaces the actual helical shape, as shown in Figure 
2. Each torus surface is discretized with 
quadrilateral elements, and a boundary layer mesh 
is built near the wire surface to correctly capture the 
steep velocity and temperature gradients. The same 
approach is used for the thermostat cap, where the 
correct representation of the flow and temperature 
boundary layers is essential to the accuracy of the 
results. The final mesh is a combination of 
tetrahedra and hexahedra, with approximately 610  
cells. It was found through numerical experiments 
on previous simplified similar studies that this is the 
level of grid refinement that insures the accuracy of 
the results. 

 

Figure 2. Details of the surface mesh for wires 
and thermostat neighbourhood. The volume 
mesh is a mixture of 1.4E6 tetrahedra and 
hexahedra. 

The actual thermostat is shown in Figure 3. 
However, only the relevant features are retained for 

465



the numerical simulation, as shown in Fig. 3 
bottom. There is an air gap between the thermostat 
cap and metal disk. As it will be further shown, it is 
essential to correctly account for this air pocket 
since it produces a significant temperature drop in 
unsteady operating regimes. For the full 3D 
computational domain the metal cap – air pocket – 
metal disc sandwich is represented by a 
homogeneous wall with equivalent physical 
properties: 

steel air

steel air

δ δ δ
λ λ λ
= + ,  

resulting in KmW ⋅= /0396.0λ , 

airairsteelsteelairsteel VolVolVolVol ρρρ +=+ )(
 resulting in 3/2677 mkg=ρ , 

( )steel air p steel steel p steel air air p airVol Vol c Vol c Vol cρ ρ ρ+ = +

  resulting in KkgJcp ⋅= /6.502 . 
Practically, the heat conduction is dictated by the air 
pocket, while the specific heat is dictated by the 
steel. 

 

 

Figure 3. Cross section of the actual thermostat 
and the simplified model to be used in numerical 
simulations. 

The boundary conditions are simple. There is a 
volumetric heat source in the wires, uniformly 
distributed, with a total heat power of 200W . The 
walls are made of mica, with corresponding specific 

heat and density, and have a specified thickness. 
The heat conduction through walls and wires is 
accounted for. The actual material properties or 
exact geometrical dimensions cannot be completely 
disclosed in this paper. 

3. FLUENT MODELLING OF BUOYANCY 
DRIVEN FLOWS WITH HEAT 
CONVECTION AND RADIATION 

In this section we briefly summarize the models 
employed in the commercial code FLUENT, 
relevant to the problem investigated in this paper. 
More details can be found in [5], and references 
therein. 

When the air is heated, since the air density 
decreases with temperature at constant pressure, a 
flow is induced due to the force of gravity acting on 
the density variations. For many natural convection 
flows, the Boussinesq model is the most robust and 
quite accurate. This model treats the fluid density as 
a constant in all equations, except for the buoyancy 
term in the momentum equation. The time 
dependent buoyancy driven flow solving strategy 
follows the procedure from [6]. 

For the radiation heat transfer the most suitable 
model for our problem is the Discrete Ordinates 
(DO) model. The DO radiation model solves the 
radiative transfer equation for a finite number of 
discrete solid angles, each associated with a vector 
direction fixed in the global Cartesian system. The 
FLUENT implementation uses a conservative 
variant of the discrete ordinate model called the 
finite-volume scheme [7,8], and its extension to 
unstructured meshes [9]. The main advantage of the 
DO model is that spans the entire range of optical 
thicknesses. 

Discretization with Finite Volume Method of 
the system of partial differential equations for flow 
with heat transfer has been proved to be both robust 
and accurate [10]. 

4. NUMERICAL RESULTS AND 
ANALYSIS 

Numerical results presented in this section 
provide a deep understanding of the complex flow 
and heat transfer phenomena in the electrical 
heating device.  

Figure 4 presents the temperature variation on 
the thermostat cap as well as on three adjacent 
wires. One can see that the wire heating rate is 
decreasing in time, while the heating rate of the 
thermostat cap is increasing in time. Eventually, 
after 20 seconds the heating flow rates becomes 
approximately equal once the radiation transfer is 
stabilized. 
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Figure 4. Time variation of several wire 
temperatures and thermostat cap temperature. 

 

Figure 5.  Heat flux balance for the wires. 

Figure 5 further details on the wires heat flux 
balance. In the early stages the wire temperature is 
relatively low, such is the air velocity, and most of 
the heat is accumulated in the wires leading to a 
rapid increase in temperature. As the wire 
temperature increases, a significant fraction (going 
up to half and more) of the heat flux is transferred 
through radiation, while the rest is the sum of a 
small convective heat flux and heat accumulation in 
wires. However, the accumulated heat decreases, 
therefore explaining why the temperature time rate 
decreases as well for the wires.  

Figure 6 presents a similar heat flux balance for 
the inlet/outlet sections.  Practically this is the heat 
evacuated from the computational domain through 
both convection and radiation. One can see that as 
the buoyancy driven flow is building up, the heat 
flux convected out of the domain increases in time. 
The radiation accounts roughly for one quarter of 
the total heat flux, in later stages of evolution. 

 

 

Figure 6.  Heat flux balance for the inlet/outlet 
sections. 

Both Figs. 5 and 6 emphasize the importance of 
the radiative heat transfer in electrical heating 
devices operating in air. Moreover, it is clear that 
even in buoyancy driven flow, the natural 
convection is essential and the flow field needs to 
be accurately computed with a turbulence model. 

A key ingredient of the methodology used in 
the present investigation is the post-processing of 
the unsteady temperature field in the thermostat 
sandwich. First, a four degree polynomial is used 
for a least-squares fit of the thermostat cap 
temperature variation in time, corresponding to the 
dash-dot line in Fig. 4. This temperature-time 
dependence is imposed as unsteady boundary 
condition for a simple 2D unsteady heat conduction 
in a domain like the one shown in Fig. 7. This is 
done through the User Defined Function (UDF) 
capability of the FLUENT code. The actual source 
code is reproduced below. 

  
/********************************* 
 UDF for time-dependent 
temperature boundary condition 
*********************************/ 
#include "udf.h" 
 
DEFINE_PROFILE(variabletemperature,t,i
) 
{ 
face_t f; 
real flow_time = CURRENT_TIME; 
begin_f_loop(f,t) 
 { 
  F_PROFILE(f,t,i) = 
273.15+34.0121+((0.000421735*flow_time
-.0302159)*flow_time+0.903902) 
*flow_time*flow_time; 
 } 
end_f_loop(f,t) 
} 
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Figure 7.  Temperature variation in the metal 
cap – air pocket – metal disc simplified model for 
the thermostat at time 30 s. 

Figure 7 shows the temperature distribution in 
the thermostat sandwich after 30 seconds. 
Obviously the temperature drop in the air gap is 
significant, the metal disc being significantly colder 
than the metal cap. This phenomenon is not 
important for steady operating regimes, when both 
metal cap and disc practically reach the same 
temperature.  

 

Figure 8.  Comparison of measured and 
computed temperature variation in time for the 
thermostat disc. 

The most important result of this paper is 
presented in Figure 8. After employing the above 
post-processing procedure, the thermostat disc 
temperature (which is actually the temperature that 
triggers the thermostat electrical switch) is obtained 
according to the solid line. The trigger temperature 
of 160 Co is reached practically in half a minute. 

The measured temperature values on the thermostat 
disc, shown in filled circles, are in excellent 
agreement with the numerical data. This is a full 
confirmation that the two-step numerical 
methodology is accurate and can predict not only 
the switch-off time, but also the wires and air 
temperature. 

 

 

Figure 9.  Temperature field on the symmetry 
plane at successive moments in time: A – 10 s, B 
– 20 s, C- 30 s, D - 35 s. 

 

Figure 10.  Velocity magnitude field on the 
symmetry plane at successive moments in time: 
A – 10 s, B – 20 s, C- 30 s, D - 35 s. 

468



Figures 9 and 10 show the temperature and 
velocity fields, respectively, at four instants in time. 
The highest temperature level reaches 1000 Co , 
and the maximum velocity magnitude reaches 
1 /m s . At this velocity the convection plays an 
important role, in addition to radiation, and must be 
accounted accurately. The chimney effect of the 
setup shown in Fig. 1 is quite important, and the 
vertical position of the heating device is essential 
for natural convection. The velocity magnitude 
contours shown in Fig. 10 show the flow 
acceleration (from inlet to the outlet) specific to a 
buoyancy-driven flow. In addition, the flow is 
accelerated at the exit thanks to the reduction in the 
channel cross-section. This particular flow features 
are refferred to as „chimney effect” in the present 
paper. 

5. CONCLUSIONS 
The paper presents a complete methodology for 

numerical simulation of unsteady buoyancy driven 
flow with heat convection and radiation in electrical 
heating devices. A distinct feature of our 
methodology is a two-step procedure for the 
thermostat temperature field.  

First, the full 3D computational domain is built, 
using an equivalent wall for the thermostat cap – air 
gap – disc sandwich. After the numerical simulation 
the temperature cap variation in time is obtained. 
Second, the time variation of the temperature cap is 
used as unsteady boundary condition in an auxiliary 
problem which provides the correct thermostat disc 
temperature, in excellent agreement with the 
experimental data. As a result, the switch-off time 
can be accurately predicted, together with the all 
wires temperature at that moment. This is essential 
for practical applications when the thermostat must 
be set such that the wire temperature is limited 
below a given value. 

ACKNOWLEDGEMENTS 
The authors would like to acknowledge the 

support from ZOPPAS Industries – IRCA Spa., 
Italy, in conducting this research-development 
project in association with the National Center for 
Engineering of Systems with Complex Fluids from 
the “Politehnica” University of Timisoara, 
Romania.  

REFERENCES 
[1] Shi J.-M., Gerlach D., Breuer M., Biswas G., 

Durst F., 2004, “Heating effect on steady and 
unsteady horizontal laminar flow of air past a 
circular cylinder” Physics of Fluids, vol. 16, no: 
12, pp: 4331-4345. 

[2] Maynes B.D.J., Kee R.J., Tindall C.E., Kenny 
R.G., 2003, “Simulation of airflow and heat 
transfer in small alternators using CFD”, IEE 

Proc.-Electr. Power Appl., Vol. 150, No. 2., pp: 
146-152. 

[3] Pickering S.J., Lampard D., Hay N., Roylance 
T.F., 1998, “Heat transfer in a through-
ventilated induction motor”, IEE Proc.-Electr. 
Power Appl., Vol. 145, No. 5, pp: 429 -433. 

[4] Dessouky Y.G., Williams B.W., Fletcher J.E., 
1998, “Cooling enhancement of electric 
motors”, IEE Proc.-Electr. Power Appl., Vol. 
145, No. 1, pp: 57-60. 

[5] Fluent Inc., 2002, FLUENT 6.0 User’s Guide. 

[6] Henkes, R.A.W.M., van der Flugt, F.F., and 
Hoogendoorn, C.J., 1991, ”Natural Convection 
Flow in a Square Cavity Calculated with Low 
Reynolds Number Turbulence Models”, Int. J. 
Heat Mass Transfer, Vol. 34, pp. 1543-1557. 

[7] Chui E.H., Raithby G.D., 1993, ”Computation 
of Radiant Heat Transfer on a Non-Orthogonal 
Mesh Using the Finite-Volume Method”, 
Numerical Heat Transfer, Part B, 23, pp: 269-
288. 

[8] Raithby G.D., Chui E.H., 1990, ”A Finite-
Volume Method for Predicting a Radiant Heat 
Transfer in Enclosures with Participating 
Media” J. Heat Transfer, Vol. 112, pp: 415-
423. 

[9] Murthy J.Y., Mathur S.R., 1998, ”A Finite 
Volume Method For Radiative Heat Transfer 
Using Unstructured Meshes”, AIAA-98-0860. 

[10] Cadafalch J., Perez-Segarra C.D., Consul C., 
Oliva A, 2002, ”Verification of Finite Volume 
Computations on Steady State Fluid Flow and 
Heat Transfer” Journal of Fluids Engineering, 
vol. 124, pp: 11-21. 

469



                                                                         Conference on Modelling Fluid Flow 
(CMFF’06) 

The 13th International Conference on Fluid Flow Technologies 
Budapest, Hungary, September 6-9, 2006 

 

  

THE EFFECT OF CORNER RADIUS ON THE ENERGY LOSS IN 90° T-
JUNCTION TURBULENT FLOWS 

György PAÁL1, Fernando PINHO2, Rodrigo MAIA3

 
1 Corresponding author, Department of Hydrodynamic Systems, Budapest University of Technology and Economics, P.O. Box 91, 1521 
Budapest, HUNGARY, Tel.: +36 1 463 2991, Fax: +36 1 463 3091, E-mail: paal@vizgep.bme.hu 
2 Transport Phenomena Research Center, Faculty of Engineering, University of Porto and University of Minho E-mail: fpinho@fe.up.pt 
3 Department of Civil Engineering, Faculty of Engineering, University of Porto, E-mail: rmaia@fe.up.pt

 

ABSTRACT 
An extensive numerical parametric 

investigation of the turbulent flow in 90° T-
junctions with sharp and rounded corners is under 
way aimed at quantifying the energy losses and the 
size and strength of the recirculating region in the 
branch pipe. The parameter that is being 
investigated is the radius of curvature of the corner 
of the junction and so far simulations have been 
carried out for an inlet pipe Reynolds numbers of 
32,000, to be later extended to the range between 
5,000 and 40,000, for flow rate ratios of 0%, 20%, 
40%, 50%, 60%, 80% and 100% (ratio between the 
flow rates in the branch and inlet pipes). 

The previous work of Paál et al. [8] on this flow 
for a sharp corner was aimed at validation by 
comparing the results of simulations done with 
various turbulence models with the detailed 
experimental data of Maia et al. (1998).  

Following [8], it was decided to perform the 
present calculations using a modified version of 
Menter’s [9] model, the shear-stress transport (SST) 
model, which performed equally well as or even 
better than the full Reynolds stress model at a 
considerably lower cost. All the calculations were 
carried out with the commercial code ANSYS CFX 
10.0.  

The results show that increasing the radius of 
curvature of the corner reduces the total energy loss 
especially because of the reduction in the branch 
flow loss related to flow separation. 

Keywords: T-junction, turbulent flow 
simulation, rounded edge 

NOMENCLATURE 
a [-] turbulence model parameter 
f [-] pipe loss coefficient 
k [m2/s2] turbulent kinetic energy 

p [Pa] pressure  
∆p [Pa] pressure difference 
t [s] time 
ui [m/s] velocity (fluct. ith comp.) 
x [m] length coordinate 
y [m] coordinate normal to the wall 
Ai [-] turbulence model parameters 
C [-] turbulence model parameters 
Fi  [-] blending functions 
Kij [-] loss coefficient due to tee 
U [m/s] velocity (mean x-component) 
V [m/s] velocity (mean y-component) 
<U> [m/s] bulk velocity 
αi [-] turbulence model parameters
βi [-] turbulence model parameters 
δij [-] Kronecker symbol  
ϕi [-] turbulence parameters (SST)  
µ [kg/ms] dynamic viscosity 
ν [m2/s] kinematic viscosity 
ρ [kg/m3] density 
σ [-] turbulence model parameters 
ω [1/s] turbulence frequency 
 
Subscripts and Superscript 
i, j ith, jth coordinate, pipe identifier 
k, µ, ⎤ turbulence parameter indicator 
T turbulent 
 

1. INTRODUCTION 
In pipe networks flow divergence is a major 

source of energy loss especially when in 
combination with sudden changes in flow direction 
leading to severe flow separations. The proper 
design of pipe networks requires accurate 
predictions of these complex flows, which is still far 
from being a trivial matter. In this work, we predict 
the loss coefficient of Newtonian fluids in 90° T-
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junctions with sharp and rounded corners as a 
function of the flow rate ratio in the two outgoing 
branches, after a grid convergence study to select 
the adequate grid characteristics.  

Early experimental work on the diverging T-
junction flow took place in Munich with Vogel [1, 
2] and was continued by Gardel [3]. Among other 
contributions to the field, reviewed in detail by 
Maia [4], the most well-known is the 
comprehensive work of Miller [5] on the resistance 
coefficients for various pipe accessories. Numerical 
predictions of this complex flow have been less 
common: Sierra-Espinoza et al. [6, 7] used various 
turbulence models and concluded that the standard 
and renormalization group (RNG) k-ε models could 
not predict the flow satisfactorily. Their predictions 
with the Reynolds stress model (RSM) also over-
predicted significantly the extent of the 
recirculation region. Paál et al. [8] compared the 
performance of the standard RSM and Menter's [9] 
shear-stress transport (SST) k-ω model, and showed 
the superiority of the latter in spite of the fact that it 
is a two-equation model. This did not come totally 
as a surprise since the SST model was supposed to 
combine the advantages of the k-ε and the k-ω 
models, performing better in separated flows under 
adverse pressure gradients because of the inclusion 
of transport effects into the formulation of the eddy-
viscosity. For details of the used models the 
numerical approach and the comparison see [8]. 

The present work is the natural continuation of 
Paál et al [8]: using the SST k-ω model we 
performed extensive calculations of the flow in the 
90° T-junction to investigate the effect of rounding 
off the sharp edge of the corner of the junction for 
flow rate ratios of 0%, 20%, 40%, 50%, 60%, 80% 
and 100% (ratio between the flow rates in the 
branch and inlet pipes) at inlet pipe Reynolds 
number 32,000. The influence of a block-structured 
mesh as opposed to an unstructured mesh is also 
discussed. The commercial code used in this work 
was ANSYS CFX 10.0. 

The paper is organized as follows: the 
governing equations and turbulence model used are 
briefly presented first, followed by a grid 
convergence study and validation by comparison 
with the experimental data of Costa et al. [10]. 
Then, the results of the parametric investigation are 
presented and discussed prior to the closure of the 
paper. 

2. GOVERNING EQUATIONS 
The equations to be solved for this 

incompressible flow are the conservation of mass 
Eq. (1) and momentum Eq. (2) 
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where a capital letter or an overbar designate time-
averaged quantities and a small letter refers to 
fluctuating quantities. The Reynolds stress tensor 
must be given by an appropriate equation or model 
to ensure closure of the set of equations. Here, on 
the basis of Paál et al. (2003) and also on the basis 
of further numerical experiments with the standard 
k-ε model only one turbulence model was used: the 
shear-stress transport (SST) k-ω model developed 
by Menter [10]. This model was found to provide 
the best results at a relatively modest 
computational cost. 

In this model, the Reynolds stress is calculated 
by 
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where the turbulent viscosity is related to single 
velocity and length scales of the turbulent flow, but 
is limited to avoid overprediction of recirculating 
regions. It is given by 

 

νT =
ak

max aω ,SF2[ ] (4) 

  
The transport equations of k and ω  are 
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and the blending functions appearing in Eqs. (4) - 
(6) are 

 
F1 = tanh(A1

4)  and F2 = tanh(A2
2) (7) 

  
with  
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The parameters αi, βi, σki, and σω with i=3 result 

from a linear combination of the corresponding 
coefficients having  i= 1 and 2 with the blending 
function F1, as given by Eq. (11) 

 
( ) 21113 1 φφφ FF −+=  (11) 

 
The remaining parameters are listed in Table 1. 

3. FLOW PARAMETERS 

3.1. Flow geometry 
The central part of the T-piece with the 

coordinate system and the notation is presented in 
Figure 1. A 20 diameter long entrance pipe was 
attached to the inlet section and a 30 diameter long 
pipe was attached to each of the two outlet sections. 
The pipe diameter was everywhere 30 mm.  
 

 

Figure 1. Schematic representation of the T-
junction and the central part of the 
computational domain 

The rounded T- piece looks very similar, except 
that the sharp edges are replaced with a rounded 
corner with a radius of 3 mm in the central plane. 

Table 1. Numerical values of some parameters of 
the SST model 

i αi  βi  σki  σωi  
1 5/9 3/40 2 2 
2 0.44 0.0828 1 0.856 

3.2. Simulation parameters 
The fluid used in the simulations was water 

with a constant density of 997 kg/m3 and dynamic 
viscosity of 8.899*10-4 kg/ms. Incompressible flow 
was assumed. The inlet boundary condition was 
fixed at 0 Pa total pressure (as it is standard practice 
in incompressible fluids since only the pressure 
variations matter) and at the two outlets the mass 
flow rates were specified based on the Reynolds 
number and the given flow rate ratio between the 
two branches. Since the inlet boundary condition is 
located very far from the region of interest (20D = 
600 mm) the actual values of the turbulent inlet 
boundary conditions are irrelevant because the flow 
is allowed to develop. At all the walls no-slip 
boundary conditions were assumed. 

3.3. Mesh convergence studies 
In the case of the sharp edge both an 

unstructured and a block-structured mesh have been 
tried with systematic mesh refinement. In both 
cases a similar, somewhat surprising result, to be 
discussed next, was obtained.  

Table 2. Mesh parameters for the convergence 
study 

Mesh Number of elements 

Coarse 61468 

Fine 1004981 

Fine mesh with 
adaptation 

2287626 

Fine + coarse  
(final mesh) 

454604 

 
First, following Paál et al. (2003), unstructured 

tetrahedral mesh with 5 layers of prismatic 
boundary layer cells was used. A systematic mesh 
refinement study was performed in order to 
determine the optimum mesh size. Due to the lack 
of space it is not possible here to go into all the 
details – they will be presented in a later 
publication. Altogether 3+1 meshes were used: the 
last one was created on the basis of the conclusions 
drawn from the first three. The meshes are listed in 
Table 2.  
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Figure 2. Longitudinal velocity profiles in the 
main pipe with different meshes compared with 
LDA data; a) -1D; b) 0D; c) 0.5D; d) 1D (sharp 
edge)  

In Figure 2. some results can be seen with the 
first three meshes, compared with the LDA-data in 
the approach flow, inside the tee junction and in the 
downstream main pipe. It can be observed in the 

figures that in a paradoxical way the results are 
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Figure 3. Velocity profiles in the branch pipe 
with different meshes compared with LDA data; 
a) longitudinal 0.1’D; b) longitudinal 1.1’D; c) 
transversal 0.1’D; d) transversal 1.1’D (sharp 
edge) 

everywhere better for the coarse mesh than for the 
fine mesh or the fine mesh with adaptation. This 
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happens in the junction region and downstream in 
the outlet straight pipe.  

One possible speculative explanation for this 
strange phenomenon is that the higher numerical 
dissipation of the coarse mesh compensates the 
shortcomings of the turbulence model which 
usually overpredicts the momentum transfer 
between wall and bulk flow. In the branch pipe the 
opposite, usual trend is observed: the fine mesh 
produces better results (see Figure 3.). 

Although the difference is small, the fine mesh 
performs consistently better than the fine mesh with 
adaptation and much better than the coarse mesh. 

Therefore the final unstructured mesh used in 
the simulations is a combination of the two meshes: 
coarse in the main pipe and fine in the branch pipe. 
The mesh can be seen in Figure. 4. 

Due to the rather surprising result obtained with 
the unstructured mesh an attempt was made with a 
block-structured mesh with the hope that a 
systematic refinement of a hexagonal mesh would 
lead to a systematic improvement of the agreement 
with measurements. The coarsest mesh can be seen 
in Figure 5. Three finer meshes were prepared with 
the same block-structure and the result was the 
same as before: the results agreed better with the 
measurements with the coarse mesh in the main 
pipe and with the fine mesh in the branch pipe. The 
results are not presented here because of the lack of 
space, but reinforce the idea put forward above of 
turbulence model deficiencies being compensated 
by the excessive numerical diffusion with the coarse 
mesh.  

Due to the above findings it was decided that 
for the further calculations the unstructured mesh is 
used because of its greater flexibility since the 
hexagonal mesh did not bring any tangible 
advantages. 

 

 

Figure 4. The final unstructured mesh used in 
the simulations 

4. RESULTS AND DISCUSSION 
The results are presented in the following way: 

first some mean velocity profiles of both the sharp-
cornered and the rounded-cornered geometry are 

shown to indicate the well predicted and 
problematic regions. Then the pressure loss 
coefficients of both geometries as a function of the 
flow rate ratio are presented and discussed. The 
pressure loss coefficients of both branches are 
defined so that the “excess” pressure loss over the 
pressure loss of the straight pipe is considered. This 
is expressed in equations (12) and (13) where i = 1 
and 2 stand for the branch and straight outlet pipes, 
respectively. The velocities in the brackets mean 
spatially averaged velocities over the cross-section. 
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Figure 5. Block-structured mesh in the 
symmetry plane of the T-piece 

 4.1. Velocity profiles 
Similarly to [8] first comparisons of LDA 

measurements with simulation results are presented 
in individual cross sections, everywhere in the 
symmetry plane. Due to the lack of space only a 
few typical profiles for the rounded edge are 
presented; there are also some typical figures for the 
sharp edge in Figures 2. and 3. Also only 
longitudinal mean velocity profiles are presented 
here, i. e. u for the main pipe and v for the branch 
pipe. Both the sharp edge and rounded edge 
geometries were measured with a flow rate ratio of 
50-50% and with a Reynolds number of 32000.  

Figure 6. shows the mean longitudinal 
velocities in the main pipe. It can be seen that in a 
remarkable way the agreement is very good just at 
the beginning of the T-junction and becomes 
somewhat worse further downstream. Here the 
velocity is constistently overpredicted near the front 
wall and underpredicted near the inside wall. The 
trends are nevertheless well captured and the 
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quantitative differences remain small with the 
exception of a few places.  

0
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Figure 6. Comparison of the simulation and the 
LDA measurements for the rounded edge T-
piece in the main pipe in various cross sections. 
Continuous line: simulation; black squares: 
measurements 

The situation is similar in Figure 7. where the 
branch pipe results are presented. The quality of 
approximation deteriorates when getting further 
from the T-piece but the trends are captured 
everywhere well. Usually the velocity is slightly 
overpredicted at the downstream wall and 
sometimes over- sometimes underpredicted in the 
rest of the pipe. As a general rule we can state that 
the predictions in the case of the sharp-edged T-
piece are slightly better than in the round T. This 
can be attributed partly due to the increased 
uncertainty of the measurements due to the 
complicated geometry and partly to the 
computational difficulties of treating a boundary 
layer separating from a round surface. 
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Figure 7. Comparison of the simulation and the 
LDA measurements for the rounded edge T-
piece in the branch pipe in various cross sections. 
Continuous line: simulation; black squares: 
measurements 

4.2. Loss coefficients 
What is most interesting from an engineering 

point of view is the pressure loss caused by the 
presence of a T-piece. This is expressed by the 
nondimensional coefficients defined in Equations 
(12) and (13). 

Although the Reynolds number differed slightly 
between the two cases we can assume with good 
reason that in this range the coefficients are almost 
independent of Reynolds number. Thus the two 
cases presented in Figs. 8 and 9 are directly 
comparable with each other. In the sharp-edged 
case the simulation reproduced the results 
excellently in the cases of both coefficients. There 
is a slight discrepancy only at high values of Q1/Q3. 
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Figure 8. Loss coefficients in the sharp-edged 
configuration; above: K31; below: K32.  
Re = 36000.  
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Figure 9. Loss coefficients in the round-edged 
configuration; above: K31; below: K32.  
Re = 40000 
 

Both curves display a minimum; K31 between 
0.4 and 0.6 K32 at around 0.2. The values of K31 are 
high: they lie between about 0.85 and 1.1 whereas 

the values of K32 are more moderate, between -0.08 
and 0.47. However, that the values of K32 cover a 
much wider range, meaning that its dependence on 
the flow rate ratio is much stronger than that of K31. 
The fact that K32 takes negative values might seem 
surprising but in reality it is not. It simply expresses 
the fact that under those conditions the loss caused 
by the T-piece in the main flow direction is slightly 
less than the loss would be from a fully-developed 
flow in a straight pipe. This is probably caused by 
decreases in the shear rates at the wall, and hence 
shear stresses, within the junction region due to the 
flow deviation into the branch. 

If we look at Fig. 9 we can see that the 
agreement for the round-edge configuration, 
between measurement and simulation is still very 
good for K32, but less satisfactory for K31. This 
could be already expected from the less satisfactory 
agreement of the individual velocity profiles. 
Nevertheless the trends are again reproduced well. 
The places of minimum and maximum are at the 
same place. There is not much change between the 
two cases for K32 but there is a significant decrease 
in the loss coefficient for the branch pipe. This 
corresponds to the expectations since rounding the 
edge should influence mostly the loss in the branch 
pipe by making the point of separation less well 
defined.  

Looking at the loss coefficients from the 
measurements [10] we can establish that the 
Reynolds number dependence in this range is really 
small.  

4.3. Fixed point in the velocity profile? 
In the sharp-edged case an interesting 

phenomenon was observed. Plotting the velocity 
profiles in the symmetry plane in one diagram for 
different flow rate ratios at one cross section in the 
branch pipe it is obvious that all the velocity 
profiles intersect each other more or less at the same 
point (Figure 10.). 

-0.4

0

0.4

0.8

1.2

1.6

-1 -0.5 0 0.5 1

r/R

v/
<U

>

Q1/Q3=0 Q1/Q3=0.2 Q1/Q3=0.4

Q1/Q3=0.6 Q1/Q3=0.8 Q1/Q3=1

Figure 10. Velocity profiles for different flow 
rates intersect in one point 

 
Repeating the same procedure for several cross 

sections the set of intersection points can be plotted 
(Figure 11.). Along this line on the symmetry plane 
the velocity is always the same, independently of 
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the flow rate ratio. On the upstream side of this line 
the velocity decreases, on the downstream side it 
increases with increasing flow rate ratio in the 
branch pipe. Interestingly, no similar phenomenon 
has been observed in the case of the round-edged T-
piece, because the point of separation changes with 
flow rate ratio. 

 

Figure 11. Set of “fixed points” in the symmetry 
plane of the sharp-edged configuration 

5 SUMMARY 
Detailed LDA-measurements and flow 

simulations have been carried out on a sharp-edged 
and round-edged T-piece configuration. Based on a 
previous publication the SST k-ω turbulence model 
was chosen for the simulations. It has been found 
that the best agreement with the data is obtained if 
the computational mesh is fine in the branch pipe 
but coarse in the main pipe. There is no conclusive 
explanation for this phenomenon. Generally, the 
simulations reproduced the measurements well but 
the agreement was better in the case of sharp-edged 
tee. The same statement can be made for the loss 
coefficients although the authors think that the 
uncertainty in the round edged case is also larger in 
the experiments not only in the computations. The 
intuitively expected influence of rounding the edge 
has been confirmed both by the simulations and the 
experiments: the branch pipe loss coefficient 
significantly decreased. This means that the overall 
energy loss also decreased since the overall energy 
loss is dominated by the branch pipe energy loss. 

It has been found that for the sharp-edged 
configuration a “fixed velocity” line exists. No 
similar phenomenon was found in the case of the 
round-edged configuration. 

The work can be continued in the direction of 
examining different cross-section ratios and 
different angles between main pipe and branch pipe 
as well as changing systematically .the radius of 
curvature. 
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ABSTRACT  
 The alluviation phenomena in the canals and the 
pipes of the water utilization systems rises 
important and difficult technical problems. In order 
to reduce the alluviation quantity in water supply 
systems and to keep it under control, continuum 
self-striping filtration equipment has been designed 
and manufactured at the Technical University of 
Iassy, Romania. The equipment is based on a 
modular system designed according to the alluvium 
characteristics and it is able to carry out both the 
separation and filtration functions of the water taken 
by the pumping station and by the water supply 
network. The exploitation process of the equipment 
is full automatized. 
 In order to analyse the functioning process of 
the ensemble hydrotechnic construction – filtering 
installation, an adequate mathematical model was 
conceived. At the same time, a software for the 
calculus of filtering parameters in different given 
circumstances was set - up. Two results for two 
typical situations in the location of the sieving – 
filtering installation: at the inlet of the pumping 
stations and in the nodes of the derivations to the 
net of pipes are presented. 

Keywords: alluviation phenomena, canals, 
filtering equipment, mathematical model, 
pumping stations, water system.  

NOMENCLATURE  
Examples: 

A [m2] area of filtering 
Lf [m] thickness of filtering layer 
Np [-] numbers of pores per area unit 
R [N] specific resistance 
r [m] radius of pores in the filtering layer 
h, H [m] height 

Q [m3/s] discharge  
MP, [s2/m5] equivalent resistance modulus of the pumps  
 Mf  [s2/m5] equivalent resistance modulus of the network 
V [m3] volume 
pt [Pa] total pressure 
Δpt [Pa] pressure difference  
Δz [m] level difference  
t, t0 [s] moment in time 
ε  [%]  porosity of the precipitate 
η  [kg/s m] dynamic viscosity of the filtering layer 
g [m/s2] gravidity acceleration 
θ0, θf  [kg/m3] turbidity of the suspension and of 
filtrate respectively  
ρ [kg/m3] density 
ρs  [kg/m3] density of the solid phase, 
μ  [] discharge coefficient  
w [m/s] absolute velocity vector 
Subscripts and Superscripts 
f filtering 
p precipitate 
s, u  exponents of power depending on the 
compressibility of the precipitate and the filtering 
layer  
x, y, s axial coordinate 

1. INTRODUCTION 
 The water and land resources are two of 
Romania’s main natural attributes, which, if used 
rationally, contribute to national economic and 
social development. Romania has 15 million 
hectares of agricultural land out of which 15 % can, 
theoretically, be irrigated. However, economic 
reasons limit this area to less.  

Romania’s exploited water resources are 
estimated at about 60x10 9 m3 per year. This comes 
mainly from the inland rivers (45 %), the Danube 
(45%) and the underground water bed (10%). The 
most important source of water for irrigation is the 
Danube and its tributaries: Olt, Siret, Prut. A 
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shortcoming of the water resources is the variable 
amount of silt in suspension. In comparison to the 
Danube, which has a low average silt charge – 
turbidity (e. g. 0.3 kg/m3 in the area of Braila, 
Romania), inland rivers have rather high turbidity, 
from 1.16 kg/m3 up to 47.2 kg/m3 [6].  
The presence of suspension silt in the water 
sampled by the hydrotechnic system has a negative 
influence on the operational factors and leads to an 
important diminution of the quality of the services 
rendered to the beneficiaries. The problem becomes 
increasingly concerning when the needs of the 
consumers serviced by the same system differ in 
respect to water quality.  
 
 
2. THE FILTERING INSTALLATION 
WITH CONTINUOUS FLOW FOR NEW 
REQUIREMENT FOR WATER QUALITY 
 
 In the process of retechnology of the water 
systems, an important place is held by the 
improvement of the quality of water taken from 
surface resources. One important aspect is the 
reduction of the concentration of suspended silt and 
the differentiation in the quality of the distributed 
water. This will lead to an increase in the number of 
water consumers, not necessarily those who use 
water in irrigation purposes only.  
 Researches were carried out which showed that 
there are certain functional sections in the system’s 
net where improvements in water quality are called. 
These sections belong mainly to nodes water is 
distributed to beneficiaries. In the considered 
section, a modulated installation for sieving – 
filtering water is located. These installations have a 
continuous functional process of filtering and self – 
cleaning of water. At the same time, the places 
where these installations were located were chosen 
according to certain criteria. The conclusions 
obtained are [4, 5, 6]: 
 1. For hydrotechnic systems with networks of 
pipes serving consumers with different 
requirements, the following locations of the filtering 
installations have resulted: 
 A – Single position, where the installation is 
located in the section of water access to the main 
pumping station. 
 B – Multiple positions. The location of the 
installation can be: b1 - in the inlet section of the 
water into the system, with the purpose of complete 
protection; b2 - in the breaching of sections towards 
beneficiaries who require water purer that the water 
usually carried by the system.  
 2. For hydrotechnic system with mixed network 
more water treatment sections are needed. In these, 
differentiated sieving installations, modulated in 
accordance to the physical water parameters are 

located. The locations are: 
 A – At the entrance in the intake reservoir of 
the pressure pumping stations, with the purpose of 
removing certain granulometric fractions from the 
pumped water. 
 B – In the hydrotechnic derivation nodes on 
branches delivering water to beneficiaries who 
require purer water. 
 In order to improve and modernize the water 
supply system and especially the irrigation systems, a 
group of researchers suggest a new constructive and 
functional solution for the sieving – filtering 
installations located in the derivate nodes (Figure 1).  
 

 
 
Figure 1. Scheme of the filtering installation. 
 
 The installation provides water of the required 
quality to every beneficiary; it has a compact 
structure, completely prefabricated that can be 
easily and quickly located in any functional section 
of the hydrotechnic system. The main functions of 
the installation are: the sieving of water in a 
differentiated way in order to meet the requirements of 
the beneficiary by reducing turbidity to an acceptable 
limit; the maintenance of a continuous sieving – 
filtering process and the automation of the process 
of cleaning the silt. 
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 The main component parts of the installation 
are: the assembling frame (1), the mobile sieving – 
filtering modulus (2), devices for dislodging the 
sediment and cleaning the sieve (3, 4), the survey 
instrument – the safety device (5) (figure 1) [6]. The 
assembling frame is set on the canal slope, where 
the water that goes onto the intake basin of the 
pumping station or the sluice comes from. 
Motioning the filtering modulus is done by a level 
difference sensor (6). The filtering sieving 
installation was executed at prototype level on a 
scale of 1:1 [3, 6].  
 
 
3 THE CALCULUS MODEL  
 
3.1 The Differential Generalized 
Equation of Filtration 
 
 The transportation of silt and the flow of water 
in a net of pipes and canals at the water systems are 
interdependent processes. They cannot be 
dissociated and analysed separately even in the 
most severe hypothesis acceptable in physics. Due 
to the fact that the behaviour of the liquid phase is 
neither uniform nor permanent, this trait results in 
the elaboration of a mathematical model to simulate 
the interaction between the liquid – solid phases and 
the filtering system perceived in time [2, 7].  
 The analysis of the filtering process consists in 
determining the volume of precipitate VP, as well as 
the following hydraulic parameters: filtrate 
discharge Q, volume of filtrate V, filtering speed w 
and the filtering pressure difference Δp, these 
values generally vary with time. In order to solve 
these problems an adequate mathematical model 
was drawn up at the same time with a calculated 
programme for computers [1, 2, 9]. 
 The mathematical model for the process of 
filtration consists of a set of differential and 
transcendental equations. The differential equations 
of filtration give the dependency between the 
discharge Q, the volume V and the difference in 
pressure Δp. The generalized differential equations 
of filtration consider simultaneously the following 
complex aspects of the phenomenon: 1–the 
compressibility of the filtering layer; 2–the 
formation of sediment, generally compressible; 3–
the means by which pores of the filtering layer are 
obstructed; 4–the presence of the solid phase in the 
filtrate too [2, 7]. 
 In the given hypothesis, respectively that the 
pores are uniformly and gradually blocked, the 
generalized differential equation results [9]: 
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where:  is the specific resistance of the filtering 

layer for (Δp)

Rf 0
1

1 = 1N⋅m–2 at t0,  is the specific 
resistance of the precipitate for l

Rp1
1

P=1m and 
(Δp)1=1N⋅m–2, r0 is the radius of pores in the 
filtering layer at t0, xv is the fractions of the 
precipitate deposited on the walls of the filtering 
layer’s pores, ε is the porosity of the precipitate. 
 Relations define the discharge Q, speed w and 
volume Vp: 

VfKpV,A/Qw,dt/dVQ 1===  (3) 

 
When an additional relation, with the general form: 

G(V, Q, Δp, t) is known for t≥ t0, (4) 
 
system (1), (2) and (3) generates: one 
transcendental implicit equation, 

H(V, Δp, t) is known for t≥ t0, (5) 
 
and one differential equation of the first order, 
linear: 
 

)t,V(F
dt
dV

=  is known for t≥ t0. (6) 

 
 Equation (6) is integrated with the initial 
conditions: 

t = t0, V=V0, (7) 
 
resulting in the variation law for the volume of 
filtrate: 
 

V = V(t) is known for t≥ t0. (8) 
 
 The final moment tf (admissible) for the process 
of filtration is deduced from additional conditions 
of the form: 
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where the values for the (Δp)max and the wmin and 
the (VP)max, are required by technical and economic 
reasons.  
 Accepting certain hypothesis regarding the 
evolution of the filtering process specific forms for 
eq. (5) and (6) is obtained.  
 
3.2 Solutions for the Cases of Pumping 
Stations and Dams in the Distribution Node 
 
 A first analysed case was for pumping stations 
equipped with filtering installations located at the 
entrance into the suction basin. Considering the 
variation of static height Hst in the process of 
filtration and characteristic relations from the 
equivalent load of the pipe network,  
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results from the eq. (4) of the form [9]: 
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where: Hp is the fictive pumping height, at zero 
discharge;  is the static height of the net at tHst

0
0.  

 For the transcendental eq. (5), for t≥ t0, the form 
is obtained: 
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 The dams in the distribution node of canals may 
have water-filtering installations. In this case, by 
applying the effects superposition principle and 
considering the equation for discharge through large 
openings, for eq. (4) the analytical expression results:  
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where AS is the area of the active section of the dam 
(AS ≤ A), μ is the discharge coefficient respective to 
the active area As,  Δz is the fall induced by the dam 
and the filtration installation (level difference). 
 There lore, the transcendental eq. (5) for t≥ t0 
becomes: 
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 In calculus, two cases of evaluating the fall Δz 
were considered: 
 - by specifying the law of variation, Δz =Δz(t) 
for t ≥ t0; is accepted: 
 

( ) tzazz Δ+Δ=Δ 0  (14) 
 
 - by imposing the condition Q = Q0 = constant, 
which results: 
 

( ) ( )
ρ

Δ−Δ
+Δ=Δ

g

pp
zz 0

0 . (15) 

 
where (Δz)0 represents the value for the Δz for at 
the t0 moment in time. 
 
 
4. NUMERIC APPLICATION - SOFTWARE 
FILTR.01.BAS. 
 
 The programme FILTR.01.BAS is based on the 
mathematical model and the solving algorithm 
shown at point 3.1 to 3.2 [9]. The entry data 
consists of 3 subgroups: 
 E.1. General constants, specific to the 
programme and the application.  
 E.2. The functional and constructive parameters 
of the filtering layer, the suspension, the filtrate and 
the precipitate. 
 E.3. The functional and constructive parameters 
of the hydraulic system equipped with a sieving – 
filtering installation. 
 The output data consists of 2 subgroups: 
 O.1. The numeric solution (8) of the differential 
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equation (1) with the initial conditions (7).  
 O.2. The laws of variation in time for the 
parameters Δp, Q, w and VP.  
 Using the FILTR.01.BAS for Kod P ∈{3, 4} the 
numerical solutions for Applications PS.1 and D.1 
were obtained. Both applications have the same 
numerical values for the following entry data E.1 
and E.2. 
 E.1: g = 9.81 ms-2, εK= 10-10, εTL= 10-8, εfTL= 10-

15, Imax= 50, n = 1, nTmx= 2, nLmx= 4, Npas= 3600, 
nSecAf= 30, to= 0, V0=0.  
 E.2: θs = 5.8 Nm-3, θF = 1.6 Nm-3, ρ = 998.16 
Kgm-3, ρs = 2200 Kgm-3, η =10-3 Kgm-1s-1, r0=1.5⋅10-

4 m, lf=8⋅10-4 m, xv=0.1, Np=2.4⋅107, =2⋅10Rp1
1 8N-sm-

2(1-s), =4.23⋅10Rf 0
1 8 N-um2u-1, ε = 0,25. 

 Application PS.1. In the case were analysis 
refers to a pumping station. At the entrance into the 
canal a sieving – filtering installation was located.  
 The numeric data E. 3 are: A = 50 m2, h=3s, 
(Δp)max=7500 Nm-2, wmin=0.002 ms-1, Mr=222 m-5s, 
Mp=455 m-5s, =19 m. Two calculus hypotheses 
are admissible concerning the behaviour of the 
filtering medium under pressure: a - incompressible 
filtering medium (u = s = 0); b - compressible 
filtering layer and precipitate (u = 0.05; s = 0.1).  

Hst
0

For the ti moments within the time interval [to, ta], 
with ta = 9000 s ≤ tP = 10800 s and  

t t t t
n

i ii
F= +
−

⋅ =0
0 012

SecAf
, , , ,K  (1o) 

find the variation laws for Δp, Q, V and VP. 
 The numeric results for Δp, Q, V and VP 
obtained, are centralized in table 1 and 2.  

Table 1. Ap. PS.1, hypotheses u = s = 0 

t 
[s] 

V 
[m3] 

Δp 
[Nm-2] 

w 
[mms-1] 

0 0.00 423.0 1.005 
2 2.982 424.9 1.09 
4 6.003 426.9 1.011 
6 9.038 428.9 1.014 
8 12.07 430.9 1.018 
10 15.13 433.0 1.024 
12 18.21 435.1 1.029 
14 21.32 437.2 1.033 
16 24.43 439.3 1.038 
18 27.54 441.5 1.044 
20 30.69 443.7 1.049 
22 33.84 445.9 1.054 
24 37.01 448.1 1.059 
26 40.18 450.3 1.064 
28 43.40 452.6 1.070 
30 46.62 454.9 1.075 
32 49.84 457.3 1.081 
34 53.09 459.7 1.086 
36 56.35 56.35 1.092 

38 59.64 59.64 1.098 
40 62.93 467.05 1.104 
42 66.26 469.5 1.110 
44 69.59 472.1 1.115 
46 73.03 474.6 1.122 
48 76.32 477.3 1.128 
50 79.78 479.9 1.134 
52 83.14 482.6 1.140 
54 86.58 485.2 1.147 

 

Table 2. Variation parameters of the Ap. PS.1, 
(hypotheses (Δp)0 = 500 N/m2) 

t 
[s] 

- c* 108 d* 109 V 
[m3] 

2 4.241 1.50 3.515 
4 4.251 3.00 7.060 
6 4.264 4.50 10.60 
8 4.276 6.00 14.15 
10 4.287 7.50 17.69 
12 4.298 9.00 21.24 
14 4.310 10.50 24.78 
16 4.321 12.00 28.32 
18 4.333 13.50 31.87 
20 4.345 15.00 35.41 
22 4.356 16.50 38.96 
24 4.368 18.00 42.50 
26 4.379 19.50 46.05 
28 4.390 21.00 49.59 
30 4.402 22.50 53.14 
32 4,414 24.00 56.68 
34 4.425 25.50 60.23 
36 4.436 27.00 63.77 
38 4.448 28.50 70.32 
40 4.459 30.00 70.86 
42 4.470 31.50 74.41 
44 4.482 33.00 77.94 
46 4.494 35.50 81.49 
48 4.505 36.00 85.03 
50 4.517 37.50 88.58 
52 4.528 39.00 92,12 
54 4.539 40.50 95,67 
56 4.551 42.00 102,7 
a* = 0.7148; b * = - 934.446 

 
 The analysis of the results indicates greater 
values for Δp in (b). The discharge of the filtering 
agent does not differ much from one calculus 
hypothesis to another and decreases more little in 
time. However, it is necessary to analyse the 
situation when the decrease of the suction height 
with the value Δp does not lead to the presence of 
the process of cavitation.  
 Application D.1. The case under analysis refers 
to a dam located in the water distribution node of 
the system equipped with a filtering installation. 
The following data is known: t = 1s, A = 30 m2, 
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Δpmax= 10000 Nm –2, wmin= 2⋅10–3 ms–1, As = 0.2 
m2, Δz0= 0.50 m, μ = 0.5. The following hypothesis 
of the functioning of the dam and the behaviour of 
the filtering medium were taken into account: 1o– 
functioning with a constant fall Δz = Δz0 = 0.50 m; 
2o– functioning with a constant discharge, Q = Q0; 
a - incompressible filtering medium u = s = 0; b - 
compressible filtering layer and precipitate u = 
0.05 and s = 0.1. For the ti moments of time within 
the time interval [t0, ta], with ta = 360 s ≤ tP = 3600s 
and equation 1o, are obtained: a - the laws of 
variation for Δp, Q, V and VP (in the hypothesis 1o); 
b - the discharge of the filtrate Q and the laws of 
variation for Δz, Δp, V and Vp (in the hypothesis 2o). 
 The numeric results for Δp, Q, V and VP 
obtained are centralized in the Table 3.  

Table 3.Variation parameters of the Ap. D.1. 

t 
[s] 

Δz 
[m] 

Δp  
[N/m2] 

10-3 Q  
[m3/s] 

10-3 Vp
[m3] 

w  
[mm/s] 

2 0.211 2074 12.26 3.68 4.90 
4 0.223 2192 12.95 7.61 5.18 
6 0.236 2310 13.65 11.75 5.45 
8 0.248 2427 14.34 16.11 5.73 
10 0.260 2545 15.03 20.68 6.01 
12 0.272 2662 15.73 25.47 6.29 
14 0.284 2780 16.42 30.48 6.56 
16 0.296 2897 17.11 35.70 6.84 
18 0.308 3015 17.80 41,14 7.12 
20 0.320 3132 18.50 46,79 7.39 
22 0.332 3250 19.19 52.66 7.67 
24 0.344 3367 19.88 58.75 7.95 
26 0.356 3485 20.57 65.05 8.22 
28 0.368 3602 21.26 71.56 8.50 
30 0.380 3720 21.95 78.29 8.78 
32 0.392 3837 22.65 85.24 9.05 
34 0.404 3955 23.34 92.40 9.33 
36 0.416 4072 24.03 99.78 9.61 
38 0.428 4190 24.72 107.4 9.88 
40 0.440 4307 25.41 115.2 10.16 
42 0.452 474,62 26.10 132.1 10.43 
44 0.464 506,35 26.79 131.4 10.71 
46 0.475 538,91 27.47 139.9 10.99 
48 0.487 572,29 28.16 148.5 11.26 
50 0.499 4895 28.85 157.4 11.54 
54 0.523 5041 30.88 178.6 12.12 
 
 
5 CONCLUSIONS 
 
 The water filtering- sieving installation suggested 
in this paper satisfies the requirements of retechnology 
and profitableness of the existing irrigation systems. It 
allows for the servicing of new beneficiaries with 
higher requirements in respect to water quality. 
 The prototype of the sieving–filtering 
installation was tested in laboratory conditions 

(Irrigation and Drainage Laboratory of the 
Technical University Iasi, Romania), and functional 
correlation was found. Also, the installation was set 
up in a water system (Irrigation System Braila, 
Romania) that services beneficiaries with water at 
different levels of purity (silt suspensions).  
 In order to analyse the functioning process of 
the ensemble hydrotechnic construction–filtering 
installation, an adequate mathematical model was 
conceived. At the same time, a software for the 
calculus of filtering parameters in different given 
circumstances was set - up. Two results for two 
typical situations in the location of the sieving – 
filtering installation: at the inlet of the pumping 
stations and in the nodes of the derivations to the 
net of pipes are presented. 
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ABSTRACT 

The investigation of horizontal elongated air 

bubbles (air cavities) immersed in liquid flows has 

a particular interest because of its importance in 

various industrial domains. Though, the 

reconstruction of interfaces between two 

immiscible fluids is still relatively complex. In this 

work, a numerical calculation based on the 

Volume-of-Fluid method is carried out and 

compared to the experimental study. For this 

purpose, an air bubble of large aspect ratio is 

confined in a main liquid duct flow. The 

characteristic zones of the air-water interface are 

identified experimentally and discussed in function 

of the Reynolds number up to 26000. Two-

dimensional unsteady numerical calculations are 

carried out in order to study the behaviour of the air 

cavity under the same conditions as in the 

experiment. The results show that the modelled 

shape of the air cavity and its front are quite well 

reconstructed. Furthermore, the wavy behaviour of 

its interface could be explained by the vortices that 

take place in the air cavity.  

Keywords: Air cavity shape, air-water interface, 

VOF, slug/plug flow 

NOMENCLATURE 

Dh [m] hydraulic diameter 

h [m] height of the water column under 

  the air cavity (in the test section) 

hac, Lac, [m] height, length and width of the air 

wac,  cavity 

hac,0,  [m] initial height and initial length of 

Lac,0  the air cavity (at Re = 0) 

hobst,  [m] height, length and width of the 

lobst, wobst obstacle 

lc [m] capillary length 

U [m/s] mean velocity in the x-direction 

  (defined as the ratio between the 

  flow rate and the cross section 

  area) 

x, y, z  [m] coordinates on the test section 

Greek symbols 

σ [N/m] surface tension (air/water  

  interface) 

ν [m²⋅ s
-1

] kinematic viscosity of water 

ρ [kg⋅ m
-3

] density 

Subscripts and superscripts 

ac air cavity 

0 index associated to an initial parameter 

eq equivalent 

* non dimensional variable 

1. INTRODUCTION 

The investigation of large gas bubbles or cavities 

immersed in liquid flows is relevant to many 

industrial domains: e.g. the development of 

pipelines and multiphase pumps used in the 

chemical and petroleum industry (Falcimaigne et 

al. [7], Henriot et al. [10]), the air injection in 

turbomachines in order to diminish the effect of 

cavitation near the walls (Arndt et al. [2]) or the 

design of drainage systems (Aimable et al. [1], 

Minato & Nakajima [11]). This type of two-phase 

flows is also encountered in environmental 

application (Benjamin [3]). This last author 

furnished a significant work about the general form 

of gas bubbles of large aspect ratio. First, he 

presented an analytical study relative to the 2D 

steady gravity currents. Then, he investigated this 

configuration through an analogy with the case of 
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an air-filled cavity advancing on the upper side of a 

confined liquid flow.  

Ha-Ngoc [9] has determined analytically and 

numerically the flow characteristics and the shape 

of 2D gas bubbles immersed in a stagnant or 

flowing liquid. This study considered the case when 

the viscosity does not influence the bubble motion 

accounting for the surface tension effect. The 

analysis of the propagation of the air cavity in a 

stagnant fluid was found to be in good agreement 

with the analytical solution of Benjamin [3] at Bond 

Number growing up to infinity. Similarly, the 

comparison with the numerical study of 

Couët & Strumolo [6] at small Froude Number 

(0.2 − 0.5) exhibited a good agreement.  

Renardy et al. [12] have implemented the moving 

contact lines in a Volume-of-Fluid (VOF) scheme 

where the interface is modelled applying the 

piecewise linear construction (PLIC). Two methods 

of the contact line implementation are studied. In 

the first one, the VOF function is extrapolated 

beyond the flow domain, under condition that its 

gradient is normal to the interface. At the wall, the 

normal to the interface is determined by the contact 

angle. In the second one, the problem is treated as a 

three-phase configuration using the argument of 

Young. As this method produces an artificial 

localized flow, the extrapolated method is 

considered as a better one. The slip length condition 

is introduced at the discrete level and found to play 

an essential role in the spreading of contact lines. 

VOF based direct numerical simulations (DNS) of 

two types of gas-liquid flow in confined geometries 

are performed by Wörner et al. [13]. Both flows are 

modelled in a vertical square mini-channel. This 

analysis reveals that the interfacial term is the only 

source of turbulent kinetic energy. 

The accurate reconstruction of the interface remains 

a problem for the VOF method, when the surface 

tension effects play an important role and the 

density ratio of both phases is high. Under these 

conditions, an artificial velocity field (called 

“parasitic currents”) could appear at the interface 

and provoke a significant destabilization of the 

interface. For this reason, the very recent study of 

Gerlach et al. [8] compares three existing VOF 

methods on fixed grids and assesses their capability 

for the calculation of surface tension-dominant two-

phase flows. They are distinguished by the manner 

how the surface tension force is computed. The first 

method uses a kernel function for smoothing the 

interfacial discontinuity. The second one combines 

two approaches: the VOF and the Level-Set 

method. The third method includes a parabolic 

reconstruction of surface tension. A common 

property of all the analyzed methods is that the 

interface is represented by piecewise-linear 

interface segments. This investigation reveals that 

the third method is more advanced than the other  

 

Figure 1. Sketch of the studied air cavity 

two approaches. The resulting interface is 

accurately reconstructed and the instabilities due to 

the parasitic currents are reduced.  

In the present work, an air bubble of large aspect 

ratio is studied experimentally and numerically. It is 

introduced in a water duct of square cross-section 

(0.08 m × 0.08 m). Due to the buoyancy, it occupies 

the upper part of the test section. In order to analyze 

the behaviour and structure of this isolated air 

cavity in a water flow, it is immobilized upstream 

an obstacle (Figure 1). Thus, the present study 

differs from the previous ones since the air cavity is 

kept stationary with respect to the test section frame 

and is not influenced by the presence of other air 

bubbles or cavities (slug/plug flow). In particular, 

the geometry of the air-cavity and the shape of its 

interface are investigated here over a wide range of 

flow rates corresponding to Reynolds number, 

Re = UDh/ν, from 0 to 26000. Here, U and ν denote 

respectively the mean velocity and the kinematic 

viscosity of the liquid phase. A comparison is made 

between the experimental and numerical results. 

This paper is organized as follows: The 

experimental part of the work is presented in 

Section 2. Section 3 is dedicated to the numerical 

study. The comparison between both studies is 

carried out in Section 4. Finally, Section 5 resumes 

the results of the actual work. 

2. EXPERIMENTAL APPROACH 

2.1. Experimental facility 

The experimental setup is presented in Figure 2. 

This facility is designed in order to produce a 

gravity driven liquid flow that circulates between 

 

Figure 2. View of the experimental facility 
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two constant level tanks. The circulating liquid is 

tap water. The experimental duct has a square 

section and is entirely made of Plexiglas. The test 

section length is 3 m. An air injection valve is 

placed in the middle of the test section just 

upstream from an obstacle fixed at 2.5 m from the 

entry of the test section (Figure 1). The obstacle is 

also made of Plexiglas and its height, length and 

width are respectively hobst = 10 mm, lobst = 15 mm 

and wobst = 80 mm. It has a prismatic profile and 

occupies the whole width and 1/8 of the duct 

height. Its function is to prevent the air cavity from 

being carried away by the water flow. A special 

attention is paid to the external factors acting on the 

test section: minimization of dilatation and gravity 

effects by a rigid support, suspension on girths of 

the test section and the settling chamber connected 

to the rest of the facility by flexible conducts, 

isolation from external vibrations by anti-vibration 

pads and modules. 

The initial length, Lac,0, of the air cavity is measured 

after the injection when the flow rate is zero. In the 

following, Lac,0 is normalized (Eq. 1) using the 

hydraulic diameter, Dh, as a reference length scale:  

 

hac DLL /0,

*

0 = .            (1) 

 

Three different L0
*
 are selected for the experimental 

study: 8, 14 and 18. They correspond respectively 

to volumes of 420, 720 and 1020 ml at atmospheric 

pressure. They are considered much larger than the 

air water interface capillary length (lc ≈ 3 mm). 

Note that this assumption is also made for the 

spanwise dimension of the air cavity (80 mm); the 

numerical approach could be thus reduced to a 2D 

model. Besides, the horizontal part of the air water 

interface is long enough to enable the development 

of undulations.  

2.2. Measurement of the air cavity 
length 

The air and water temperatures (Tair, Twater) and the 

atmospheric pressure (Patm) are systematically 

measured and found to be practically constant 

during each experiment. Before starting the 

measurements, the water is circulated in order to let 

its temperature homogenize. As already mentioned, 

the air is injected at zero Reynolds number 

upstream from the obstacle using a medical syringe 

(Fig. 1). Its volume at atmospheric pressure and 

temperature are known. The initial length, Lac,0 is 

measured under no-flow conditions (at Re = 0) 

from the front of the air cavity to the obstacle. The 

front forms triple air-water-Plexiglas contact lines 

simultaneously with the lateral and upper Plexiglas 

walls. The air cavity remains upstream from the 

obstacle and no macroscopic air entrainment is 

noticed by using optical techniques until the 

Reynolds number reaches approximately 26000. 

Then the mean flow carries it away bypassing the 

obstacle. Note that the critical value (Recrit) can 

vary depending on the initial length, L0
*
, and the 

way how the flow rate is increased (smoothly or 

abruptly). During all the measurements, the 

variation of Re is smooth.  

2.3. Morphology of the interface 

2.3.1 Air cavity front 

The photographs in Figure 3 show top views of the 

air cavity front for Reynolds number varying from 

0 to 25000.  

The water flows from the top to the bottom of the 

image. As Re grows, the air cavity contracts, i.e. its 

length diminishes, whereas its height increases very 

slightly. Thus, the front is displaced in the 

streamwise direction. At low Re < 15000, the 

contact line in the xy plane is symmetric and 

parabolic (Figures 3a, 3b). For Re ≥ 15000, the 

front of the air cavity becomes almost flat. Thus, in 

order to measure the air cavity length Lac for 

Re ≤ 10000, the front is approximated by a 

parabolic profile. For Re ≥ 15000, the mean value is 

calculated. At these values of Re, the front forms a 

round and thicker profile as shown in the side-

views of Figures 4d and 4e. Small ripples can be 

distinguished on the backside of the air cavity front 

(Figure 3e and 3f). 

2.3.2 Air cavity shape 

Generally, the behaviour of the studied air cavities 

is very similar for all initial lengths (Lac,0). 

Qualitatively, the length Lac diminishes as Re grows 

as illustrated in Figure 4.  

According to Clift et al. [5], an air cavity (or air 

bubble of large length/height ratio) forms under 

static conditions (Re = 0) the so called Sessile 

bubble (Fig. 4a). In this case the profile is 

symmetric in yz plane. When Re grows, the 

symmetry is broken. In low Reynolds number 

regimes (till Re ~ 3000) the interface remains 

uniform and no particular zone is distinguished. It 

is characterized by the presence of travelling waves 

of relatively small amplitude. Beyond this value of 

Re, a spanwise line arises separating two regions. 

Its appearance could be explained by the inertia-

surface tension ratio, i.e. by Weber number (We) 

defined as We=ρU²Dh/σ. The increasing Re from 0 

to higher regimes suggests also the growth of We. 

Thus, it becomes 1 as Re = 2828. The formed 

separation line is present for all higher studied We 

and Re, i.e. for We > 1 and Re > 2828. By further 

increasing Re (Re ≥ 16000), undulations arise in the 

zone upstream from the separation line (Figure 5). 

These waves are almost straight. It should be 

emphasized that they are “frozen” and not standing 

waves since their highs and lows are fixed in time 

and space (in the test section frame). 
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Figure 3. Evolution of the front of the air cavity as a function of Re (top view) 

(a) Re = 0 

(b) Re = 5.000 

(c) Re = 15.000 

(d) Re = 20.000 

(e) Re = 25.000 
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Figure 4. Evolution of the air cavity length (L0
*
 = 8) as a function of Re (side view) 

 

Their amplitude grows with Re, whereas their 

wavelength diminishes. This part of the interface 

where they arise will be referred to as Zone 2. In the 

same time, the travelling waves continue to occupy 

the whole air cavity body and are superposed to the 

“frozen” waves of Zone 2. 

The interfacial region, situated between the air 

cavity front and Zone 2, will be named Zone 1, 

whereas the part contained between the obstacle 

and the separation line will represent Zone 3. The 

frontier between Zone 1 and Zone 2 is difficult to 

distinguish because of the decreasing amplitude of 

the waves in Zone 2 in the upstream direction from 

the separation line. Though Zone 2 looks very 

similar to a hydraulic jump, in this study, the 

Froude number, Fr, based on the mean velocity, U, 

and the water depth in the duct, h, is inferior to 1 in 

both sides of the separation line.  

 

Figure 5. Global view on the air cavity at 

Re = 25000 (L0
*
 = 8): a) side view, b) top view 
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Figure 6: Evolution of the air cavity length as a 

function of Re 

Figure 6 gives the evolution of the normalized 

cavity length L
*
 = Lac/Lac,0 as a function of Re. The 

general behaviour is almost independent of the 

initial length L0
*
. With increasing Re until 11000, 

L
*
 remains nearly constant. When Re is further 

increased from 11000 to 26000, L
*
 diminishes 

linearly and reaches 0.56−0.60.  

3. NUMERICAL APPROACH 

The goal of the numerical part is to analyse how 

precisely could be reproduced the air cavity form 

and the gas-liquid interface using a commercial 

code (FLUENT). Because of the similar 

experimental results obtained for the three air 

cavities, only L0
*
 = 8 is studied numerically. The 

chosen numerical model is the Volume-of-Fluid 

(VOF) method. 

3.1 Description of the numerical model 

The selected VOF method is 2D and unsteady. Air 

and water are considered as two immiscible fluids 

with constant density and viscosity separated by a 

phase interface. The physical properties of the gas 

and liquid phases are summarized in Table 1.  

 

Phase 
T 

[K] 

P 

[bar] 
ρ 

[kg/m
3
] 

µ 

[Pa · s] 
σ 

[N/m] 

Water 288.15 1.47 998.2 1.0 × 10
-3 

Air 288.15 1.47 1.8 1.8 × 10
-5 

0.1 

Table 1. Physical properties of water and air 

Numerically the particular fluid is defined by the 

void fraction αq in each control region. Its value is 

zero, when the gas phase (q = 2) occupies the cell, 

whereas it becomes 1, when the liquid phase (q = 1) 

is present. The interface cells contain both phases 

and are characterized by values of αq between 0 

and 1. Based on the void fraction αq, the solution 

contains a single set of conservation equations of 

mass and momentum for the entire computational 

domain: 

( ) 0=∇+
∂

∂
v

t
q

q
α

α
           (2) 

( ) ( ) ( )[ ]
σ

ρµρρ Fgvvpvvv
t

T
++∇+∇⋅∇+−∇=⋅∇+

∂

∂

(3) 

Here ),( vuv =  is the velocity vector, t is the time, p 

is the pressure, ),0( gg −=  is the gravitational 

acceleration, 
σ

F  is the surface tension force, ρ and 

µ are averaged parameters of the density and 

viscosity that are defined respectively by: 

( ) 1222 1 ραραραρ −+==∑ qq           (4) 

( ) 1222 1 µαµαµαµ −+==∑ qq           (5) 

 

The interface is reconstructed using a piecewise 

linear scheme (PLIC). This algorithm supposes a 

linear slope of the phase interface within each cell 

and takes it into account by the calculation of the 

advection of fluid through the cell faces. More 

details about this scheme could be found in the 

work of Youngs [14].  

The chosen turbulence model is the RNG k-ε model 

(Renormalization Group k-ε) with enhanced wall 

treatment function. It is appropriate in regions 

where the Re is small (near wall regions) and is 

economic in time and computational resources.  

The segregated, implicit method of resolution of the 

equations is used. It linearizes each discrete 

equation. The result is a scalar system of linear 

equations with only one equation for each cell of 

the flow field. The solver “point implicit” (Gauss-

Seidel) is applied for the resolution of the linear 

equations in conjunction with the method AMG 

(Algebraic Multigrid Method) to solve the scalar 

system.  

The jump of the normal stress at the interface is 

balanced by surface tension, σ, constant during this 

study. The model of surface tension is a continuum 

surface force model (CSF) suggested by Brackbill 

et al. [4]. With this model, the addition of surface 

tension to the VOF calculations results in a source 

term in the momentum equation. The force acting at 

the interface is the volume force
σ

F . In a two-phase 

system, it can be expressed as:  

 

( )21

11

12
5.0 ρρ

αρκ
σ

σ
+

∇
=F ,           (6) 

 

where κ is the curvature of the interface. Its 

calculation produces better results when the VOF 

gradients at the nodes are used rather than the ones 
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computed at the cell centres. Note that the surface 

tension force is proportional to the average density 

in the cell.  

An estimation of the importance of the surface 

tension force could be obtained from the non-

dimensional analysis. Based on the mean velocity U 

for Re = 25000, the maximum values of Weber 

number are We ≈ 78. Thus, the influence of the 

surface tension could not be neglected. Besides, the 

wall adhesion is added to the surface tension force, 

both compatible with the VOF model. This 

conjunction is taken from the work of Brackbill et 

al. [4]. The contact angle θw is constant during this 

study and its value is 90°.  

3.2 Geometry and grid mesh 

As already mentioned, in the median vertical plane 

of the test section, the air-water interface is far 

enough from the side walls. Thus, it is not affected 

by boundary effects.  

The numerical study applies a structured grid with 

quadrilateral elements. A coarser grid (G1) and a 

finer grid (G2) are used in order to adapt the mesh 

to the studied flow regimes (Table 2).  

 

Grid type 
Mesh 

faces 
Re  

[-] 

∆t 

[ms] 

Time 

steps 

G1 

(coarser) 
6.64 × 10

4
 

5000, 

10000 
1.0 20000 

G2 

(finer) 
1.98 × 10

5 
15000, 

20000, 

25000 

0.5 40000 

Table 2. Computational parameters applied in 

the numerical simulation 

The computational domain representing the main 

interest is the air cavity situated upstream the 

obstacle. Thus, the grid here is refined and the 

vertical mesh size is 1/40 and 1/100 for G1 and G2 

respectively. In contrast, the mesh size is relatively 

coarser in the other regions. The mesh size for G2 

is everywhere finer than in the case of G1. 

Comparing the number of mesh faces in Table 2, 

the factor of refinement is close to 3. Besides, G2 is 

optimized to the dimensions of the air cavity in 

order to reduce the computational time. 

 

The initial pressure is 1.47 bar which is measured 

inside of the duct. The initial turbulent parameters 

(at the entry of the duct) k and ε as well as the 

velocity profiles for Re = 5000 and 10000 result 

from numerically obtained values in absence of air 

cavity at the exit of the duct where the flow is 

established. In these regimes, it is already 

established at the position occupied by the air 

cavity. In contrast, for higher Re, the water velocity 

profile is chosen uniform at the entry of the duct, 

since it is not established in vicinity of the air 

cavity. This situation corresponds to the 

experimental conditions. 

4. COMPARISON BETWEEN THE 
EXPERIMENTAL AND THE NUMERICAL 
APPROACH 

The comparison is based on an air cavity L0
*
 = 8. 

The shape of the air cavity front is presented in 

Figure 7 for five studied flow regimes. The 

numerical results are shown for the time t = 20s. 

Generally, when grid G2 is applied for flow 

regimes corresponding to Re < 15000, the 

calculated air-water interface is characterized by 

undulations with amplitudes larger than that 

observed experimentally.  

The numerical and experimental results show small 

modifications in the shape of the air cavity for 

Re ≤ 15000. In contrast, for larger Reynolds 

number, Re = 20000, the numerical result predicts a 

front that is less influenced by the inertia effects. 

However, at Re = 25000, the shape can be 

reproduced numerically quite well. The thickening 

of the front is clearly identifiable and the straight 

slope downstream the minimum interface level is 

well reconstructed. The fact that the numerically 

obtained shape is more compact is probably due to 

the chosen contact angle, i.e. 90°. Note that 

Re = 25000 is very close to the flow regime at 

which the carrying away phenomenon could appear 

experimentally. The numerical result shows a 

partial escapement of air due to the mean flow after 

which the air cavity length is stabilized. In spite of 

the air lost, the obtained front shape is comparable 

to the experimental one. 

The recirculation in the air phase presented in 

Figure 8 gives a further insight into the behaviour 

not only of the air cavity but also of the air-water 

interface. Here, the air is in contact with the liquid 

phase and entrained by it in the downstream 

direction. The air deficit in the air cavity front is 

compensated by a flow propagating along the upper 

wall from the obstacle in the upstream direction 

(Fig. 8a). The two opposite air currents produce an 

important shear stress within the air cavity. The 

result is the generation of local secondary vortices 

oriented in the same sense (Fig. 8b). Their positions 

are associated with the lower positions of the 

interface, whereas at the higher positions the gas 

flow is accelerated. The characteristic length of the 

vortices is of the same magnitude as the undulation 

wavelengths. This is also the case at the air cavity 

front. Here, at higher regimes (Re = 25000), the 

thickening is accompanied with an increase of the 

characteristic length of the frontal vortex. 

In contrast to the experiment, homogenous 

undulations from the air cavity front to the obstacle 

appear on the interface (Fig. 9). Thus, no 

morphological difference is noted. 
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Figure 7. Comparison between the numerical study (on the left) and experimental study (on the right): 

(a) Re = 5000, (b) Re = 10000, (c) Re = 15000, (d) Re = 20000, (e) Re = 25000 
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Figure 8. Recirculation and vortices in the air 

cavity, secondary vortex in the air cavity at 

Re = 25000 (a) global view (b) computation 

 

Figure 9. Undulations at the air-water interface 

5. CONCLUSIONS 

 

The presented experimental data show that the 

length of air cavity remains unchanged up to 

Re = 11000. When Re is further increased, the 

length of the air cavity starts to shrink following a 

linear law and reaches 56−60% of its initial length 

for Re = 26000.  

We also performed numerical calculations using the 

Volume-of-Fluid method and analyzed the shape 

and the interfacial behaviour of an air cavity 

immersed and fixed in a confined geometry. Good 

agreement with the experiment is obtained 

concerning the shape of the front of the air cavity. 

Its thickening at Re = 25000 is well reproduced 

numerically. Further details are also acquired about 

the recirculation and secondary vortices within the 

air cavity. It was also shown that the characteristic 

length of these vortices have the same magnitude as 

the interfacial wavelengths. 
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ABSTRACT 
Experiments have been performed on turbulent 

channel flow with suction through a slit. The 
inclined angle of the suction is varied at 30°, 60°and 
90° at the mainstream velocity of 10m/s. The 
dimensionless suction ratio is varied at nine steps in 
the range of 0.067～0.500. In order to investigate 
the relationship between fluid flow and heat transfer 
characteristics, local heat transfer coefficient, wall 
static pressure, wall shear stress, velocity profile 
and turbulence intensity are measured. In addition, 
the velocity profiles of the suction region are 
measured by the particle image velocimetry (PIV). 
Differences due to the inclined angle are not 
observed in the results for wall pressure and heat 
transfer coefficient. The heat transfer coefficient 
decreases as the suction ratio increases. The 
recovery mechanism of turbulence varies greatly 
between the lower side and upper side of the 
channel. 

Keywords: Channel Flow, Suction, Heat 
Transfer, Pressure Drop, PIV, Wall Shear Stress 

NOMENCLATURE  
Cp [-] static pressure coefficient 
de [m] hydraulic diameter 
H [mm] height of the channel (30mm) 
L [mm] width of the slit (10mm) 
Nu [-] Nusselt number 
Nu0 [-] Nusselt number without suction 
Q [-] suction ratio 
T [K] temperature 
U [m/s] streamwise mean velocity 
Uin [m/s] bulk velocity in the inlet of the 

test section 
Um [m/s] bulk velocity in the downstream  

of the slit 
V [m/s] wall-normal mean velocity 
Vs [m/s] suction velocity 
urms [m/s] streamwise turbulence intensity 
uτ [m/s] friction velocity 

h [W/m2K] local heat transfer coefficient 
p [Pa] pressure 
patm [Pa] pressure at atmosphere 
q [W/m2] heat flux 
x [mm] streamwise coordinate 
y [mm] wall-normal coordinate 
α [°] inclined angle of the slit 
κ [W/mK] thermal conductivity 
ρ [kg/m3] density of air 
ζ [-] pressure loss coefficient 
 

1. INTRODUCTION 
Suction and injection of fluid from a wall are 

highly effective techniques for controlling wall 
bounded turbulent flows. In particular, the suction 
makes it possible to prevent flow separation by 
removing low momentum fluid near the wall, and to 
delay boundary layer transition. Furthermore, it is 
known that re-laminarization occurs due to a 
decrease of turbulence near-wall region, when the 
suction is performed on a turbulent boundary layer 
[1]. Methods for performing suction from a wall are 
typically divided into two categories: a uniform 
suction at a porous wall surface, and a localized 
suction at a round hole or slit. A number of studies 
have been performed theoretically and 
experimentally for a fluid flow with uniform suction 
at a wall [2,3]. On the other hand, Sano et al. [4] 
performed research concerning the localized suction 
of the flow characteristics at turbulent boundary 
layer with suction through a slit, and investigated 
the process of recovery to an equilibrium state from 
a non-equilibrium state. Antonia et al. [1] and 
Oyewola et al. [5] reported the effect of suction 
through a porous wall strip on a flat plate turbulent 
boundary layer. Komori et al. [6] investigated the 
fluid flow and heat transfer characteristics in a 
laminar boundary layer with localized suction and 
showed that the heat transfer coefficient increases 
just downstream the suction region. These studies 
were carried out for the boundary layer. As an 
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example of research on internal flow with suction, 
Sofialidis et al. [7] carried out the numerical 
calculation for the fully developed turbulent pipe 
flow and examined the accuracy of various 
turbulent models from comparison with the 
experimental result. However, there are very few 
reports of experimental studies including heat 
transfer characteristics on turbulent channel flow 
with suction. In this paper, the influence of suction 
through a slit in a fully developed turbulent channel 
flow is made clear. The heat transfer coefficient, 
wall static pressure, wall shear stress, velocity 
profile and turbulence intensity are measured by 
altering the inclined angles and suction ratios. 
Based on these results, the relationship between 
fluid flow characteristics and heat transfer is 
investigated. 

2.  EXPERIMENTAL APPARATUS AND 
PROCEDURE 

Figure 1 shows a schematic diagram of the 
experimental apparatus. The coordinate system and 
the definition of symbols used in this paper are 
shown in figure 2. The test section, made of 
plexiglass, is 250mm wide and 30mm high. The slit 
width L is 10mm. Two blowers are used in the 
experiment. One is used for main flow; the other is 
used for the suction. The suction ratio is measured 
by an orifice flow meter. The upstream edge of the 
slit is 1500mm downstream of the channel entrance. 
A tripping wire with a diameter of 1.5mm is 
installed perpendicular to the main flow on the 
lower and upper walls to provide fully developed 
turbulent channel flow. In order to obtain a uniform 
suction velocity over the whole spanwise, the 
porous plate made of sintered metal fibres is 
installed in the chamber of the suction tunnel after 
the slit. The origin of the x, y coordinates is located 
at a position on the trailing edge of the slit (as 
shown in figure 2). The mean and fluctuating 
velocity components in the x and y directions are U, 
u and V, v, respectively. The inclined angle α is 
changed to 30°, 60° and 90°, and the velocity at the 
inlet of channel Uin is set at 10m/s. The 
dimensionless suction ratio Q is varied nine steps in 
the range of 0.067～0.500. Q is defined as follows: 

 

HU
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Q
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s=  (1)

 
where, Vs is the suction velocity. Additionally, the 
experiments at Q=0 is performed in the condition 
when there is no slit. In the experiment to analyze 
the fluid flow characteristics, all measurements are 
performed under an unheated conditions. To 
measure the wall static pressure, a number of 
pressure taps, 0.5mm in diameter, are installed in 
the test section along the centerline of the flow 
direction. The wall static pressure coefficient Cp 

and pressure loss coefficient ζ are defined as 
follows: 
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where, ∆Ploss is the pressure drop and ∆Cp is 
pressure recovery (=Cp2-Cp1) illustrated in figure 3, 
it is the result of the upper wall at α=90°, Q=0.500. 
The friction velocity uτ is measured using a micro 
flow sensor. The micro flow sensor is a thermal 
sensor which is integrated in the heater, and the 
temperature sensors are on a silicone chip. It is 
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Figure 1.  Experimental apparatus 
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possible to measure the wall shear stress and the 
flow direction [9]. The mean velocity and 
turbulence intensity are measured by a constant-
temperature-type hot-wire anemometer with an I-
type probe. The wire is made of tungsten and is 
5µm in diameter and 1mm in length. In addition, the 
velocity profiles of the suction region are measured 
by the particle image velocimetry (PIV). For the 
heat transfer experiment, the bottom plate located 
downstream of the slit is replaced by the test plate 
having 1540mm long and 250mm wide heated 
section. Metal (stainless steel) foil 30µm in 
thickness is glued to the surface of the plate made 
of bakelite. The foil is heated with a uniform heat 
flux by an alternating electric current. The 
experiments are carried out for the heating 
condition of a constant heat flux of about 400W/m2. 
For measuring the wall surface temperature, T-type 
thermocouples 0.1mm in diameter are attached to 
the back surface of a metal foil glued along the 
centerline of the flat plate. The local heat transfer 
coefficient h and local Nusselt number Nu is 
defined as follows: 
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Figure 4. Distributions of  local Nusselt number
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Here, q is the wall heat flux compensated for a 
thermal loss. Tw and Tm are the wall and bulk 
temperature, respectively. κ is denoted as the 
thermal conductivity at the bulk temperature. 

3. EXPERIMENTAL RESULT AND 
DISCUSSION 

3.1. Influence of the inclined angle 
Figure 4 shows the streamwise distributions of 

the local Nusselt number Nu measured for the cases 
of α=30°, 60° and 90° at Q=0.200 and 0.400. In all 
cases, Nu is increases near the slit and decreases 
toward downstream. At downstream with values 
over x=800mm, Nu almost becomes a constant 
value. The difference due to the inclined angles is 
not observed at each Q. This tendency is similar at 
the other suction ratios. Figure 5 shows the 
streamwise distributions of the wall static pressure 
coefficient Cp measured on the lower side of the 
test section. Like the result of Nu, Cp is almost 
same distribution at all inclined angles. The 
pressure loss ζ at the lower wall is plotted against 
the suction ratio in figure 6. In the case of all angles, 
a negative value is observed at the range of 
Q=0.067~0.267. This result means that the pressure 
loss near the slit decreases by the effect of the 
suction. However, when Q is greater than 0.200, ζ 

increases with increasing suction ratio. Such trends 
are also observed at the pressure loss of a main flow 
on a T-branch pipe [8]. From these results of Nu, 
Cp and ζ, it is found that the influence of the 
inclined angles is very small. Therefore, in the 
investigated following results of the influence of the 
suction ratio, the results at α=90º are shown as the 
representative case. 
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3.2. Influence of the suction ratio 

3.2.1. Distribution of the Nusselt Number 
Figure 7(a) shows the streamwise distributions 

of the local Nusselt number Nu measured for the 
cases of α=90°, and Nu/Nu0 (Nu0 is the 
measurement result without suction at no slit) are 
shown in figure 7(b). It is seen from figure 7(a) that 
a leading-edge effect (such as increasing Nu on the 
heated starting point) is observed near the slit in 
both conditions, suction and no suction. In the case 
of suction, Nu of all the suction conditions 
decreases as compared to condition without suction. 
However, these are not constant decreases. As Q 
increases, the decrease in the range from x=100 to 
250mm is weakened, and in the suction above 
Q=0.333, there is a region where the value of Nu 
barely changes in the streamwise direction. 
Downstream of this region, Nu decreases slowly 
and becomes a constant value. In figure 7(b), in the 
distribution of Nu/Nu0 at all Q, although the 
minimum value is observed in the range of about 
x=100mm, then Nu/Nu0 increases toward 

downstream, and the second peak appears near 
x=200mm. These results indicate that fluid flow 
characteristics downstream of the slit changes by 
the suction. Komori et al. [6] investigated laminar 
boundary layer with suction and showed that the 
heat transfer coefficient increases remarkably near 
the suction region. However, such a phenomenon 
does not occur in a turbulent channel flow. This is 
considered to be a cause of that the mean flow rate 
reduced by the suction is not supplemented at a 
turbulent channel flow; it differs with the case of 
the boundary layer. 

3.2.2. Distribution of the wall static pressure 
coefficient 

Figure 8(a) shows Cp measured for the lower 
wall of the channel, and the results of the upper wall 
are shown in figure 8(b). With increasing Q, it is 
observed that Cp decreases at both the upstream and 
the downstream of the slit. Here, as Q increases, the 
pressure gradient of the distribution in the 
downstream of the slit becomes small, because the 
bulk velocity Um in the downstream reduced as the 
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suction flow rate increases. The minimum value 
appears near the slit upstream, and the pressure 
recovery occurs rapidly just after the slit. This result 
is similar to the tendency of the Cp distribution of a 
turbulent channel flow with a sudden expansion 
[10]. The maximum value appears downstream of 
the slit in all Q, and after that, the Cp shifts to a 
linear distribution immediately, when Q is small. 
On the other hand, in cases when Q is large, Cp 
decreases close to x=50mm from a point of the 
maximum value, and the second minimum value 
appears. As this tendency is particularly so 
remarkable in cases when Q is large, it is 
considered that acceleration of a flow occurs behind 
a slit. In addition, Cp increases again downstream 
and the second maximum value appears. In the 
upper wall shown in figure 8(b), a second minimum 
value like the result of the lower wall is not 
observed. At Q=0.467 only, Cp has a negative value 
just after the slit. This result suggests that the flow 
separation occurred on the region, due to the 
adverse pressure gradient and the expansion of the 
low-speed flow area in the streamwise direction. 

(a)

 
(b)

Figure 9.  Friction velocity 
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3.2.3. Distribution of the friction velocity 
The friction velocity uτ investigated on 

conditions of various Q is shown in figure 9(a) and 
(b). Where, figure 9(a) and 9(b) show the results of 
the lower wall and the upper wall, respectively. In 
both figures, uτ decreases with increasing Q because 
the mass flow rate in the downstream of the slit is 
reduced by the suction. In the distribution of the 
lower wall (Fig. 9(a)), in all suction cases, the 
minimum value appears to range of x=70 ~ 100mm, 
and uτ increases after that, the peak value is Figure 10.  Velocity vector (Q=0.400)
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obtained. Then, friction velocity decreases slowly in 
the downstream of that region. These tendencies 
agree with the streamwise distribution of Nu/Nu0 
shown in figure 7(b). It is seen that the behavior of 
the friction velocity is closely related to the increase 
and decrease of the heat transfer coefficient. For the 
result of the upper wall(Fig. 9(b)), the maximum 
and minimum values do not appear at all conditions, 
and uτ increases gradually toward downstream. 
Moreover, uτ on the upper wall becomes a constant 
value relatively quickly when compared with that of 
the lower wall. Therefore, this result indicates that 
the fluid flow of the upper side achieves recover to 
an equilibrium state, more quickly than the lower 
side. In addition, the value of uτ of the upper wall 
becomes negative (uτ ≓-0.04) just downstream of the 
slit at Q=0.467, so the a slight backflow is caused, 
and the flow separation suggested in the 
measurement of the wall static pressure coefficient 
is confirmed from the result of wall shear stress 
measurement. 

3.2.4. Mean velocity profile 
Figure 10 shows the mean velocity vector 

around the slit measured by PIV, Q=0.400 as an 
example of representation. The streamwise velocity 
U and wall-normal velocity V are normalized by Uin. 
Here, Uin is the bulk velocity at the inlet of the test 
section, and the slit area is located in the range of 
x=-10~0mm. The strong downward flow is observed 

around the slit. Downstream of the slit, the 
downward flow quickly becomes almost parallel to 
the wall, and further downstream than x=30mm, the 
wall-normal velocity is very small. The contours of 
U and V around the slit measured by PIV, Q=0.200 
and 0.400 as an example, are shown in figure 11(a) 
~ (d). For the streamwise velocity shown in Fig. 
11(a) and (b), the region of the high velocity 
appears from the area of the channel center in the 
upstream to the slit. Although low velocity region is 
recognized near the lower wall just downstream of 
the slit, the flow accelerates again further 
downstream than that. At Q=0.400, the low velocity 
region exists on considerably large area of the upper 
side downstream of the slit, because the fluid is 
strongly drawn to the lower side by the suction. For 
the wall-normal velocity shown in Fig. 11(c) and 
(d), the isograms are distributed in the fan shape 
and almost symmetrically about the slit. Moreover, 
near x=20mm in the case of Q=0.400, the value of 
V/Uin already becomes less than 0.05. This result 
shows that the wall-normal velocity component 
generated by the suction is only large around the slit 
and rapidly decreases in the region far from the slit. 
Therefore, in order to observe the flow 
characteristics near-wall region in detail, a constant-
temperature-type hot-wire anemometer with an I-
type probe is used for the measurement of the 
velocity profiles and the turbulence intensity in 
downstream of x=40mm.  

Figure 12 shows the streamwise mean velocity 
profiles measured at Q=0.400, and the solid line in 
the figure is the measurement result without suction 
(Q=0). Due to the mass flow rate decreasing with 
the suction, a large deceleration occurs in the 
channel. This deceleration is more remarkable in 
the upper side. The peak of the velocity appears 
near y/H=0.1 in the lower side. This peak continues 
to x=150mm. As the flow advances downstream, it 
decelerates gradually in response to the recovery of 
the velocity in the upper side. The result of the 
mean velocity U normalized by the bulk velocity 
Um (in the downstream of the slit at each Q) is 
shown in figure 13. In the upper side, as Q increases, 
U/Um near the slit decreases and the distribution 
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becomes rectilinear. On the other hand, in the lower 
side, the velocity increases locally as Q increases 
and thus the peak appears near y/H=0.1. Moreover, 
the velocity gradient of the region in which the 
maximum value appears is very small. It is 
observed that the degree of asymmetry is more 
enhanced as the suction flow rate increases. As the 
flow advances toward downstream, though the 
velocity profiles returns to the symmetry profile, the 
recovery is slow in all Q. The influence of the 
suction remains slightly at x=940mm also, and there 
is asymmetry. 

3.2.4. Turbulence intensity profile 
Figure 14 shows the streamwise turbulence 

intensity urms measured at Q=0.400. urms is 

normalized by Uin. In response to the peak of the 
velocity near y/H=0.1 shown in Fig. 12, the value of 
urms/Uin becomes very small at the same location. 
Though the distribution recovers gradually with 
symmetry as the flow advances downstream, this 
minimum value which appears near y/H=0.1 barely 
changes to x=150mm as well as the result of the 
mean velocity distribution. For the region near the 
wall, the turbulence intensity near the slit decreases 
on the upper side, and the peak near the wall which 
is usually observed as a fully developed turbulent 
channel flow, disappears. On the other hand, on the 
lower side, the peak near the wall is remarkable and 
becomes the value of approximately 90% of the 
turbulence obtained at Q=0. The streamwise 
turbulence intensity normalized by Um is shown in 
figure 15. Due to the suction, urms/Um in the upper 
side increases markedly compared with Q=0. 
Moreover, as Q increases, the region in which the 
turbulence increases also enlarges. It is found that 
the ratio of the turbulence intensity to the bulk 
velocity increases by the suction. In addition, the 
change of this large turbulence is slow, and the 
increased turbulence remains at a comparatively 
large value to x=350mm. In the lower side at 
x=40mm, urms/Um near y/H=0.1 in all cases of the 
suction is almost the same value. Moreover, the 
peak which appeared near the wall enlarges 
compared with Q=0. Figure16 shows the peak value, 
which is urms p/Um, of the turbulence intensity near 
the wall on the lower and upper side at Q=0.200 and 
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0.400. The peak value of the lower side increases 
toward downstream at both Q. In particular, the 
value becomes very large at Q=0.400, urms p/Um over 
0.2. The location of a large urms p/Um corresponds 
with the region in which the decrease of Nu 
weakens, as shown in figure 7. Therefore, it is 
confirmed that this local increase of the turbulence 
near the wall controls the decrease of the heat 
transfer coefficient in this region. Since urms p/Um 
shows constant increase in the upper side, it is 
considered that the recovery of the turbulence 
intensity in the lower side greatly differs from the 
upper side. Asai et al. [11] investigated a turbulent 
boundary layer with suction at a porous wall surface 
and reported as following: A low-speed streak and a 
longitudinal vortex, which exists near-wall region, 
disappears and then the peak value of the turbulence 
decreases also. However, after the flow has passed 
through a suction area, the turbulence near the wall 
rapidly begins to recover. The present result on the 
lower side is corresponds with the tendencies in the 
research by Asai et al.  

4. CONCLUSIONS 
The main results obtained in this study are 

summarized as follows: 
(1) The effect of the difference of the suction 
angle on the wall static pressure distribution and the 
heat transfer coefficient is very small. 
(2) The local Nusselt number of all the suction 
condition decreases as compared to conditions 
without suction. However, in the case of large 
suction ratio, a region appears in which a value 
barely changes toward streamwise direction. This 
region matches that of the turbulence intensity near 
the wall increasing and of the maximum value of 
the friction velocity. 
(3) The wall-normal velocity component 
generated by the suction is large only around the slit 
and rapidly decreases in the region far from the slit. 
(4) The deceleration becomes marked in the 
upper side of the channel with increasing suction 
ratio. Moreover, the peak of the velocity appears 
near y/H=0.1 in the lower side. This asymmetry of 
the distribution is enhanced with increasing suction 
ratio, and the recovery toward downstream is slow. 
(5) The ratio of the turbulence intensity to the 
bulk velocity downstream of the slit increases with 
the suction. The recovery process of the turbulence 
in the lower side greatly differs from the upper side. 
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ABSTRACT 
This paper presents the results of a numerical 

study on a two-dimensional free-surface channel 
flow over a bottom obstacle. Of main interest is the 
capability of commercial CFD codes to solve such 
problems. ANSYS CFX 10.0 was used with its 
built-in two-phase flow model. While keeping the 
upstream water level in the channel constant, the 
downstream water level was systematically 
decreased, which results in increasing flow rate, 
supercritical flow and weak hydraulic jump. The 
surface shapes of subcritical and supercritical CFD 
computations are compared to the results of the 
classic 1D theory. Two-dimensional features of the 
flow field are presented and the deviations from the 
classic 1D theory are explained. 

Keywords: free-surface flow, hydraulic jump, 
CFD, undular hydraulic jump 

NOMENCLATURE 
B [m] width of the channel 
C [m1/2/s] Chézy constant 
Fr [-] Froude number 
Q [m3/s] flow rate 
Rh [m] hydraulic radius 
g [m2/s] gravitational acceleration 
q [m2/s] flow rate per unit width 
v [m/s] mean velocity across the depth 
h’ [m] head loss 
i [-] bottom inclination 
y [m] water surface height 
z [m] channel bottom height 
 
Subscripts and Superscripts 
1 upstream location of a hydraulic jump 
2 downstream location of a hydraulic jump 
u upstream location of the computational 
domain (inlet) 
d downstream location of the computational 
domain (outlet) 

wc location at the first wave crest of an 
undular hydraulic jump 
wt location at the height trough between the 
first and second wave crest 

1. INTRODUCTION 
Free-surface flows and hydraulic jumps are 

important for environmental engineering (river 
flows, sediment distribution), ship engineering, 
water turbine engineering etc. The actual problem 
motivating this paper was the need for open-surface 
channel modelling for the steady-state calculation 
of an urban water supply network. Classic theory 
gives only limited description of the flow but 
cannot handle e.g. transcritical cases. Also, there are 
parameters (notably the friction coefficient), which 
are hard to estimate. Finally, two-dimensional (and 
three-dimensional) effects are interesting as 
understanding these issues might help to improve 
the simple 1D models. 

Most models on free-surface flows are based on 
the shallow water equations [1,2], neglecting the 
deviation from the hydrostatic pressure distribution 
(vertical accelerations). These simple models are 
suitable only for subsonic flows, i.e. in the case of 
flow velocities below the wave propagation speed. 
More sophisticated models are needed for capturing 
transcritical flows or hydraulic jumps, which are 
analogous to the shock waves in gas dynamics. The 
hydraulic jump is a spectacular phenomenon, with a 
lot of turbulence, waves, unsteadiness and air 
entrainment, hence seems to be an appropriate test 
case for advanced numerical techniques of fluid 
mechanics.  

The corresponding literature mainly concerns 
with measurements, see e.g. [3] or [4]. Less work 
was found on the application of Computational 
Fluid Dynamics (CFD) techniques on free-surface 
flows, see e.g. [5] or [6]. The aim of the present 
paper is to test the capabilities of a commercial 
CFD code (ANSYS CFX 10.0) in terms of free-
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surface flows on a test case with subcritical and 
weakly supercritical flows. 

This paper is organized as follows. First, the 
classic theory is briefly summarized. Then, the 
modelling equations in ANSYS CFX are given and 
the CFD set-up (grid, turbulence model, boundary 
conditions, etc.) is presented. The results are split 
into two groups; subcritical and supercritical cases. 
The results of subcritical cases are compared to the 
classic 1D theory. The supercritical cases are 
studied with the help of dimensionless pressure and 
velocity profiles highlighting the two-dimensional 
features of the flow.  

2. THEORY 
Consider the free-surface flow of an 

incompressible fluid in a prismatic channel of 
uniform width. In the case of steady-state 
behaviour, the losses in the flow (friction head loss) 
are compensated by the bottom slope. The flow is 
governed by the Bernoulli (energy) equation 
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where y denotes the water height, z represents the 
bottom contour and h’ is the head loss. The 
continuity equation can be written as 
 

,constByvQ ==  (2) 
 
with channel width B, water height y and average 
flow velocity v. Note that Eq. (1) assumes uniform 
velocity distribution (straight streamlines) and 
hydrostatic pressure distribution along the depth. 
For most open-channel flows, the friction factor is 
independent of the Reynolds number and is only a 
function of the wall roughness. Its actual value is 
usually calculated by means of the Chézy rule: 
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Here Rh is the hydraulic diameter (Rh=A/P, i.e. 
wetted area over wetted perimeter) and n is a 
roughness coefficient having different values for 
different types of boundary roughness.  

Our study neglects 3D effects, thus only a 
segment of the flow with width B is considered, 
without side walls. Thus, A=By, P=B, Rh=y and 
q=yv [m2/s]. Inserting Eq. (2) and (3) into (1) we 
arrive at the ordinary differential equation for the 
water surface y(x) 
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where the new notation i=-dz/dx was introduced. 
Note that if the term on the right-hand side 
vanishes, the water height will not change. This 
flow rate is called the normal flow rate and is given 
by 
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On the other hand, if the term on the left-hand side 
vanishes, the slope of the surface becomes infinite. 
Let us rewrite this term as 
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The Froude number Fr is the ratio of the fluid 
velocity to the wave velocity and is analogous to the 
Mach number in gas dynamics. As 1→Fr , 

∞→dxdy / , which is not possible. Indeed, with 
strongly curved water surface, the assumptions of 
straight streamlines and hydrostatic pressure 
variations are no longer valid. If 1<Fr , the flow 
is called subcritical while if 1>Fr , the flow is 
called supercritical. 

The transition from subcritical to supercritical 
flow (or vice versa) cannot be computed by means 
of Eq. (4). Instead, let us apply the frictionless 
momentum equation:  
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By making use of the continuity equation and 
supposing hydrostatic pressure variation at sections 
1 and 2, it is easy to show that  
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Eq. (6) gives the connection between the upstream 
and downstream velocities and surfaces across a 
hydraulic jump. 
 

3. CFD SETUP 
The commercial computational fluid dynamics code 
ANSYS CFX 10.0 was used for steady-state 
numerical simulation. The set of equations solved 
by CFX 10.0 are the unsteady Reynolds-averaged 
Navier-Stokes equations in their conservation form. 
The volume conservation equation consists of two 
parts: the phasic continuity equation 
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where rα  is the volume fraction of the thα  
component, and the continuity equation 
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where αρ  is the density of phase α , and U α

ur
 

denotes its velocity. The momentum equation 
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(11) 

 
consists of the following terms. The left-hand side 
and the first two terms on the right-hand side are the 
standard terms in the Navier-Stokes equations. The 
third term represents the momentum transfer 
between phases α  and β  induced by interphase 

mass transfer. MS α

uuuur
 describes the momentum 

source due to external body forces (and user-
defined momentum sources) while Mα

uuur
 represents 

the interfacial forces.  
 

 

Figure 1. Geometry of the bottom obstacle. 

The inclination of the bottom was set 
to 43 10i −= × , which was taken into account by 
defining the appropriate components of the gravity 
force gx and gy. The total length of the bottom 
obstacle was L=0.355m (see Fig.1.) and the 
computational domain stretched 3L length before 
and 10L after the obstacle. The height of the domain 
was 0.5m. Two-dimensional structured mesh was 
created, with a thickness of 0.01m in the z direction. 
Due to the simple geometry, the mesh quality easily 
meets the standard requirements (skewness, aspect 

ratio, etc.). The blow-up of the mesh close to the 
obstacle is shown in Fig.2, after mesh adaption. The 
total number of cells was approx. 25k. 
Water level boundary conditions were set on the 
upstream and downstream side, which was 
prescribed through appropriate hydrostatic pressure 
profile. Rough wall with 1mm roughness was set for 
the channel bottom and opening boundary condition 
with uniform static pressure of 1bar was set for the 
upper boundary. High resolution spatial difference 
scheme was applied and relatively small, 0.01s 
physical time step was prescribed. Note that as the 
wave velocity was typically s

mgya 33.1==  
(yu=0.18m) and the overall length of the 
computational domain was 4.97m, the characteristic 
time was 3.73s. Yet, numerical experiments showed 
that a maximal time step of 0.01s was needed for 
stable simulation. This small time step resulted in a 
large number of iterations, typically between 5000 
and 10000. The convergence was judged by means 
of mass flow rate balance at the inlet and outlet 
because it was found that, the usual convergence 
criteria for the residuals (typically, 10-5) does not 
guarantee a mass balance error smaller than 0.01%. 

 

Figure 2. Computational mesh close to the 
obstacle and an example of fluid surface. 

 

4. RESULTS 
Table 1 gives a general overview of the 

simulations. The upstream water height was kept 
constant at yu=0.18m while the downstream water 
height was decreased systematically, from 
yd=0.18m to yd=0.11m. The water surface is defined 
as an isosurface with 50% volume fraction of water. 
The water surface shapes are depicted in Fig. 3. 

The very first simulation with the same 
upstream and downstream water level allows us to 
calculate the normal flow rate and thus to identify 
the wall roughness parameter n defined in Eq. (5), 
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which was found to be n=0.0149. As the 
downstream water level was decreased, the flow 
rate increased. Calculating the maximal Froude 
number along the channel shows that the 
subcritical/supercritical transition occurs at approx. 
yd=0.16m. Indeed, this calculation was unstable and 
only approximate values of flow rate and Froude 
number were obtained. (By “unstable” a periodic 
oscillation with an amplitude of about 10% of the 
flow rate is meant. During the oscillation, the RMS 
value of the residuals was continuously below 10-5.)  
 

Table 1. Summary of the CFD runs. 

hd 
[m] 

Qx103 
[m3/s] 

Frmax 
[-] 

Comment 

0.180 0.667 0.334 subcritical 
0.175 1.104 0.630 subcritical 
0.170 1.256 0.791 subcritical 
0.160 ~1.410 ~0.958 unstable 
0.155 1.402 1.076 undular jump 
0.150 1.422 1.236 undular jump 
0.145 1.429 1.415 undular jump 
0.140 1.432 1.411 undular jump 
0.130 1.463 1.402 supercritical 
0.120 1.487 1.395 supercritical 
0.110 1.529 1.349 supercritical 

 

Figure 3. Fluid surface curves for several 
downstream water heights (see Table 1 for the 
actual values). 

Further decreasing the downstream water 
height below 0.16m, the flow became supercritical. 
As it is known from the literature [3], for small 
Froude numbers of 1<Fr<1.7, undular jumps are 
formed. Such hydraulic jumps were indeed 
observed in the simulations but in our case their 
presence could not be predicted merely by the 
Froude number. In the last three simulations, the 
Froude number was between 1.4 and 1.35 yet no 
undular jumps were observed. Although the authors 
do not have an ultimate answer for this 
phenomenon, there are several possible 
explanations. First, the 1.7 limit was determined for 

channels with constant bottom slope, without an 
obstacle. Second, the computational domain might 
not be large enough in the downstream dimensions 
for the last three cases. This issue needs further 
study and the analysis of these results is not 
addressed in this paper. Yet, for the sake of 
completeness, the main parameters of these runs 
and the corresponding surface shapes are given. 

4.1. Subcritical flow, comparison with 
theory 

In the case of subcritical flow (first three 
simulations in Table 1), the CFD results are 
compared to the surface predicted by the 1D model. 
The ordinary differential equation Eq. (4) together 
with the upstream and downstream water heights 
defines a boundary value problem with two 
boundary conditions and one free parameter, the 
flow rate. The problem was solved with Matlab’s 
boundary value solver “bvp4c”. The roughness 
parameter n was kept constant (0.0149) during the 
calculations. The 1D model predicts the 
subcritical/supercritical transition to yd~0.172m, 
thus the solution obtained with yd=0.173m was 
plotted vs. the CFD result with 0.17m. Note that the 
boundary value problem was solved on the same 
domain as the CFD calculations (total length of 14 
times the obstacle length) but for better visibility, 
only the region close to the obstacle is presented in 
Figure 4.  

 

Figure 4. Subcritical computations, comparison 
of 1D model and CFD results. Note that for 
better visibility, the bottom obstacle was shifted 
with 0.15m in the y direction. 

As the flow rate increases (yd decreases), an 
increasing difference between the 1D model and the 
CFD results is observed. The reason for this 
increasing deviation is the increasing curvature of 
the streamlines and the loss of validity of the 1D 
assumptions (uniform flow profile, hydrostatic 
pressure distribution). Thus we conclude that 
although Eq. (4) remains physically meaningful up 
to Fr=1, it provides acceptable results only for a 
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much narrower range of the Froude number, i.e. for 
flows with slightly curved surface. 

 

4.2. Supercritical flow, undular jump 
For slightly supercritical flows (1<Fr<1.7), it is 

known that undular jump is formed, as sketched in 
Figure 5.  
 

 

Figure 5. Undular hydraulic jump.  

The most important parameters are the Froude 
number and the water height at the toe of the jump 
and at the first wave crest. According to the classic 
1D theory, these values are connected through Eq. 
(8). Table 2 presents the comparison between the 
CFD results and Eq. (8). 

Table 2. Undular jump parameters. 

yd 
[m] 

y1 
[m] 

Fr1 
[-] 

Fr2 
[-] 

y2 [m] 
CFD 

y2 [m] 
Eq.(8) 

0.155 0.1192 1.179 0.617 0.184 0.147 
0.150 0.1091 1.310 0.631 0.184 0.154 
0.145 0.1010 1.460 0.678 0.173 0.164 
0.140 0.0970 1.457 0.684 0.173 0.164 

 
As it can be seen in Table 2, the water heights 

at the first wave crest predicted by theory and given 
by the CFD computations differ significantly. The 
reason of this discrepancy is that (again) the two 
basic assumptions of the theory are not valid. First, 
the velocity distribution is not uniform across the 
depth and the pressure distribution is not 
hydrostatic. There are corrections to the classic 
theory that take into account these issues, see e.g. 
[3]. However, the analysis of these improvements is 
not in the scope of this study. 

Next, the pressure distributions are studied. 
Figures 6 and 7 depict the dimensionless pressure 
distributions across the depth at the toe of the jump 
and at the crest. The reference pressure was set to 

ref jp gyρ=  (j=1,2) i.e. the hydrostatic pressure 
according to the water height. There is a significant 
deviation at the toe of the jump in the case of 
yd=0.155m and yd=0.15m. The reason is probably 
that the location of the toe (x coordinate) changes 
and for larger yd values, it is located close to the end 
of the obstacle and the slope change of the bottom 
influences the flow. On the other hand, the 
dimensionless pressure profiles beneath the first 

wave crest agree well but differ from the 
hydrostatic profile with a factor up to 15%, due to 
the acceleration of the fluid discussed later. 

 

Figure 6. Dimensionless pressure distribution vs. 
dimensionless depth at the toe of the undular 
jump. 

 

Figure 7. Dimensionless pressure distribution vs. 
dimensionless depth at the crest of the first wave. 

 

Figure 8. Dimensionless velocity distribution vs. 
dimensionless depth at the toe of the hydraulic 
jump. 

504



 

Figure 9. Dimensionless velocity distribution vs. 
dimensionless depth at the crest of the first wave. 

Figures 8 and 9 depict the dimensionless 
velocity distribution at the toe of the jump and at 
the first wave crest. The absolute value of the 
velocity vector was used and the mean velocity was 
computed from the flow rate and the water depth. 
At the toe of the jump - apart from the simulation 
with yd=0.155m - the other three profiles agree well. 
The velocity distributions beneath the first wave 
crest differ significantly. Moreover, the acceleration 
close to the water level (y/h2 ~1) seems to be 
unexpected as at the free surface level, the shear 
stress vanishes and thus the profile should have zero 
gradient at the surface. 

 

Figure 10. Contour plot of the velocity deviation 
from the mean value around the first wave crest. 

Figure 10 depicts the deviation from the mean 
velocity around the first wave crest. To be specific, 
the mean velocity was defined at cross section 
beneath the highest point of the wave crest (y2), 
vmean=q/y2 and this value was subtracted from the x 
component of the velocity vector. As it can be seen, 
there is an asymmetric low-velocity regime close to 

the top of the wave. Its presence can be explained 
energetically; if the potential energy of the fluid 
increases, kinetic energy should decrease. The 
asymmetric feature of the low-velocity region 
probably originates from the fact that the flow itself 
before and after the wave is also asymmetric. 
However, this issue is not fully understood yet and 
needs further study. 

 

4.3. Comparison with experiments 
The experiments of Ohtsu et al. [8] are used as 

reference for validating the above computations. 
The authors in [8] give the following conditions for 
the classification of undular jumps (UJ).  

 

1 1lim1.0 itF F< <  breaking UJ and 

1limit 1 1uF F F< <  nonbreaking UJ, 
 

where 
 

1.35

1limit
1

1.78 0.03 10 BF
y

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠
, (12) 

 
 

1.35

1u
1

2.1 0.03 12 BF
y

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠
, (13) 

 
with 12 / 10B y≤ ≤  and 12 / 12B y≤ ≤  for 
(12) and (13), respectively. Here B is the channel 
width. As 2D simulations were only performed in 
this study, we use the largest value of the B/y1 
values, giving F1limit=1.78 and F1u=2.1. Indeed, the 
largest Froude number in the simulation was 1.457 
where undular jumps were observed in the 
computations. 
 
Let ywc denote the height of the first wave crest and 
ywt stand for the height trough between the first and 
second wave crest. Than, according to [8], we have 

 

( ) ( )2
1 1

1

0.76 1 2.3 1 1wcy F F
y

= − − + − +

 
(14) 

 
and 

 

( ) ( )2.5
1 1

1

0.90 1 2.0 1 1wty F F
y

= − + − +

 
(15) 

 
The comparison between the results of the above 
formulae and the CFD runs are summarized in 
Table 3. 
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Table 3. Undular jump details. 

yd [m] 0.1550 0.150 0.145 0.140 

y1 [m] 0.1192 1.1091 0.1010 0.0970 

Fr1 [-] 1.1790 1.310 1.460 1.457 

ywc/y1 [-] 
eq. (14) 

1.3873 1.6400 1.8972 1.8924 

ywt/y1 [-] 
eq. (15) 1.0480 1.1102 1.2212 1.2185 

ywc [m] 
eq. (14) 0.1654 0.1789 0.1916 0.1836 

ywt [m] 
eq. (15) 0.1249 0.1211 0.1233 0.1182 

ywc [m] 
CFD 0.1888 0.1875 0.1798 0.1785 

ywt [m] 
CFD 0.1525 0.1485 0.1433 0.1430 

 
The most striking discrepancy between the 
experimentally found formulae (14) and (15) and 
the CFD runs is that ywc increases with increasing 
Froude number while decreases in the numerical 
computations. Also, the value of ywt is highly 
overpredicted in the CFD runs. The most trivial 
reason can be that CFD runs were not fully 
converged. However, it is not trivial to judge 
whether during the iterations, the water surface is 
still varying or not as typically, even if the residuals 
are continuously below 1e-4, integral quantities 
such as flow rate or force may vary significantly. 
Another reason can be that the analytical formulae 
were extracted from 3D experiments and it is not 
clear in what extent do 3D effects influence the 
surface shape in the middle of the channel. 

4. SUMMARY 
It was shown that commercial CFD codes offer 

the possibility of analyzing free-surface flows 
without differentiating between or separately 
modelling subcritical, transcritical and supercritical 
cases. The price is the computation time; typically, 
one steady-state run for the presented problem 
would require 10-15 hours of computation on a 
2.4GHz PC with ~1GB RAM. On the other hand, 
valuable information can be gained on the two-
dimensional features of the flow. For example, it 
was found that the main limitation of 1D models is 
that the velocity distribution is not uniform and the 
pressure distribution is not hydrostatic even in the 
case of moderate Froude numbers (~0.5). Limited 
accordance was found between 2D numerical 
simulations and experimental data. 
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ABSTRACT 
Results of the experimental investigation on 

control of narrow channel flow behind a backward-
facing step by blowing / suction near the step foot 
are presented. The slots differ in both the orifice 
shape (rectangle or serrated) and area 
( 650 375 10−− ⋅  m2) of its cross-section. The 
intensity of flow control is characterized by the 
suction / blowing flow coefficient (mass flow 
through the slot over mass flow above the step, 
suction: negative values) that varies from -0.035 up 
to 0.035 at Reynolds number 5.104 (defined on the 
basis of the hydraulic diameter and volume 
velocity). Preliminary results indicate that both 
blowing and suction are able to reduce the length of 
the separation zone down to one third of its value 
without control. Control effectiveness is given by 
absolute value of the flow coefficient. The other 
parameters (slot area and shape) is important only 
for blowing, in this case small cross-section with 
serrated edge is the most effective. The existing 
three-dimensional vortex structures near the step 
(resulting from interaction of boundary layers near 
the step-edge) are influenced by suction more then 
by blowing. The experiments are still in progress. 

Keywords: channel flow, backward-facing step, 
reattachment control, blowing, suction. 

NOMENCLATURE 
a  [m] effective slot gap 

hd  [m] hydraulic diameter 
ei  [V] voltage difference 
f  [Hz] frequency 
h  [m] step height 
p  [Pa] pressure 

0p  [Pa] static pressure 
w  [m] channel width 

dx  [m] position of maximum pressure 
derivative 

ex  [m] position of maximum pressure 

rx  [m] reattachment position 

pC  [-] static pressure coefficient 

QC  [-] suction / blowing flow coefficient 
F  [m2] cross section 
H  [m] channel height 

cP  [m] contact perimeter 
Re  [-] Reynolds number 
T  [s] total observation period 

fT  [s] additive time of forward flow 

eU  [m/s] mean velocity in the inlet 

pγ  [-] forward-flow-fraction coefficient 
ρ  [kg/m3] fluid (air) density 
Subscripts 
e  at the inlet of the test section 
s  at the suction / blowing slot 

1. INTRODUCTION 
Active flow control concepts have become an 

increasingly attractive topic in fluid mechanics in 
the last few years. Separated flows result in 
negative effects such as drag increase, lift reduction 
and noise generation. The most common objective 
in the control of separated flows is the control of the 
size of the separation region. Thus the reattachment 
length rx  can be defined as a control variable, the 
control goal is in reducing this parameter. 

Prandtl already in 1904 showed the modern 
way of flow control. In his famous paper he 
described several experiments in which the 
boundary layer was controlled. Prandtl used suction 
to delay boundary-layer separation from the surface 
of a cylinder. 

The backward-facing step flow has been 
established as a benchmark configuration for 
separated flow studies in fluid mechanics first. The 
presented paper deals with possibilities of three-
dimensional backward-facing step flow control at 
high Reynolds numbers (Re order of 5.104 based on 
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hydraulic diameter hd  of the inlet channel and the 
bulk velocity eU  just upstream the step edge). A 
backward-facing step configuration of a channel 
occurs in many engineering applications ranging 
from various fluidic elements, cooling of turbine 
blades, air-conditioning pipelines to many other 
devices. 

Flow separation on the step edge is a source of 
pressure loss, vibrations, and noise and affects heat 
transfer (reattachment region corresponds to 
maximum heat transfer however low heat transfer 
appears in separation region). Many papers have 
been published on this subject up to now as a result 
of its practical importance as well as relevance to 
basic research of complex shear flows, see e.g. 
Biswas et al [1], Lee et al. [2] and Sakuraba et al. 
[3].  

The presented paper summarizes a recent stage 
of the work on the above mentioned subject in the 
Institute of Thermomechanics AS CR, some older 
achievements on this subject could be found in e.g. 
[4, 5]. 

The channel arrangement could be 
characterized by dimensions of the channel with 
rectangular cross section, width w  and height H  
upstream the step and step height h . 

It has been shown, that the flow-field is well 
symmetrical with the plane of symmetry (identical 
with geometric). However, a three-dimensional 
vortex system could be observed in the flow behind 
the step. The mechanism of the vortices formation 
has not been fully explained yet, nonetheless their 
existence was confirmed also by mathematical 
modelling, e.g. Příhoda and Sedlář [6]. Initially, a 
couple of nearly stable contra-rotating corner 
vortices in input channel near sidewalls are passing 
towards the plane of symmetry, they are pushed 
downwards in the same time. Finally, they form a 
kidney-shaped common footprint on the bottom 
wall behind the step (see wall visualisation 
Figure 3). 

The aim of the presented investigation is to 
prove conclusions of the preliminary study of 
Jaňour and Jonáš [7] on control strategy using more 
sophisticated experiments and examining the 
blowing / suction slot shape effect on the flow 
control effectiveness. 

2. EXPERIMENTAL APPARATUS 
The existing blow-down test rig was modified 

for experiments with the separated flow in a 
channel with a backward-facing step. The tunnel 
has rectangular cross-section with filled corners (to 
suppress corner vortices), honeycomb and a system 
of damping screens followed by contraction with 
contraction ratio 16.5. The area of the test section 
input is 0.25 m in height and 0.1 m in width. The 
time mean velocity departures from homogeneity in 
planes perpendicular to the tunnel axis are of order 

tenth of percent with the exception of corners, 
where corner vortex starters could be detected. The 
natural turbulence level is about 0.1 % in the 
working section input. The channel with the 
backward-facing step is 1.4 m in length, the ratio of 
the step height h  to the input channel height H is 
0.1 ( H  = 0.25 m, h  = 0.025 m). A detailed 
description of the experimental arrangement could 
be found in [8]. The interchangeable step face 
allows varying slot for suction / blowing in the step 
foot. This allows modelling different area and / or 
shape of the slot cross section. The layout is 
schematically shown in Figure 1. 

 

Figure 1. Experimental setup 

Various slots with rectangular and serrated 
cross section shape were tested. The sketches of 
slots with fundamental dimensions and definitions 
are shown in Figure 2, a  is the effective width of 
the slot.  

 

Figure 2. Slots 

The reason for various shapes of the slot is to 
study influence of the slot perimeter which forms 
the jet-like flow from the slot with different contact 
area with the controlled flow behind the step, if 
blowing from the slot is applied. 

Ue H

h
a

w 

slot

step face

channel

slot 
chamber 

h 

2a 

h 

4a 

step face 

slot 

step face 

slot 

a 

508



List of examined slots is given in Table 1 
including some important characteristics: sF  is slot 
cross-section, sd  is slot hydraulic diameter and cP  
is contact perimeter. 

Table 1. Slots parameters 

No. type a 
[10-3m] 

sF  
[10-6m2] 

sd  
[10-3m] 

cP  
[10-3m] 

1 rect. 0.95 95 1.88 100.0 
2 rect. 2.25 225 4.40 100.0 
3 rect. 3.75 375 7.23 100.0 
4 serr. 1.00 50 0.83 141.4 
5 serr. 2.00 100 1.66 141.4 
6 serr. 4.00 200 3.31 141.4 

 
The special exhauster / air pump serves for 

suction / blowing through the slot. It is connected 
with a metering nozzle and via a tube (inner 
diameter = 24.5 mm) with the slot chamber.  

3. EXPERIMENTAL METHODS 
The investigated flow-field is of very complex 

three-dimensional and non-stationary nature. 
Unfortunately, the study was limited by the 
methods available. 

Short description of measurement techniques 
used in the presented study is to be given. 
Description covers used instrumentation, measuring 
and evaluation methods. 

3.1. Reference quantities 
The main flow parameters were measured by 

means of a Pitot-static tube (Prandtl type, dia 4 mm) 
and a RTD thermometer Pt100 inserted upstream 
the step. The bulk velocity eU  upstream the step 
was calculated from measured data. The mass flow 
through the slot was calculated from pressure 
differences measured on the metering nozzle 
(output section: dia = 13.7 mm, the contraction ratio 
is about 20) and temperature measured upstream 
from the inlet of metering nozzle. The velocity in 
the slot output was calculated with the respect to the 
static pressure value in the chamber upstream the 
slot. 

The following differential pressure transducers 
were used at the mentioned measurements: two 
OMEGA PX653-05D5V 5, range 1,25 kPa, 
error < ±0.2 % FS (OMEGA Technologies Ltd., 
England) and BHV 5355, range 10 kPa, 
error < ±0.1 % FS and range 100 kPa, 
error < ±0.1 % FS (BHV Sensors, Czech Republic). 
The pressure transducers were calibrated using the 
Betz type micromanometer (AVA Göttingen, 
Germany, range 4 kPa, direct reading 0.1 mm H2O). 

3.2. Wall pressure 
Static pressure distribution on the bottom wall 

downstream from the step was measured with 
0.4 mm diameter orifices (near the bottom wall 
centreline, spacing 0.01 m) successively connected 
to the sixteen-channel pressure transducer 
(Intelligent Pressure Scanner model 9010, Pressure 
Systems Int., range 2.5 kPa, accuracy ±0.1 % FS). 

The pressure distribution was originally 
analysed according to Chandrasuda and Bradshaw 
[9]. The length of the separated region rx  is 
evaluated from the position ex  of the maximum 
value of the pressure coefficient 

 

( ) ( ) 0
2
00.5P

P x P
C x

Uρ
−

= , ( )max P P eC C x= . (1) 

 
Later on Příhoda [10] found out (from the wall 

friction measurement) that the maximum PC  
appears farther downstream from the reattachment 

rx  and proposed the empirical formula derived 
from measurements of numerous authors 

 

0.238 exp 0.25e er x xx
h h h
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⎝ ⎠
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Jaňour and Jonáš [7] and Jonáš et al. [4] 

noticed that the time mean position of reattachment 
lies between the locations ex  and dx  indicating 
positions of max PC  and max PdC dx . In the paper 
[5] a different empirical formula for the evaluation 
was derived 
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 (3) 

 
The accuracy of presented formulae is 

comparable and quite satisfactory. More details see 
the paper [5]. 

3.3. Wall visualisations 
The spreading over method is an old one (see 

e.g. [11], [12]), but this technique still gives a lot of 
information about the organisation of a complex 
flow near the wall. For this work a coating of 
magnesia (MgO) particles in a suspension in 
kerosene (70 g/l) is chosen. The coating is spread 
on the wall before starting the blower. When the 
fluid impinges the wall, the coating spreads over the 
surface showing the directions of the flow. After the 
coating has dried the wall is photographed and 
analysed. 
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The method works well for the suction control, 
for the blowing case there is a wall-jet along the 
wall behind the step with no back-flow near the 
wall. So the method fails to indicate the 
reattachment region is this case. 

An example of the wall visualisation result is 
shown in Figure 3 for the case without control, flow 
is coming from the right-hand side to the left. The 
forward- and back-flow regions as well as the 
reattachment could be easily identified. 

step edge 

vortices’
footprint 

back-flow 
region 

forward-flow 
region 

reattachment 
region 

 

Figure 3. Wall visualisation 

The reattachment positions evaluated from the 
wall pressure distribution have been checked by 
visualisations. 

3.4. Back-flow indication 
The third approach to detection of the flow 

reattachment is based on measurement of the flow 
direction by means of a thermo-anemometer using a 
split-film probe. In a preliminary study of 
recirculation flow in separation region Uruba et al. 
[13] applied a two-sensor split-film probe, which 
could detect direction of the velocity vector in plane 
perpendicular to the sensors’ axis. The probe 
(DANTEC t. 55R58; both sensors heated to 200°C, 
DANTEC StreamLine anemometer) was moving 
downstream from the step in the x direction with the 
sensor’s axis perpendicular to the channel axis and 
parallel to the surface in the distance approximately 
1 mm – see Figure 4. 

The probe calibration has been performed in a 
channel just on the exit of the contraction, air-flow 
velocity has been varied from -33 to 33 m/s, the 
sensor was located outside the boundary layer. To 
suppress influence of different voltage output levels 
the still air values were subtracted. The voltage 
differences with respect to still-air case were used 
for following analysis. 

 

Figure 4. The probe sensors 

In Figure 5 the voltage differences ei (i = 1, 2) 
acquired from the split-film probe respective 
sensors are shown. From the graph it is clear that 
the windward sensor gives always higher output 
voltage difference then the downwind one. 
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Figure 5. Output voltage differences of the 
sensors 

The dynamical process of intermittent nature 
could be characterized by distribution of the local 
forward-flow-fraction coefficient pγ , which is 
defined as follows: 

 
p fT Tγ = ,  (4) 

 
where fT  is an additive time of forward flow and 
T  is total time of observation. 

The forward-flow-fraction coefficient 
distribution ( )p xγ  was calculated from the 
anemometer output voltages ( 0pγ =  corresponds to 
the backward-flow – direction oriented to the step 
root; while 1pγ =  corresponds to the same local 
flow direction as the outer stream). The 
“reattachment point” position rx  is defined as the 
point where the probabilities of the occurrence of 
the backward- and forward-flows are equal, that is 

( ) 0.5p rxγ = . In the reattachment region, the pγ  

lays in open interval ( )0,1 . 
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The 20 s records of voltage signals were 
acquired in 7 kHz acquisition frequency has been 
analyzed point-by-point. 

4. RESULTS 
The intensity of blowing / suction is 

characterized by the flow coefficient QC  defined as 
the ratio of mass-flux through the slot over the 
amount of the incoming air-flow through the area of 
the step-head 

 

,

, .

s s s
Q

e e e

s e

U F
C

U F
F w a F w H

ρ
ρ

=

= ⋅ = ⋅
  (5) 

 
The coefficient is positive for blowing from the 

slot and negative for suction. 
A systematic study of the wall pressure 

distributions has been carried out. An example of 
the blowing / suction effect on pressure coefficient 
(defined by (1)) is shown in Figure 6 and 7 for the 
configuration with a canonical slot No.2 
(rectangular cross section). The typical shape with 
pressure drop just behind the step followed by steep 
pressure increase could be seen in both graphs. The 
pressure drop is more pronounced for suction, as 
expected, however even for blowing significant 
negative values were obtained. The pressure 
maxima are rather flat. 

-1.5

-1

-0.5

0

0.5

1

-5 0 5 10 15
x/h

C
p

0.0000
-0.0060
-0.0125
-0.0159
-0.0232
-0.0289
-0.0316

C Q  =

Slot No.2

 

Figure 6. Pressure distribution for suction 

-1.5

-1

-0.5

0

0.5

1

-5 0 5 10 15
x/h

C
p

0.0000
0.0061
0.0125
0.0228
0.0281
0.0369

C Q  =

Slot No.2

 

Figure 7. Pressure distribution for blowing 

The pressure distributions were examined for 
all defined combinations of slots and flow 
coefficients. The separated region length rx  has 
been evaluated using the formula (2), which is 
considered to give reliable results. The formula (3) 
has been tested as well, but no important difference 
in results was detected. 

The effect of blowing / suction in reducing the 
separated zone length is shown in Figure 8. 
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Figure 8. Reattachment length from pressure 
distribution 

From Figure 8 it is clear that both suction 
(negative QC ) and blowing (positive QC ) is 
effective in shortening the recirculation zone. While 
suction effectiveness is relatively insensitive to the 
slot profile, that of blowing strongly depends on the 
slot geometrical parameters. Reduction of the 
recirculation zone length is more effective for 
smaller slot cross-section keeping the same QC  
value. Shape of the slot orifice is not very 
important, serrated shape gives slightly shorter 
recirculation zone then rectangular one for the same 
blowing rate and orifice cross-section. The most 
effective is the slot No.4 producing the fastest jet 
flow for a given flow rate, while the longest 
recirculation zone produces slot No.3 with the 
biggest cross-section. 

Unfortunately, reattachment is highly non-
stationary dynamical process, so we could rather 
speak about “zone of reattachment” instead of 
“line” or “point of reattachment”. Detailed study of 
dynamical behaviour of the reattachment process 
has been carried out for suction control. The back-
flow indication method described in section 3.4. has 
been applied. In Figure 9 distributions of forward-
flow-fraction coefficient for the slot No.1 and 
various suction coefficients are shown. A typical S-
shape of the curves is apparent. 
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Figure 9. Back-flow-fraction coefficient for 
suction control 

Position of the conventional “reattachment 
point” rx  could be defined by the pγ  value equal 
to 50 % (0.5), the reattachment zone could be 
delimited by pγ  values 1 % (0.01) and 99 % (0.99). 
For low absolute values of blowing coefficient the 

pγ  distributions are nearly symmetrical with 
conventional reattachment point nearly in the 
middle of the reattachment region. For greater 
negative values the characteristics is steeper with 
more pronounced upper curved part resulting in 
non-symmetrical configuration – see Figure 9. The 
positions of crossing points indicating the 
reattachment region and conventional reattachment 
point are shown in Figure 10.  
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Figure 10. Reattachment region and point for 
suction control 

The process dynamics should be examined in 
time and/or frequency domain. Frequency 
characteristics of the reattachment process were 
studied by means of the time periods length analysis 
of staying the flow direction unchanged in a given 
point of space. Typical distribution of the mean 
length of forward- and backward-flow time 
intervals within the reattachment region in semi-
logarithmic coordinate system for 0QC =  is shown 
in Figure 11. 
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Figure 11. Time intervals without control 

The mean length of forward and backward time 
intervals could characterize the mean period of 
changes of flow direction, which is given by sum of 
the two intervals. The minimal period corresponds 
to pγ  equal to 0.5 and indicates typical frequency 
of reattachment point fluctuation f . In Figure 12 
this frequency is shown against the suction 
coefficient. 
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Figure 12. Mean frequency of reattachment 
point fluctuations 

The reattachment point fluctuation is nearly 
constant for low suction rates up to 0.012QC = − , 
when the corresponding frequency is about 350 Hz. 
For more intensive suction the frequency f  falls 
linearly with QC  absolute value, for 0.035QC = −  
its value reaches 200 Hz. 

The reattachment point fluctuations seem to be 
damped by suction. This conclusion is supported by 
steeper back-flow-fraction coefficient 
characteristics (see Figure 9) showing smaller 
amplitude of typical fluctuations. 

Of course, the mean recirculation zone length 
could be evaluated on the basis of reattachment 
point dynamical measurements as well. The results 
for rectangular No.1 and serrated No.5 slots 
evaluated from pressure distribution measurements 
and dynamical moving hot-film probe data are 
compared in Figure 13. 
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Figure 13. Comparison of pressure (p) and hot-
film (HF) measurements 

Very good agreement of both methods is 
evident. However the hot-film probe method gives 
more precise results, this is indicated by nicely 
smooth curves. Further, this is a direct method of 
the flow direction indication, no additional 
assumptions are needed, unlike the method based 
on pressure distribution. 

Unfortunately, for the blowing control the 
method could not be applied, so only indirect 
pressure distribution evaluation method of the 
recirculation region length is available. 

5. CONCLUSIONS 
The suggested control method based on suction 

or blowing in the step foot seems to be effective in 
shortening the recirculation zone length. Shortening 
of the separation zone was evaluated using direct 
measurement only for suction, blowing relies on 
indirect evaluation method using wall pressure 
distribution. 

The suction control mechanism is based on 
removing of low-velocity fluid from the 
recirculation zone. The slot works as a sink, only its 
capacity is important and not the orifice geometrical 
parameters, nor the suction velocity. 

Blowing control, unlike suction, is influenced 
by the slot geometry. Higher velocity (that is 
smaller slot area) gives more intensive static 
pressure drop, which promotes the control 
mechanism. Also entrainment process in the wall-
jet boundary plays an important role in the control 
process. This hypothesis is supported by effect of 
interface area on control effectiveness. (Compare 
results in blow-control for rectangular and serrated 
slot orifice). 

However energetic considerations of the flow-
control process are to be done to estimate its 
energetic effectiveness. The continuous 
suction / blowing is rather demanding from 
energetic point of view, pulsating flow seems to be 
good alternative for future experiments. Hot 
candidate is synthetic jet actuator, review of this 
type of actuators used for flow control could be 
found e.g. in Uruba [14] study. 

In the future we intend using the time resolved 
PIV method for studying the non-stationary 
structures within the recirculation region. This 
seems to be necessary for checking the blowing 
control case results. 
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ABSTRACT 
Intracranial aneurysms are bulges growing out 

of the brain artery walls. When these bulges burst it 
is called a subarachnoid hemorrhage, (a special type 
of stroke), leading to death or paralysis. Factors 
influencing the risk of rupture for a particular 
aneurysm are quite unclear. In a joint research effort 
with medical doctors and solid mechanics experts 
the fluid mechanical conditions leading to growth 
and damage of aneurysms are investigated. To this 
end numerical flow simulations are performed using 
a commercial software assuming unsteady, laminar 
flow, rigid walls and newtonian fluid. As a first 
step, simplified models of aneurysms are generated, 
typical flow patterns are identified and their 
dependence on various geometrical parameters 
studied. Interesting qualitative differences can be 
observed in the flow patterns when the neck length 
is varied. Next, real artery models including 
aneurysms obtained from rotational angiography are 
transformed, meshed and the flow within them is 
simulated. With the help of the wall pressure and 
shear stress data obtained from the flow simulations 
one-way coupled elasticity simulations are 
performed using complex wall elasticity material 
models. The blood flow and wall deformation 
simulation in and around aneurysms prove to be a 
useful diagnostic tool for medical doctors in 
identifying wall regions with unusual stress 
distribution. 

Keywords: Aneurysm, hemodynamics, blood 
flow 

NOMENCLATURE 
a [mm] diameter of the pipe 
b [mm] neck width 

d [mm] distance between cavity centre 
and centre line of the pipe 

1. INTRODUCTION  

1.1. Background 
Intracranial aneurysms are defined as thin 

walled bulges of the arterial walls located on the 
basal surface of the brain. These lesions are found 
in approximately 5% of the population [1]. Rupture 
of such aneurysms is the most frequent reason of 
subarachnoid hemorrhage, a special type of stroke, 
that affects 0,1-0,15% of the population each year 
and results in death or permanent disability in 35-
40% of its victims [2]. The ethiology of  intracranial  
aneurysms  is  not  yet  fully  understood. Most  
aneurysms  are thought  to  develop  due  to  a  
combination  of  structural  and  hemodynamic  
factors. Similarly, little is known about the reasons 
of aneurysm rupture. Comparing the frequency of 
aneurysms (5%) with the yearly rate of 
subarachnoid hemorrhage (0,1-0,15%/year) it 
becomes evident, that less than 1/3 of all aneurysms 
will ever rupture. Considering that preventive 
treatment of these lesions requires high risk surgical 
intervention, it would be mandatory that only those 
lesions are treated that have a high likelihood of 
rupture and bleeding.  

 

1.2. Purpose  
 Hemodynamic stress at certain points of the 

arterial tree might be an important factor in both 
triggering aneurysm growth and leading to rupture 
of an existing aneurysm. Medical imaging 
techniques, such as digital subtraction angiography 
(DSA), computer tomographic angiography (CTA), 
or magnetic resonance angiography (MRA) are now 
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capable of providing accurate three-dimensional 
information on intracranial vessel geometry. 
Current knowledge on the risk of bleeding from a 
known aneurysm (and subsequent decision on 
invasive treatment) is derived exclusively from such 
morphological information. As these techniques are 
not yet capable of delineating flow conditions 
within the visualized vascular segments, 
hemodynamic factors are not considered in the 
therapeutic decision making process.  

The purpose of this study is to develop a 
technique that is able to simulate arterial flow in an 
around intracranial aneurysms in order to study the 
effect of local hemodynamics on aneurysm growth 
and risk of aneurysm rupture. This information may 
lead to better indication of high risk surgical 
procedures.  

There have been several research efforts to 
investigate the problem using numerical 
simulations. There are basically two approaches: 
using artificial models which are supposed to 
include the important geometrical and flow 
characteristics of the aneurysm [3, 4, 5] and 
working on real models derived from medical 
imaging techniques [6, 7]. Both approaches will be 
followed here.   

2. NUMERICAL METHOD 

2.1. The softwares 
The ANSYS ICEM CFD was applied to 

generate the geometries of the artificial models and 
their computational meshes. The setup of the 
physical problem, the solution and the presentation 
and post-processing of the results was performed by 
various modules of ANSYS CFX 5.7.1. The meshes 
of the real artery geometries were created with a 
self-written code. 

2.2. Geometries and meshes 
Initially several simplified two-dimensional 

(2D) and three-dimensional (3D) geometries were 
made to study basic flow phenomena. Afterwards 
real artery geometries were exported from rotational 
angiography images. 

2.2.1. Artificial geometries 

 

Figure 1. The geometry of a simplified aneurysm 
containing the two main parts, the bulge and the 
pipe 

The simplified geometries were made, based on 
a traditional medical view of the aneurysm shape 
(Figure 1.). 

Four two dimensional (2D) geometries were 
made with varying neck widths (b). The 2D 
geometry was a thin slice bordered by two planar 
surfaces. In the third direction the thickness was one 
computational cell. Also four three dimensional 
(3D) geometries were created for studying the 
influence of the neck width on the flow pattern. In a 
next step, based on careful observation of the real 
geometries, several further geometrical elements 
were built in the models. Partly the zero neck 
length, visible in Fig. 1., was extended to yield a 
finite length and partly various types of bend were 
added before the aneurysm (Fig. 2.). 

 

Figure 2. Three-dimensional simplified 
geometries containing pipe bends 

The numerical meshes were topologically 
always identical: a block-structured hexagonal mesh 
was used in the pipe and in the aneurysm bulge 
(Figure 3.). This had an advantage over the 
unstructured mesh of a better computational 
accuracy, especially near the wall, in spite of the 
more cumbersome preparation of the mesh. 

 

Figure 3. Mesh topology used for the simplified 
geometries  

 

2.2.2. Real geometries 
The geometries of the real aneurysms were 

obtained from rotational angiography (Fig. 4.). A 
contrast material is introduced in the blood and the 
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angiography detects the presence or absence of 
contrast material by labelling voxels (volumetric 
pixels) in an appropriate way.  

The artery geometry is thus obtained in a 
relatively coarse cubic structure. A custom-made 
software smoothes this structure and fits a 
tetrahedral unstructured mesh onto it (Fig. 5.). The 
only disadvantage of using an unstructured mesh is 
the worse treatment of the near-wall region, but the 
error made is relatively insignificant compared with 
the gains in flexibility. 

 

Figure 4. Models of real arteries containing 
aneurysms 

 

Figure 5. Surface mesh of an artery with 
aneurysm 

2.3. The applied settings 

2.3.1. The fluid and the flow 

The applied fluid was assumed to be newtonian, 
incompressible, with a density of 1050 kg/m3, and a 
viscosity of 0.003 kg/ms. The flow was laminar, 
steady or unsteady. 

2.3.2. Boundary conditions 
The walls of the geometries were assumed to be 

rigid and no-slip. In a later stage of the research 
coupled wall deformation-fluid flow simulations are 
planned but in this paper, due to the short length of 
the studied artery section neglecting the wall 
elasticity does not seem to have a significant effect. 
In the 2D simulations symmetry boundary 
conditions were applied on the two planar faces. 
Both steady and unsteady cases were studied. In the 
stationary simulations a static inlet velocity with a 
parabolic profile, and a constant static pressure 
outlet were prescribed. In the unsteady simulations 
a time- dependent inlet velocity function was given 
(also with parabolic distribution in space). This is a 
synthetic function reproducing a typical shape of 
the cardiac cycle. The outlet boundary condition 
remained constant pressure modelling the fact that 
on the capillary level the pressure is really nearly 
constant (peripheral resistance). In principle the 
resistance of the whole arterial system between the 
studied arteries and the capillary level ought to be 
modelled, however, this resistance is only an 
additive constant in the pressure level which has no 
importance in an incompressible flow.  

Both the spatial and temporal discretisation was 
second order. The residual level for convergence 
was 10-5. 

2.4. Preliminary studies 

Before moving to the main simulations several 
preliminary studies were made to decide certain 
further parameters. These include a mesh 
convergence study and the effect of the unstructured 
mesh. 

2.4.1. Selecting the meshes 

In both 2D and 3D a good quality base mesh 
was made. In 2D the number of elements was 
around 8600, in 3D approximately 30500. Four 
further meshes with increasing density were created 
in both cases. Stationary simulations were made 
with all of the meshes and relative errors between 
some representative results in subsequent meshes 
were compared. Fig. 6. shows the relative error field 
in velocity between results of the simulations made 
with the doubled and tripled meshes in 2D. 
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Figure 6. The relative error between velocities 
obtained from the simulations made with the 
doubled and tripled meshes 

It can be seen in Figure 6. that the error remains 
everywhere under 5% which is considered 
acceptable. With this method the finally used 2D 
mesh had 30500 elements and the 3D mesh 652000 
elements. 

2.4.2. Effects of the unstructured mesh 

The numerical meshes of the real geometries 
were unstructured and without prismatic layers near 
the walls. A study was carried out to check to what 
extent such a mesh distorts the results compared to 
the more accurate block-structured mesh. On the 
basis of a stationary simulation in a 3D geometry it 
was found that the results agreed well in most of the 
aneurysm with the exception of the near wall region 
where the error remained under 15%. 

3. RESULTS 

3.1. Parameter studies in 2D 

The goal was to see how the variation of the 
neck width influences the flow in the aneurysm. 
Four 2D models were made with different neck 
widths, the parameter d, the distance between the 
aneurysm centre and the centreline of the pipe was 
set to 3, 4, 4.45, 5 mm, respectively, making the 
neck width to change along. The dominant 
movement in the cavity was a rotation (Fig. 7.).  

 

Figure 7. Vector diagram of the vortex in the 2D 
aneurysm 

It can be observed that the dominant inflow 
takes place at the downstream end of the aneurysm 
and the velocity is also highest here. To characterise 
the rotational motion quantitatively in the cavity, 
the surface integral and the average of the z 
component of the curl vector was chosen (Eq. (1)). 
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Fig. 8. shows the relationship between the neck 
width and the averaged rotation. 
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Figure 8. Dependence of the surface average 
(above) and surface integral (below) of the curl 
in the aneurysm on the neck width in 2D 
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3.2. Unsteady simulations in 2D 
Three cardiac cycles were simulated lasting 

altogether 2.4 seconds. In the first cycle the flow 
developed from standstill. In the last two periods 
the flow was considered to be developed and the 
flow parameters were studied during this time. 

In the velocity distribution there was no 
qualitative change in comparison to the steady 
simulations, only the magnitude of the velocity 
changed in time according to the input boundary 
condition. 

The highest value of the wall shear appeared in 
each case on the pipe wall near the downstream end 
of the cavity. This is because the highest values of 
the velocities can be found here in the aneurysm so 
the highest velocity gradient can evolve here. The 
maximum shear shows a linear relationship with the 
neck width. 

3.3. Parameter studies in 3D (steady 
flow) 

In the central plane the appearance of the 
velocity distribution was similar to that in 2D.  

In the case of 3D models the rotational 
movement was characterized with the volume 
average, and volume integral of the z component of 
the curl vector (perpendicular to the symmetry 
plane) (Fig. 9). Here the independent variable was 
the neck surface. 
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Figure 9. Dependence of the volumetric average 
(above) and volumetric integral (below) of the 
curl in the aneurysm on the neck surface size in 
3D 

The linear relationship is replaced with a 
parabolic dependence, but the rising trend 
remained. 

3.4. Unsteady simulations in 3D 

 

Figure 10. Symmetrical velocity distribution in 
the plane perpendicular to the main flow 
direction in the 3D simulations 

The time-dependent inlet boundary condition 
was also applied to the 3D geometries. Again the 
flow pattern of the 3D flow in the symmetry plane 
was quantitatively the same as in 2D. Observing the 
flow in the third dimension it turns out that the flow 
is symmetrical (Fig.10.). 

The maximum of the wall shear appeared again 
at the downstream end of the bulge on the wall of 
the pipe (Fig. 11.). At the medium neck surface size 
the maximum shear was 11.1 Pa. The dependence 
of the maximum wall shear on the neck surface size 
was linear. 

 

Figure 11. Shear stress distribution near the 
aneurysm (the maximum is indicated with the 
ellipse) 
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3.5. Effect of bends before the cavity 
Two further artificial models were created. 

Secondary flow and centrifugal force appeared in 
both geometries, with the consequence that the 
velocity of the inflow into the aneurysm increased 
compared with the symmetrical geometry. In 
addition, the separated regions reduce the effective 
cross-section of the pipe thereby further raising the 
local velocity (Fig.12).  

 

Figure 12. Accelerating fluid regions near the 
aneurysm due to the bend 

The velocity of the inflow was lower in the 
geometry with two bends than in the previous case 
because of the increased losses. 

The effect of the accelerated fluid regions 
appeared in the values of the wall shear. While in 
the straight pipe case the maximum wall shear was 
between 10 and 12 Pa in the case of bends the 
maximum wall shear rises to 30-35 Pa depending 
on the number of bends. The location of the 
maximum remains the same. 
These simulations demonstrate that the details of 
the geometry before and after the aneurysm are 
highly important both regarding the maximum shear 
stress and the details of the flow. Fig. 13 shows the 
changed velocity pattern in the symmetry plane of 
the one-bend geometry. 

 

Figure 13. Changed velocity pattern inside the 
aneurysm because of the bend 

It can be seen that the presence of the neck makes 
the velocity pattern qualitatively change: instead of 
one vortex centre there are two and in addition there 
is a back flow on the right hand side near the wall. 
Adding the bends leaves the pattern qualitatively 
unchanged; only the magnitude of the velocity and 
the position of the vortices change. The same 
applies to the relative length of the neck. 

3.6. Simulations with real geometries 
Three geometries were chosen for the purposes 

of this study one of which is presented here due to 
the lack of space. The location of these arteries in 
the brain is about the same. The double bends 
appear in all tree geometries. Despite of the 
similarity in the location and some similarity in the 
topologies many individual features can be detected 
in the geometries. The complicated geometries lead 
to complex flows in them.  

3.6.1. First real geometry 
The flow in the first geometry (left hand side in 

Fig. 4.) is shaped by the two bends before the 
aneurysm and the cavity itself sitting on the second 
bend. The secondary flow appears right after the 
first bend and the second bend modifies this to a 
rotational movement filling the whole cross-section 
of the pipe (Fig. 14.). 

 

Figure 14. Secondary flow in the pipe after the 
first bend (left) and the rotational movement 
superposed on the main flow after the second 
bend (right) in the first real geometry 

The complex flow in the geometry can be well 
studied with the help of streamlines.  
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Figure 15. Visualized streamlines in one timestep 
of the flow in the first real geometry 

On the top of Fig. 15. the rotating movement 
can be observed and the axis of the rotation can be 
marked easily (Fig. 15. lower part). It is also 
noticeable that the fluid flows directly into the 
aneurysm, totally contrary to the generally accepted 
and expected picture which was also obtained in the 
artificial geometries (for example Fig. 7.). This 
leads to much higher velocities in the aneurysm 
than in the artificial geometries. By visualizing the 
velocity vectors in a plane perpendicular to the 
supposed axis of the circulation, the rotational 
movement can be well detected (Fig. 16.). 

It has to be noted, however, that the streamline 
diagrams have to be treated with care. In an 
unsteady flow an instantaneous picture of the 
streamline is not necessarily representative; a fluid 
particle probably moves on a completely different 
path. In a later publication this question will be 
analyzed further. 

The wall shear was not thoroughly studied 
because of the questionable reliability of the results 
near the wall. The distribution of the wall shear 
represented the velocity field well, the values were 
around 10-20 Pa. 

 

 

Figure 16. Rotational movement in the bulge of 
the first real geometry visualized with the 
velocity vectors 

4. SUMMARY 
In the first phase of the research several 

idealised models were studied which are based on 
the traditional medical view of aneurysms. A 
number of typical flow phenomena have been 
identified in the idealized models but the 
simulations also showed that the geometry 
preceding the aneurysm largely influences the 
details of the flow in the aneurysm. This can also 
lead to counterintuitive motions. It has been 
established the increase the neck surface makes the 
maximum wall shear increase. Bends can increase 
or decrease the wall shear depending on their 
orientation. Studying the real models it turned out 
that there are some similarities with the artificial 
models. The rotation appears in the aneurism, and 
the bends have the same effect. On the other hand 
the complexity of the geometries causes a much 
more complex flow pattern inside these geometries. 

In the near future a number of real models will 
be studied and it will be attempted to find categories 
of geometries associated with categories of flow 
pattern. These again will be correlated with medical 
findings. Another direction of research will be the 
coupling of flow and elasticity simulations and the 
assessment of the importance of artery wall 
deformation on the flow phenomena and their 
clinical relevance. 
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ABSTRACT

The present study is concerned with the numeri-
cal simulation of the viscous and incompressible
fluid flow through a human nose using a variant
of the lattice Boltzmann method. The knowl-
edge of the characteristics of nasal breathing is
a significant contribution to the new concept of
CAS (computer aided surgery). To increase the
success of nose surgery, the prediction of nasal
functions like climatization and filtering is de-
sirable. This requires a fast and reliable method
for flow prediction in complex geometries.

Our current studies document that the lat-
tice Boltzmann method matches this postulate.
The results show good agreement with a conven-
tional finite-volume method. Essential advan-
tages are seen in the fast grid generation (Carte-
sian grids with Octree refinement) even in com-
plex physiological geometries, the high granu-
larity for parallelization and the second order
accuracy in space and time. Besides the pure
flow prediction we also investigate the nose’s
climatization functionality using a finite differ-
ence scheme to simulate the transport of heat
and water vapor in the air. Moreover we use
a Lagrangian method to model particle and
aerosol transport through the nose which is an
indicator for the filtering functionality.
Keywords: Lattice Boltzmann, nasal
flow, vapor transport, particle transport

NOMENCLATURE

f [kg/m3] Molecular distribution
function

F [kg/m3] Equilibrium distribution
~ξ [m/s] Molecular velocity vector
t [s] Time
~x [m] Spatial coordinate
ω [1/s] Molecular collision frequency
δx [m] Space step
δt [s] Time step
i [−] Discrete molecular direction
α [−] Cartesian direction
~ξi [m/s] Discrete molecular velocity
ξs [m/s] Scalar molecular velocity
cs [m/s] Isothermal speed of sound
p [−] Square modulus
Ω [−] Dimensionless collision frequency
f̃i [kg/m3] Post-collision distribution
P [Pa] Hydrodynamic pressure
uα [m/s] Macroscopic velocity
Uref [m/s] Flow in velocity
ρ0 [kg/m3] Density
ν [m2/s] Kinematic viscosity
mp [kg] Particle mass
vp [m/s] Particle velocity
dp [m] Particle diameter
Ap [m2] Particle cross section
~Ff [kgm/s2] Fluid force
~Fg [kgm/s2] Gravity force
cW,p [−] Drag coefficient
Rep [−] Particle Reynolds number
np,d [−] Number of deposited particles
np,in [−] Number of particles at the inlet
ηd [−] Particle deposition efficiency
Φ [−] Transport property
D [−] Numerical diffusion coefficient
T [K] Temperature
λ [W/mK] Thermal conductivity
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cp [J/kgK] Heat capacity
ψ [−] Mass fraction
DAB [m2/s] Diffusion coefficient

of a binary mixture

1 INTRODUCTION

The present study is concerned with the numer-
ical simulation of fluid flow and particle deposi-
tion in a human nose. The knowledge of depo-
sition mechanisms and the transporting fluid’s
characteristics in general are valuable to under-
stand physiological phenomena in the context of
ENT medicine and the new field of computer-
aided surgery (CAS, [1]). This new approach
is supposed to improve the success of nasal
surgery. In particular the nose’s functionality as
a filter must be preserved; therefore, it is neces-
sary to develop technics that make reasonable
predictions for the state after a medical inter-
vention. Currently, a surgeon can only rely on
his or her experiences.

Fluid flow through a human nose 1 is neither
laminar nor turbulent, it is in the transitional
regime. It is very difficult to model this class of
flows. Particle transport and deposition is an-
other problem that has to be addressed in this
scope. Thus a fast and reliable method for fluid
and particle transport prediction is required in
complex physiological geometries 2.

Our current studies document that the lat-
tice Boltzmann method is a promising candi-
date for these needs. The results for the pure
fluid flow show good agreement with a conven-
tional finite-volume method [2] and correspond-
ing experimental data [3]. Essential advantages
are seen in the fast grid generation (Cartesian
grids with Octree refinement) even in the com-
plex nasal cavity, the high granularity for par-
allelization and the second order accuracy in
space and time.

Special attention is given to the nose’s filter-
ing functionality. Several studies (e.g. [4]) show
that the range from about 1− 10µm in diame-
ter is of particular interest since many inartifi-
cial particles and aerosols fall in this category.
For this reason a Lagrangian approach was cho-
sen that treats every particle individually and
is taken from [5]. Here a particle is modeled as
a sphere that is affected by fluid forces, gravity

and its own inertia.
Besides the filtering functionality heating and

moistening are important tasks fulfilled by the
human nose. Clinical investigations show that
incoming air is warmed close to blood heat and
saturated with water vapor before it arrives in
the lungs [6]. This process is simulated using
a conventional finite difference scheme for the
governing transport equations.

Details of the present lattice Boltzmann
method of solution, the choice of flow cases and
the results for inspiration with the discussed
transport phenomena are reported in the sub-
sequent sections.

2 THE LATTICE-BGK METHOD

2.1 Basics

The viscous, incompressible fluid flow through
the nasal cavity is computed using the Lattice-
BGK (LBGK) method which is a variant of the
Lattice Boltzmann methods. Its original form
was published in the Nineties by Qian et al.[7]
and Chen et al. [8]. It is inspired by the ki-
netic gas theory and proved well as a fast pre-
diction method for fluid flows. Several improve-
ments were published, e.g. second-order accu-
rate boundary conditions and local grid refine-
ment in [9, 10]. Additional transport equations
(temperature, species) can be solved with cou-
pled finite-difference schemes [11].

The LBGK method is a discrete solution
method of the Bhatnagar-, Gross-, Krook-
(BGK-) model of the Boltzmann equation. The
BGK model describes the temporal evolution of
a molecular velocity distribution f in a phase
space towards the equilibrium state F :

∂f

∂t
+ ~ξ

∂f

∂~x
= ω (F − f) (1)

The LBGK model introduces a discrete dis-
tribution fi. The discrete phase space is repre-
sented by Cartesian-like lattices in two or three
dimensions as sketched in Figure 1.

An amount of molecules fi moves from node
to node along each lattice link i with a discrete
molecular speed ~ξi of constant Cartesian veloc-
ity components ξs. This velocity is chosen such
that a Mach number Ma = u∞

ξs

≪ 1 is main-
tained.

1More accurate: the human nasal cavity
2This geometry may be obtained in a computer

tomography
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p=1
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p=0
δx

D2Q9

δx

D3Q15

p=1

p=3

p=0 

Figure 1. Discrete phase space (lattices)
in two (D2Q9) and three (D3Q15)

dimensions

Additionally a “zero-direction” with a corre-
sponding speed ~ξ0 = ~0 is assumed such that
there are 9 molecular speeds ~ξi in 2-D (D2Q9)
and 15 in 3-D (D3Q15). The spatial steps ~δx
and the time step δt is related to ξs by

δxα = ξs δt, p =
~ξ2

ξs

, c2s =
1
3
ξ2s

with the definitions of the isothermal speed
of sound cs and the square modulus p. Thus
the LBGK equation for the discrete distribu-
tion function fi(t, ~r) in direction of the discrete
molecular speed ~ξi reads

fi(t+δt, ~r+~ξi δt) = fi(t, ~r)+Ω [Fi(t, ~r)−fi(t, ~r)]
(2)

where the last term represents the BGK col-
lision approach. The relaxation factor Ω is a
function of the kinematic viscosity ν:

Ω = ω δt =
c2s

ν/δt+ 1
2 c

2
s

(3)

Equation (2) can be split into a collision- and
a transport step which read as follows:

f̃i(t, ~r) = (1− Ω) fi(t, ~r) + ΩFi(t, ~r) (4)

and
fi(t+ δt, ~r + ~ξi δt) = f̃i(t, ~r) (5)

introducing the post-collision distribution f̃i.
The LBGK scheme is stable for Ω in the range

0 < Ω < 2. The equilibrium distribution func-
tion Fi in (2) is derived from the Maxwell dis-
tribution that reads for small Mach numbers:

Fi = tp [
P

c2s
+
ρ0 uα ξiα

c2s
+
ρ0 uα uβ

2 c2s
(
ξiα ξiβ
c2s

−δαβ)]

(6)

where ρ0 is the constant density of the fluid,
P = P (t, ~r) is the hydrodynamic pressure and
uα = uα(t, ~r) is a macroscopic fluid velocity
component in a Cartesian direction α = x, y, z.
The Kronecker symbol δαβ denotes the unit ten-
sor. The weighting factor tp is a function of the
square modulus p (Table 1).

Table 1. Weighting factor tp
D2Q9 p = 0, 1, 2 tp = 4/9, 1/9, 1/36
D3Q15 p = 0, 1, 3 tp = 2/9, 1/9, 1/72

The macroscopic moments pressure P and ve-
locity uα are defined as

P = c2s
∑

i

fi (7)

uα =
1
ρ0

∑

i

ξiα fi. (8)

It can be proved (e.g. in [12]) that the
present LBGK approach satisfies the Navier-
Stokes equations for a viscous fluid with con-
stant density ρ0 = const. in Cartesian coordi-
nates α, β = x, y, z with a formal accuracy of
second order in space and time. The resulting
system of equations reads:

∂αuα = 0

∂tuα + ∂β uβuα + ∂αP/ρ0 = ∂β ν [∂βuα + ∂αuβ]

There exist a number of investigations where
the accuracy and efficiency of this approach is
documented (e.g. [9, 10]).

2.2 Grid concept and methodical

extensions

In recent time a number of extensions have been
developed to improve the basic LBGK scheme,
e.g. local grid refinement [9], boundary fitting
on walls [13], a non-reflecting pressure boundary
condition and parallelization. Since the LBGK
algorithm is limited to Cartesian grids the im-
plemented local refinement concept causes extra
complexity.

A useful structure for organizing this refine-
ment concept in 3-D are Octree grids. Here
a cubic grid element can have up to 8 sub-
elements that locally increase the resolution as
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shown in Figure 2. In highly complex compu-
tational domains like the nasal cavity unstruc-
tured addressing is required. A rescaling proce-
dure performed in the transport step (5) is out-
lined in [10] in the intersection zones between
two refinement levels.

Figure 2. Cut through an Octree grid

For boundary treatment we use a boundary
fitting approach for the distribution function f .
This concept is described in [10] and is extend-
able to more complex boundary models. In our
case a non-slip condition on the mucosa is as-
sumed.

We chose steady conditions for in- and out-
flow of the nasal cavity since the breathing fre-
quency (or the Strouhal number) is sufficiently
small. The inflow boundary is prescribed by a
constant volume flux with the pressure extrap-
olated from the interior.

The outflow boundary is implemented using
a non-reflecting boundary condition that sup-
presses the reflection of pressure disturbances.
In flows with low viscosity these pressure waves
travel nearly undamped with the speed of sound
cs slowing down the convergence rate or even
cause a breakdown of the solution. Based on ex-
periences with usual finite-volume schemes for
conservation laws, a well known non-reflecting
boundary condition for the pressure, [14], was
modified for the use in LBGK computations.
The pressure Pb(t) at the exit boundary ~xb is
assumed to be relaxed to its final, prescribed
value Pout in the following form:

∂

∂t
(Pb − ρ0 cs un) + α (Pb − Pout) = 0 (9)

with the isothermal speed of sound cs, the flow
velocity un normal to the boundary and a con-
stant parameter α ≈ 0.125, tuned by numerical
experiments. A significant gain of stability has
been observed with this approach.

For parallelization a spectral bisection
method has been used for grid partitioning

[15]. The communication between the indi-
vidual parts is performed using the message-
passing technics MPI.

3 LAGRANGIAN PARTICLE

MODEL

In the Lagrangian approach each floating par-
ticle is treated as a sphere that is affected by
gravity and the surrounding fluid as shown in
Figure 3. It is assumed that individual parti-
cles do not interact with each other. This model
is adopted from [5] and proved its eligibility in
many practical applications.

Particle

Drag force F

Particle
velocity
     v

Gravity
force Fg

f

p

Figure 3. Floating spherical particles

The motion of a single particle can be de-
scribed by the equation

mp
d

dt
~vp = ~Ff + ~Fg (10)

where ~Ff is a drag force applied by the fluid,
~Fg is due to gravity, ~vp is the particle velocity
and mp the particle’s mass.

In the diameter range from 1− 10µm the in-
fluence of diffusion is marginal and neglected
here. Thus the fluid force ~Ff depends on the
particle diameter and the difference velocity:

~Ff =
1
2
cW,p ρ0Ap (~u− ~vp) · |~u− ~vp| (11)

With the fluid density ρ0, the particle cross
section Ap and the local fluid velocity ~u. The
drag coefficient cW,p is taken from Stokes’ solu-
tion for creeping flows and reads

cW,p =
24
Rep

for Rep < 0.01,

cW,p =
24
Rep

(1 + 0.15 ·Rep
0.687)

for
0.01 ≤ Rep < 1000
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and

cW,p = 0.44 for Rep ≥ 1000.

The particle Reynolds number Rep is defined
by

Rep =
dp |~u− ~vp|

ν

using the particle diameter dp and the fluid
viscosity ν. Equation (10) is solved by a Heun
integration which yields the trajectory and is of
O(∆t2) in time.

With this approach a particle can move
through the whole computational domain. This
requires a knowledge of neighborhood relations
between the grid elements as well as a mecha-
nism that handles the particle transfer from one
cluster node to the other in parallel computing.
This extra effort was necessary to cover realistic
flow configurations that require high grid reso-
lutions.

Since a particle’s velocity normally does not
agree with the velocity of the surrounding fluid
it is possible that a particle collides with the
domain boundary. If the outlet is hit the par-
ticle is deleted and plays no role in the further
computation. In case of a collision with the wall
(mucosa) the particle is deposited and filtered
out.

4 NASAL FLOW SIMULATION

In the scope of this study we adopted the nasal
geometry model which has already been used in
[2, 16] and is validated with satisfactory accu-
racy. The nasal septum is used as a symmetry
plane. The geometry is shown in Figure 4 both
from the front- as from the back side.

throat
nostril

  upper
turbinate

  lower
turbinate

Figure 4. Nasal geometry model

In [16] the incompressible flow through the
nasal cavity has been simulated until steady
state for inspiration as well as for expiration.
In the present study we adopted the inspiration
configuration only. Here a Reynolds number

Re = 1000 was chosen with reference quantities
defined on the throat side of the geometry. The
diameter here is considered as 12mm with the
viscosity of air as ν = 1.5 · 10−5m2/s resulting
in a volume flux of V̇ = 8.48 l min−1 per side.
A parabolic velocity profile is prescribed at the
inlet. Computation has been performed with
about 4.7 mill. grid points distributed over 20
cluster nodes. Figure 5 shows the streamlines
of the resulting fluid field.

Figure 5. Streamlines at inspiration

The results are presented in [16] and show
good agreement with [2]; i.a. we compared the
pressure loss coefficient ζ which is related to the
total pressure loss Pt as

∆Pt = Pt,entrance − Pt,exit = ζ
ρ0

2
U2

ref

with

Pt = P +
ρ0

2
u2

α, α = 1, 2, 3.

The resulting pressure loss coefficients ζ from
the present calculations (LBGK) and from the
finite-volume method (FVM) are listed in Table
2.

Table 2. Comparison of relative pressure
loss ζ for LBGK and finite volume

method

ζ LBGK FVM difference
inspiration 2.99270 3.0059 0.4423%
expiration 5.34597 5.4796 2.4361 %

5 NASAL FLOW WITH PARTI-

CLE TRANSPORT

In the particle transport simulation the differ-
ent particle size classes were simulated indepen-
dently of each other. The corresponding parti-
cles were distributed over the inflow cross sec-
tion with their initial velocity identical to the

527



readily computed fluid field. Computation was
performed until a physical time of t = 1.2s has
been elapsed or all particles have either been de-
posited or left the computational domain. Us-
ing the number of np,d deposited particles the
deposition efficiency

ηd =
np,d

np,in

with the number of particles np,in at the in-
let could be determined. A typical quantity for
np,in is about 10000 particles in our computa-
tions.

The deposition efficiency is highly dependent
on the particle diameter. For particles in a size
class of 1 − 10µm the dominating mechanisms
for deposition are mass inertia and sedimenta-
tion whereas diffusion can be neglected.

Since these effects are dependent on the par-
ticle volume (mp ∼ dp

3) their influence van-
ishes if the particle size is decreased. Particles
with lower diameter are filtered with less effi-
ciency since the fluid force ~Ff ∼ dp

2 becomes
the dominating effect which constrains the par-
ticles to follow the streamlines. More detailed
analytical estimations for this dependency are
available only in special geometrical configura-
tions; anyway, the computational results show
a reasonable agreement to other filter devices
[17].

The particle deposition efficiency with respect
to the diameter is shown in Figure 6. Figure 7
shows the temporal formation of the incoming
particle cloud and locations of deposited parti-
cles.
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Figure 6. Particle deposition efficiency
ηd as a function of particle diameter

a)

b)

c)

Figure 7. Particle inflow and deposition
with dp = 10µm. Deposited particles are

light colored.

6 HEAT AND WATER VAPOR

TRANSPORT

The transport processes of heat and water va-
por in the nasal cavity are responsible for the
heating and moistening functionalities of the
human nose. The governing equations are of
type convection-diffusion equation which is of
the following general form:

∂Φ
∂t

+ uα
∂Φ
∂xα

= D
∂

∂xα
(
∂Φ
∂xα

) (12)

where Φ is the transported property and D is
the coefficient of diffusion. This equation can be
discretised with standard methods; we applied
a 3-steps Runge-Kutta time integration in con-
junction with central differences for the spatial
derivatives.

The temperature transport equation can be
derived from the energy equation of a trans-
ported fluid whereas the simulation of water va-
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por transport is described by the diffusion equa-
tion of a binary mixture. So Φ and D are set
according to the transport equation as

• Temperature transport: Φ ≡ T , D ≡ λ
ρ0 cp

• Vapor transport: Φ ≡ ψ, D ≡ DAB

where T is the fluid temperature, λ the ther-
mal conductivity of the mixture, cp the heat ca-
pacity of the mixture, ψ the mass fraction of air
respective water vapor and DAB the diffusion
coefficient of binary mixture air/water vapor.

With the simplified assumption of saturated
air with T = 37◦C at the mucosa and an inflow
temperature of T = 25◦C it was found that the
air is almost saturated and warmed to blood
heat at the outlet (Figures 8 to 9). A qualita-
tive comparison with [6] shows an acceptable
agreement though an experimental validation
has been omitted.

Figure 8. Measurement path through
the nasal cavity

Figure 9. Measured quantities
Temperature and Relative Humidity

along the path

7 CONCLUSIONS

In the present study we discussed the mecha-
nisms that govern the functionality of the hu-
man nasal cavity as a heating- and filtering de-
vice. The process has been simulated using the
LBGK method for the transporting fluid and a
Lagrangian approach for the particle transport.
Heat and vapor transport has been included us-
ing a conventional finite difference approach.

The transitional flow regime in conjunction
with the complex nasal geometry turned out to
be the major challenges. In accordance to liter-
ature [4] we found that particles in a size class
of 1µm ≤ dp ≤ 10µm are filtered with highest
efficiency.

We conclude that the LBGK method in con-
junction with Lagrangian particle transport are
well suited technics that enable us to predict
many interesting fluid mechanical problems in
the frame of computer aided surgery in detail.
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ABSTRACT 
It is well-known that supersonic flow around 

bodies with cavities located on the nose is 
accompanied by pulsation. A forward-facing cavity 
may be regarded as a resonance tube. The flow in 
forward-facing cavities have been the subject many 
experimental and numerical investigations. 
However, the majority models used in their 
experiments were blunt, hemispherical nose pieces 
with an axial cylindrical cavity of variable depth. In 
general, the cavity resonated at the primary-mode 
frequency, and the bow shock oscillated in a stable, 
symmetric manner about the nose. However, for 
intermediate cavity lengths, 0.4≤ L/D ≤ 0.7, the 
pressure signal switched randomly between two 
modes of oscillation. The numerical and the 
experimental research of a supersonic flow past the 
cylinder with a cavity is carried out in the given 
work. Relative depth of a cavity (L/D, D – cylinder 
diameter) varied in a range from 0,3 up to 1,6. 
Experiments for Mach number M=3, Reynolds 
number Re>106 and 2D, 3D numerical modeling 
were carried out. Shock wave be-modal pulsations 
have been experimentally found for depth of a 
cavity L/D=0.4. Comparison of the experimental 
and numerical data has shown their good 
conformity. 

Keywords: cavity, pulsations, bow shock, 
supersonic flow  

NOMENCLATURE 
a [m/s] sound velocity 
D [m] cylinder diameter 
E [J/kg] total energy per unit mass 
L [m] depth of the cavity 
M [-] Mach number 
q [m/s] velocity vector 
p [Pa] total pressure 
Re [-] Reynolds number 
t [s] time 

u, υ , w [m/s] velocity vector (q) components on 
the axes x, y and z 

γ [-] ratio of specific heats 
∆ [m] bow shock wave average standoff 

distance from the rim of the cup 
δ [m] cup wall thickness 
ρ [m] density 
Subscripts and Superscripts 
∞ freesteam flow conditions 

1. INTRODUCTION 
It is well-known that supersonic flow around 

bodies with cavities located on the nose is 
accompanied by pulsation [1-3]. A forward-facing 
cavity may be regarded as a resonance tube. One of 
the characteristics of a hollow-nosed missile at 
supersonic Mach number is an oscillating bow 
shock that can significantly influence missile drag, 
heat transfer and optical signal propagation through 
the cavity [4]. Several methods of the bow shock 
stabilization have been considered. For example, 
the cavity can be gas pressurized in order to 
maintain a stable pressure and reduce the amplitude 
of shock oscillations in front of the cavity produced 
by movement of the bow shock [5]. 

Flow stabilization by jet injection from the 
cavity bottom is discussed in previous work3. 
Control and manipulation of the pulsation process 
by energy deposition due to the influence of a pulse 
laser is considered as well [6-9]. Cavity geometry 
influence on a cavity pulsation was also 
investigated [10-11]. 

The experimental investigations of cylinder 
with cavity at Mach number 2.9 have been 
performed in [1] but there is no information for 
two-mode oscillation regime and for intermediate 
cavity lengths 0.4 ≤ L/D ≤ 0.7. The numerical 
simulation and experimental investigation of 
cylinder with cavity past flow for 0.3 ≤ L/D ≤ 1.6 
are performed in present work. 

531



2. BACKGROUND 
A forward-facing cavity may be regarded as a 

resonance tube. Experimental and numerical 
investigations have consistently found that the 
forward-facing cavity resonates and that the 
oscillations have a dominant frequency. This 
fundamental or primary mode frequency is 
approximated from resonant tube theory as 

 

02 / 2f a Lω π π ∗= =  (1) 
 
Here 0a is the speed of sound in the cavity, 

based on stagnation temperature; L* is the axial 
distance from the cavity base to the mean shock 
position, L + δ. In Equation (1), it is assumed that 
the flow velocity in the tube, or cavity, is small, so 
that the stagnation temperature can be used to 
estimate the average speed of sound. 

The flow in forward-facing cavities have been 
the subject many experimental and numerical 
investigations [2]. However, the majority models 
used in their experiments were blunt, hemispherical 
nose pieces with an axial cylindrical cavity of 
variable depth. In general, the cavity resonated at 
the primary-mode frequency, and the bow shock 
oscillated in a stable, symmetric manner about the 
nose. However, for intermediate cavity lengths, 
0.4≤ L/D ≤ 0.7, the pressure signal switched 
randomly between two modes of oscillation. 

Antonov and Shalaev [1] investigated the flow 
around cylinder with a cavity in the Mach 2.9 wind 
tunnel, but for intermediate cavity lengths, 0.4≤ L/D 
≤ 0.7, two modes of oscillation did not observe. The 
present investigations corroborate and explain the 
measurements reported by Antonov and Shalaev 
[1].  

3. EXPERIMENTAL APPARATUS 
The tests of a 85 mm diameter cylinder with 

cavity were conducted in the National Aerospace 
University (KhAI) Mach 3 supersonic wind tunnel 
(T-6). Figure 1 is a schematic of this supersonic 
wind tunnel facility, and Table 1 lists the operating 
parameters for this facility. 

Table 1. Operating Parameters for the KhAI 
Mach 3 Supersonic Wind Tunnel (T-6) 

Mach Number 3 
Stagnation Pressure 392.3 kPa 
Typical Stagnation 
Temperature 

300 K 

Total Run Time 4.0 minutes 
Reynolds number  2.81×106 
Test Area Cross 
Section  

60 cm × 60 cm 

Test Area Length 160 cm 
 

 

Figure 1. Schematic of National Aerospace 
University (KhAI) Mach 3 supersonic 60 cm by 
60 cm wind tunnel (T-6) field 

Adjusting the tunnel for a given Mach number 
is effectuated by adjusting nozzle size, the test 
section height and top bottom and wall inclination. 
The adaptive wall of the test section ensures 
minimisation of the boundary layer effect on the 
parameters under test, increase of the Re numbers. 

Figure 2 show the experimental setup. The 
model used in this study consisted of 85 mm 
diameter cylinder with a flat tip. A 81.6 mm 
diameter hole along the axis of the cylinder served 
as a forward-facing cavity. The cavity length was 
varied by changing the position of the insert. 
Pressure ports were placed on the cavity base. 

 

 

Figure 2. A 85 mm diameter cylinder with cavity 
model mounted in the 60 cm by 60 cm test 
section of the Mach 3 National Aerospace 
University (KhAI) wind tunnel (T-6) 

Shadowgraph device IAB-451 was used for 
optical researches. Mercury lamp DRSh-250 was a 
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light source. Images were registered by superfast 
SFR-1 camera [12]. This camera can be used as the 
photoregistrar giving continuous development of 
researched process or as the high-speed camera 
giving a number of consecutive photos of 
investigated process with rate up to 2.5·106 frames 
per second. In the given work the shock shape, 
standoff distance, and oscillation amplitudes were 
recorded at rates up to 40000 frames per second. 
Photographing was carried out on a motionless film 
by means of a rotating mirror. The SFR-1 camera 
has system of automatic electronic management. 
Accuracy of adjustment and measurement of mirror 
rotation speed is within 0.1 %. The photographic 
film "Kodak Professional ProFoto 400 bw" has 
been used. The film image was scanned with the 
resolution of 3200 pixels to inch. Then computer 
processing of the image was carried out. 

4. NUMERICAL MODEL 
Consider the problem of constant flow around a 

cup cylindrical cavity ( 0 3 1 6l D . .= − ; 
0 04D .δ = ); with a uniform, ideal supersonic gas 

flow. The forward-facing cavity scheme is depicted 
in Figure 3. 

 

 

Figure 3. Schematic of forward-facing cavity 

The unsteady 3D Euler equations for an 
arbitrary volume Ω may be written in integral form 
as 

 

0,Fd And
t σ

∂ σ
∂ Ω

Ω + =∫ ∫  (2) 
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Here xi , yi , zi  are the unit vectors of the Cartesian 

coordinate system; F are conservative vector 
variables; A are conservative flow vector variables; 
σ is the limiting surface of a certain volumetric 
element Ω, which has an external normal n ; 

x y zq ui i wiυ= + +  is the velocity vector of gas 
flow; u, υ and w are the velocity vector components 
along the x, y and z axes; p is the pressure; ρ is the 
density; E is the total energy per unit mass of the 
gas; and t is the time. 

The above system of equations is closed by the 
equation of state of the ideal gas 

 
2/( 1) / 2.E p qρ γ ρ= − +  (4) 

 
In order to use dimensionless values, we make 

use of the following equalities: 
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υ υ
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(5) 

 
where ∞a  is the incident flow sound velocity. In 
the following text, we have omitted bars above the 
dimensionless values x, y, t, a, u, υ, ρ, p. 

On the body surface solid-wall inviscid 
boundary conditions were applied. Along the 
external inflow boundary, undisturbed freesteam 
conditions were utilized. On the downstream 
outflow boundary, extrapolation of the flow 
quantities from the adjacent internal boundary was 
performed. 

The initial data in calculations without injection 
corresponded to the dimensionless parameters of 
the incident stream: 

 
1/ , 1,
M , 0, 0.

p p
u u w

γ ρ ρ
υ

∞ ∞

∞ ∞

= = = =
= = = =

 (6) 

 
 
Equation system (2) solution was conducted by 

Godunov´s method [13] on a 110×60×32 grid mesh, 
which was designed by densening the mesh point 
all around the body region, with the exception that 
in the cavity, the mesh points distribution were set 
to be uniform. The calculations were performed 
using the same finite-difference scheme as that 
employed in [3, 13]. 

The some computational results in this 
investigation are generated using the numerical 
method with modified finite-difference Godunov´s 
scheme based on a mobile grid [14-16]. The system 
equations for the two-dimensional flow can be 
presented in the vector form (1), and F, A vectors 
may be written as 
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Here σ is the limiting surface of a certain 

volumetric element Ω (see equation system (2)), 
which has an external normal n and moving at 
velocity λ . 

The difference between the present formulation 
and the regular one is that the cell velocity λ  is 
included into the main equation (5) and each 
volume element depends on time. Results of  
[14,16] has demonstrated that the use of a mobile 
grid in the calculations with a relative cavity depth 

1 6L / D .<  has permitted to better determine the 
pulse amplitude of the shock wave (it is difficult to 
realize this on the immobile grid, since the pulse 
amplitude was commensurable to the grid 
dimension of a cell). 

5. EXPERIMENTAL AND CALCULATION 
RESULTS 

The relative depth of a cavity (L/D, D – 
cylinder diameter) varied in a range from 0.3 up to 
1.6, and all of the experiments and calculations 
were conducted with the model at zero-degree angle 
of attack. 

Measurement of the bow shock oscillations 
were performed in a wind tunnel. For each of the 
runs performed during the test, the bow shock 
oscillated. The oscillation frequency was found to 
be inversely proportional to cavity depth and 
corresponds to the fundamental acoustic frequency 
of the cavity, with a wavelength that was four times 
the distance from the cavity base to the mean shock 
position (for L/D >0.4).  

Instantaneous images of the shock wave 
provide the wave shapes during the unstable mode 
of oscillations occurring at a particular cavity depth 
case of L/D =0.4. 

Figure 4 shows the shadowgraph images of the 
shock in front of the model with cavity sizes L/D 
=0.4. In figure 4b shock wave appears quite 
axisymmetric. Figures 4a, 4c depicts a shock wave 
shapes with a bulge on either the lower or upper 
part resulting from the unsteady mode encountered 
at this cavity depth range. Thus this cavity exhibit a 
random character resulting in highly unstable 
oscillations and nonaxisymmetric shock wave 
shapes at random instances and durations. 

For L/D =0.8 shock shape is quite 
axisymmetric. 

 
 

a) 
 

 
b) 

 

 
c) 

 

 

Figure 4. Shock shapes for L/D = 0.4 at Mach 3, 
(a) with a bulge at the lower part, (b) shock wave 
appears quite axisymmetric, (c) with a bulge at 
the upper part cavity 

With a relative cavity depth 1 6L / D .<  the use 
of a mobile grid in the calculations permitted to 
determine the pulse amplitude of the shock wave. 

 

 

Figure 5. The bow-shock amplitudes 
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A representative comparison of the calculation 
(on mobile grid) and experimental results is shown 
in figure 5. With a relative cavity depth 1 6L / D .<  
the use of a mobile grid in the calculations 
permitted to determine the pulse amplitude of the 
shock wave. However bi-modal and randomly 
unstable oscillations in 2D and 3D calculations for 
L/D =0.4 have not been found out. Deepenings on 
the cavity base (for accommodation of pressure 
transducer ports) can generate small flow 
disturbances in a cavity. Figure 6 shows the numerical 
result for model L/D =0.4 with deepening on the 
cavity base. 

 

 

Figure 6. Mach number isolines; L/D = 0.4 

5. SUMMARY 
A discussion of the bow-shock behavior 

associated with a cylinder cavity with flat circular 
base at Mach 3 is presented.  

The following have been defined after the 
conducted measurements: 

1. The bow shock oscillations were observed 
in all wind tunnel experiments. 

2. The oscillation frequency was proportional 
to the cavity depth and was in agreement 
with fundamental acoustic frequency for 
this cavity with wavelength equal to 
quadruple distance from cavity bottom to 
the average bow shock standoff (for L/D 
>0.4). 

3. The non steady regime for bow shock 
oscillation was observed as well that 
occurring if the relative cavity depth was 
L/D =0.4. In cause of L/D =0.4 the 
bimodal, non-steady oscillations were 
generated and they have random character. 
The bow shock shape was non-
axisymmetric with bulges from one and/or 
another side. 

4. The shape of bow shock was axisymmetric 
if L/D > 0.8. 

The numerical cavity past flow simulation for 
depths 1 6L / D .<  with use of mobile grid showed 
the good agreement with experimental data. 
Nevertheless for the bow shock bimodal non-steady 
oscillation phenomena were not observed after the 
mobile grid implementation in simulations (in 2D 
approximation). During the conducting of 3D cavity 
flow simulation for L/D = 0.4 and non-
axisymmetric deposition of small recesses within 
cavity base the non-symmetric oscillations of bow 
shock were observed that are quality cognate with 
ones observed in experiment. 
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ABSTRACT 
This paper presents results of the calibration of 

a three-hole pressure probe (cobra probe). The 
conventional calibration coefficients for a probe 
Reynolds number of about 7400 are obtained in a 
free jet wind tunnel at subsonic conditions. 
Furthermore, the probe is exposed to wall proximity 
effects using a flat plate boundary layer with 
neglecting thickness. The experimental calibration 
is extended by computational as well as analytical 
results. The calibration coefficients are predicted by 
the streamline projection method, at least 
qualitatively. The method can also be used to take 
into account the wall proximity effect. This fact is 
supported by unsteady computational fluid 
dynamics (CFD) calculations as well as by the 
measurements.    

Keywords: CFD, experimental calibration, hot-
wire anemometry, pressure probe, wall 
proximity effect  

NOMENCLATURE 
 
A3 [-] wall distance function 
Ma [-] Mach number 
Re [-] Reynolds number 
Sr [-] Strouhal number 
 
d [m] probe width 
f [1/s] frequency 
ki [-] hole coefficient 
kβ [-] direction coefficient 
ks [-] static pressure coefficient 
kt [-] total pressure coefficient 
p [Pa] static pressure 
pt [Pa] total pressure 
w [m/s] velocity 
y [m] wall distance 
 
∆t [s] time increment 

∆β [°] yaw angle 
δ [°] probe wedge angle 
∆ε [°] flow angle error 
ν [m2/s] kinematic viscosity 
ρ [kg/m3] density 
 
Subscripts and Superscripts 
 
d   related to probe width 
i= 1, 2, 3 related to hole number 

1. INTRODUCTION 
Three-hole pressure probes are robust and 

reliable tools for flow measurements in 
turbomachinery components. They yield the total as 
well as the static pressure and the direction of a 
two-dimensional flow field. An extension to the 
three-hole probe is the five-hole probe, which can 
be used for three-dimensional flow measurements. 
Due to space restrictions in turbomachinery 
applications, both probe types are used in the non-
nulling mode and a calibration procedure prior to 
the measurement is necessary. A free jet wind 
tunnel can be used for this purpose. According to 
Dominy and Hodson [1], the main factors 
influencing the calibration of five-hole pressure 
probes are probe geometry, Reynolds number, 
Mach number and turbulence intensity. Compared 
with the calibration conditions (free jet), the flow 
field in a turbomachinery component is influenced 
by solid walls (hub wall, casing wall, blades). When 
a pressure probe is placed in the vicinity of a solid 
wall, two sources of systematic errors occur: (1) the 
velocity gradient effect due to the wall boundary 
layer, (2) the potential effect due to the interaction 
of the probe and the solid wall. The influence of 
velocity gradients on the behaviour of a three-hole 
probe has been investigated in a previous paper [2]. 
Therefore, the present paper focuses on the 
influence of the potential effect which is also 
known as wall proximity effect. 
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Treaster and Yocum [3] calibrated a prismatic 
five-hole probe (3.175 mm diameter) at different 
yaw angles near a solid wall. The orientation of the 
shaft axis was normal to the wall. Therefore, the 
constant pitch angle was zero throughout the 
investigation. Since the boundary layer was very 
thin, the potential effect dominates the interaction 
of the probe and the wall. The main result is that the 
static pressure coefficient is altered if the probe to 
wall spacing is lower than about two to four probe 
diameters.  

Heikal [4] investigated the near wall behaviour 
of a spherical five-hole probe (3 mm diameter) as 
well as a three-hole probe (1.3 mm width) in a duct 
wind tunnel with rectangular cross section. The 
three-hole probe is of special design to allow three-
dimensional flow measurements. The paper gives 
no information on the thickness of the wall 
boundary layer. Therefore, it is difficult to 
differentiate between gradient effects and potential 
flow effects. Nevertheless, the results indicate that 
there appears a systematic error of the total as well 
as of the static pressure when the probe is placed 
near the solid wall. Furthermore, an error is induced 
to the measured flow angle due to the interaction of 
the probe head and the wall. 

Sitaram et al. [5] investigated the behaviour of 
a hemispherical five-hole probe near a solid wall. 
The orientation of the shaft axis was parallel to the 
wall. The authors stated that whenever a probe is 
located near a solid wall, the flow acceleration in 
that region introduces an additional error of the 
measured velocity. This error is negligible when the 
distance between the probe and the wall is more 
than two probe diameters.  

An experimental investigation of two five-hole 
probes (hemispherical, pyramid) as well as a four-
hole wedge probe near a solid wall has been 
performed by Bubeck [6]. Since the wall boundary 
layer was rather thin, velocity gradient effects have 
been eliminated. Detailed results are presented for 
the five-hole pyramid probe. When the probe head 
approaches the wall, the pressure sensed by the side 
hole near the wall increases. On the other hand, the 
pressure sensed by the opposite hole decreases. As a 
result, a systematic flow angle error appears if the 
distance between the probe and the wall is lower 
than about three probe diameters.  

Smout and Ivey [7] performed an experimental 
investigation on the wall proximity effects of a 
three-hole wedge probe. The shaft axis of the probe 
was normal to a wall and the work was focused on 
the influence of the wall on the static pressure 
measurement as well as the yaw angle sensitivity. In 
a companion paper [8], Smout and Ivey performed 
CFD calculations to explain the mechanisms which 
are responsible for the wall proximity effect. Key 
flow structures in the probe wake were identified 
that control the pressures indicated by the probe in a 
given environment. Finally, the authors derived a 

simple analytical model from the CFD simulations 
that is able to capture the dominant flow features in 
good agreement with the experiments.    

Recently, Borges and Vaz [9] investigated the 
influence of wall proximity effects on the behaviour 
of a conical five-hole probe (12 mm diameter). To 
eliminate velocity gradient effects, the experimental 
study was performed using an image method. 
Therefore, a replica of the probe was positioned 
parallel to the original probe. The experimental 
results have been extended by a numerical 
simulation using a commercial CFD code with the 
k/ε turbulence model. The authors stated that the 
wall proximity effect influences the measured flow 
angle as well as the measured velocity if the 
distance between the probe and the wall is lower 
than about three probe diameters. 

The present paper summarizes an investigation 
on the wall proximity effect of a three-hole pressure 
probe. Results from the experimental calibrations 
will be correlated using a simple analytical 
approach. A CFD simulation will be performed to 
explain the potential interaction effect between the 
probe head and the wall.                

2. PROBE GEOMETRY, HOLE AND 
CALIBRATION COEFFICIENTS 

The three-hole probe used for the present 
investigation is a cobra probe with a characteristic 
dimension d = 3×0.8 = 2.4 mm and a wedge angle δ 
= 30°. The pressure holes are forward faced with a 
diameter of 0.5 mm and are numbered “1”, “2” and 
“3”. Figure 1 shows the geometry, the numbering of 
the holes as well as the definition of the yaw angle 
∆β. This is the angle between the velocity vector w 
and the probe axis. The pressure pi, sensed by the 
hole “i” differs from the free stream static pressure 
p. Since the experiments are conducted at Mach 
numbers Ma < 0.2, the conditions are essentially 
incompressible and a hole coefficient can be 
defined according to 

( ) .
2 2

i
i w

ppk
ρ

−
=  (1) 

The hole coefficient ki can be interpreted as a 
nondimensional pressure sensed by the hole “i”. 

d

δ

1

2

3

w
∆β

 

Figure 1. Hole numbering and definition of the 
yaw angle ∆β 
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The three-hole probe can be used to measure 
the direction of the flow as well as the total and the 
static pressure. The relationship between these 
quantities and the yaw angle ∆β is given by the 
nondimensional calibration coefficients. Various 
definitions of these calibration coefficients can be 
found in the literature. The present work uses the 
common definition of Treaster and Yocum [3] for 
the direction coefficient kβ, the total pressure 
coefficient kt and the static pressure coefficient ks, 
reduced to the conditions for a three-hole probe:  
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represent the mean pressure and the mean hole 
coefficient, respectively. As can be seen from Eqs. 
(2) to (5), the calibration coefficients are related 
directly to the three hole coefficients.  

3. STREAMLINE PROJECTION METHOD 
The streamline projection method is a simple 

analytical approach which is used in addition to the 
experimental as well as the computational 
investigations. This method is based on the 
assumption that the free stream velocity is projected 
on each of the three sensing holes [2]. The velocity 
component normal to the probe surface results in a 
“dynamic pressure” which is added to the free 
stream static pressure. Under the assumption of 
constant velocity magnitude w, the three hole 
coefficients are 

,cos2
1 β∆=k  (6) 

and)(sin2
2 βδ ∆+=k  (7) 

).(sin2
3 βδ ∆−=k  (8) 
The corresponding calibration coefficients 

follow from Eqs. (2) to (5). For small yaw angles 
∆β, a Taylor series expansion of Eq. (2) gives 

.tan
45

δπββ °
∆=k  (9) 

The streamline projection method can be used 
for an approximation of the influence of a wall on 
the flow angle error of the three-hole probe. Figure 
2 shows the three-hole probe arranged at a distance 
y away from the wall. It is assumed that the flow 
direction is parallel to the wall. Therefore, the 
stagnation streamline approaching the centre hole 
”1” is parallel to the wall. Furthermore, it is 
assumed  that the centre hole “1” and the side hole 
“2” away from the wall see the undisturbed 
freestream velocity: w1 = w2 = w.  
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Figure 2. Three-hole probe near the wall (wall 
distance y) 

Due to a gap nozzle effect between the probe 
and the wall, the hole “3” sees a velocity higher 
than the freestream velocity. If a mass balance is 
applied to the control volume, the increased 
velocity approaching at hole “3” can be estimated to 

.
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dyww =
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=  (10) 

Due to the higher velocity, the hole “3” near the 
wall senses a higher pressure compared with hole 
“2”. The pressure difference between these holes is 
interpreted by the probe as an artificial flow angle 
which is called the flow angle error ∆ε. Following 
the concept of the streamline projection method, the 
difference of the side hole coefficients is 
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Furthermore, the denominator of the directional 
coefficient in Eq. (2) is 
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Finally, the combination of Eqs. (2), (9), (11) 
and (12) gives an approximation of the flow angle 
error induced by the wall proximity effect:  
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As can be seen from Eq. (13), the streamline 
projection method gives a nonlinear relationship 
between the flow angle error ∆ε and the 
nondimensional distance y/d from the wall to the 
probe axis. The sensitivity of the flow angle error 
depends on the probe wedge angle δ. 

4. EXPERIMENTAL CALIBRATION 

4.1 Free Jet Wind Tunnel 
A free jet wind tunnel is used for the probe 

calibration at constant speed but various yaw 
angles. The probe is mounted in a support device to 
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adjust yaw angles in the range ±30° in steps of 2.5°. 
The throat diameter of the convergent nozzle is 120 
mm and the probe head is located 190 mm 
downstream of the nozzle exit plane. Air is supplied 
by a radial blower with variable rotational speed. 
The free stream velocity is adjusted to set the probe 
Reynolds number 

.7400Re ≈=
ν
wd

d
 (14) 

Since the throat Mach number Ma<0.2, the 
conditions are essentially incompressible. The 
streamwise turbulence intensity is about 1%. At a 
fixed yaw angle, the following measurement data 
are taken: a) the pressures sensed by the probe 
holes, b) the total pressure and the total temperature 
(Pt-100 resistor thermometer) and c) the ambient 
pressure. The ambient pressure is used as the free 
stream static pressure for the subsequent calculation 
of the hole as well as calibration coefficients. All 
pressures are sensed by piezoresistive transducers 
(HONEYWELL). The HP 3852A data acquisition 
system is controlled by a PC using LabVIEW 
(NATIONAL INSTRUMENTS).  

4.2 Duct Wind Tunnel 
The duct section of a low speed linear cascade 

wind tunnel is used for the experimental 
investigation of the wall proximity effects. The 
rectangular working section (150 mm by 400 mm) is 
located 29 mm upstream of the duct exit. The three-
hole probe is traversed by a DANTEC traversing 
system normal to a thin flat plate which is 
positioned at the working section. Therefore, the 
probe is exposed to various wall proximity effects 
depending on its distance y from the flat plate. Air 
is supplied to the test section by an axial blower 
with constant rotational speed but variable inlet 
guide vanes. Prior to the investigation of the three-
hole probe, the velocity distribution near the flat 
plate is measured with a DANTEC 55P15 hot-wire 
probe. The probe is calibrated in a DANTEC 90H02 
flow unit according to King’s law. The minimum 
distance from the wall is y=0.5 mm and a total of 
200 points of spacing 0.25 mm are measured. At 
each point 50000 samples at a sampling rate of 50 
kHz are taken. This results in a sampling time of 
1000 ms per point. A low pass filter is set to 10 kHz 
for signal conditioning. Figure 3 shows the velocity 
distribution versus the wall distance y. The velocity 
distribution is quite constant with a boundary layer 
thickness of about 2 mm. Since the diameter of the 
probe stem is 6 mm, the minimum wall distance that 
can be established is y=3 mm. Therefore, the probe 
head experiences no velocity gradient and the 
velocity distribution can be used to investigate the 
wall proximity effect. The streamwise turbulence 
intensity is about 2% in the freestream region and it 
increases if the wall is approached. 
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Figure 3. Velocity distribution near the flat plate 

5. NUMERICAL INVESTIGATION 

5.1 Numerical Method and Finite-
Element Mesh 

The numerical method is based on the 
governing equations for two-dimensional, 
incompressible, unsteady flow. The probe Reynolds 
number during the wind tunnel calibration is 
Red≈7400. The same Reynolds number is used for 
the numerical investigation and, therefore, the flow 
is treated as laminar. The finite-element based CFD 
code FIDAP8.7.0 [10] is performed to solve the 
governing equations. A nondimensional time step 

1.0=∆
d
wt  (15) 

is used for the 2nd order implicit time integration. A 
single vortex shedding period is resolved by about 
70 time steps. Periodic flow is established after 
about 500 time steps at Strouhal numbers 

.136.0≈=
w
fdSr  (16) 

This value can be compared with Sr≈0.134 for 
the flow around a square cross-section cylinder 
[11]. Figure 5 and Figure 6 show the probe head 
and the computational domain for the freestream 
flow and for the investigation of the wall proximity 
effect, respectively. The computational domain 
comprises a rectangle 25d by 38.5d. The inlet plane 
is positioned 15d upstream of the probe. The finite-
element mesh in the vicinity of the probe is plotted 
in Figure 7. The total number of nodes of the 
structured mesh is about 24000. As can be seen 
from Fig. 7, the probe is modelled with smooth 
surfaces. This means that the geometry of the centre 
as well as the side holes is not modelled in detail. 
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Figure 7. Finite-element mesh in the vicinity of 
the probe head 

5.2 Boundary Conditions 
The boundary conditions can be explained 

according to Fig. 5 and Fig. 6, respectively. At the 
inlet plane the constant velocity components are set 
according to the desired yaw angle ∆β. 
Furthermore, no slip boundary conditions are 
applied to the surface of the probe head. At the 
outlet plane, the applied “traction-free” condition is 
equivalent to a constant static pressure distribution. 
For the investigation of the probe behaviour at 
different yaw angles, periodic boundary conditions 

are applied to the bottom and the top boundary (Fig. 
5). The investigation concerning the wall proximity 
effect is performed with a symmetry boundary 
condition at the bottom boundary and a “traction-
free” condition at the top boundary, respectively 
(Fig. 6). 

6. RESULTS AND DISCUSSION 
The hole coefficients k1, k2 and k3 versus the 

yaw angle ∆β are plotted in Figure 8, Figure 9 and 
Figure 10, respectively. The agreement between the 
measured hole coefficient k1 and the results gained 
from the streamline projection is acceptable. The 
measured distribution shows asymmetries for 
positive and negative yaw angles. These 
asymmetries are caused by a small deviation of the 
front face of the probe with respect to the plane 
normal to the probe axis. The CFD simulation gives 
lower values for k1 at large yaw angles compared 
with the measurement as well as the streamline 
projection method. This difference is caused by the 
centre hole “1” which is not modelled by the CFD 
simulation. Due to this centre hole, the stagnation 
point is “fixed” at the front of the probe head and 
the decrease of the hole coefficient k1 is less 
pronounced in the measured distribution. Great 
discrepancies between measurement, streamline 
projection method and CFD simulation are in part 
observed for the hole coefficients k2 and k3. These 
are the nondimensional pressures, sensed by the 
side holes. The general agreement is acceptable for 
the “pressure side” hole coefficients. These are k2 
for ∆β > 0 and k3 for ∆β < 0, respectively. Great 
discrepancies occur for the “suction side” hole 
coefficients. These are k3 for ∆β > 0 and k2 for ∆β < 
0, respectively. The computed hole coefficients are 
considerably too low. The flow separates at the 
sharp corner and a large laminar separation is 
established. It is expected that the real flow 
undergoes a separated flow transition and reattaches 
as a turbulent boundary layer. The streamline 
projection method does not take into account any 
separation and, therefore, the hole coefficients k2 
and k3 are positive throughout the entire yaw angle 
range.  

The direction coefficient kβ, the total pressure 
coefficient kt and the static pressure coefficient ks 
versus the yaw angle ∆β are plotted in Figure 11, 
Figure 12 and Figure 13, respectively. These 
coefficients are of practical interest for the 
application of the probe to measure a flow field. 
Good agreement between measurement, streamline 
projection and CFD simulation is achieved for the 
direction coefficient kβ as well as for the total 
pressure coefficient kt. However, the yaw angle 
sensitivity of the direction coefficient is somewhat 
underpredicted by the streamline projection method. 
The slight asymmetry of the probe head with 
respect to the probe axis is reflected by the 
measured distribution of the total pressure 

541



coefficient kt. Great discrepancies between 
measurement, computation and streamline 
projection method are observed for the static 
pressure coefficient ks. According to Eq. (4), these 
discrepancies are caused by the “suction side” hole 
coefficients k2 and k3, respectively. 
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Figure 8. Hole coefficient k1
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Figure 9. Hole coefficient k2
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Figure 10. Hole coefficient k3 
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Figure 11. Direction coefficient kβ
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Figure 12. Total pressure coefficient kt

Yaw Angle ∆β [°]

-30 -20 -10 0 10 20 30S
ta

tic
 P

re
ss

ur
e 

C
oe

ffi
ci

en
t k

s 
 [-

]

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2
Measurement
Streamline Projection
CFD Simulation

 

Figure 13. Static pressure coefficient ks 

The flow angle error ∆ε versus the 
nondimensional wall distance y/d is plotted in 
Figure 14. According to the definition of the 
positive yaw angle ∆β, a negative flow angle error 
∆ε indicates a flow direction away from the wall 
(Figs. 1 and 2). The measured flow angle error 
diminishes far away from the wall and it increases if 
the probe approaches the wall. The flow angle error 
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obtained from the streamline projection method 
(Eq. (13)) is plotted in Fig. 14, too. The streamline 
projection method over predicts the flow angle 
error. The discrepancy increases if the probe 
approaches the wall. Finally, the flow angle error 
obtained from the CFD simulation is given in Fig. 
14. For y/d > 4, the agreement with the 
measurement results is acceptable. If the probe 
approaches the wall, the flow angle error is over 
predicted by the CFD simulation as well. It can be 
expected that the difference between the calculated 
and the measured flow angle errors for low values 
of y/d are due to three-dimensional effects. These 
effects are not taken into account by the streamline 
projection method nor by the CFD simulation. 
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Figure 14. Flow angle error ∆ε due to the wall 
proximity effect 

To support the assumptions of the streamline 
projection method, the measured hole coefficients 
k1, k2 and k3 versus the nondimensional wall 
distance y/d are plotted in Figure 15. Far away from 
the wall, the hole coefficients can be compared with 
their respective values for zero yaw angle (Figs. 8 
to 10). As can be seen k2 and k3 are not equal. This 
is due to a manufacturing inaccuracy of the probe 
head. If the probe approaches the wall the centre 
hole coefficient k1 decreases slightly. Furthermore, 
the side hole coefficient k2 away from the wall 
decreases slightly. Based on the distribution of k1 
and k2 it can be expected that the stagnation point at 
the probe head is shifted toward the wall and the 
probe experiences a small negative yaw angle. 
Finally, the side hole coefficient k3 increases if the 
probe approaches the wall. The streamline 
projection method assumes that the flow 
acceleration in the nozzle between the probe head 
and the wall is responsible for this behaviour. On 
the other hand, the reason for the increase of k3 can 
be the negative yaw angle due to the shift of the 
stagnation point.   
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Figure 15. Measured hole coefficients k1, k2, k3 

Figure 16 presents a comparison of the 
measured flow angle error with results from the 
open literature. If the data are compared, it should 
be taken into account that the probes differ 
according to their head geometries. The geometry 
of the pyramid five-hole probe investigated by 
Bubeck [6] is not documented in detail, whereas for 
the five-hole cone probe of Borges and Vaz [9] a 
wedge angle δ = 45° is given. According to Eq. 
(13), the wedge angle influences the flow angle 
error sensitivity due to wall proximity effects. The 
data from Borges and Vaz [9] show a similar trend 
for the flow angle error induced by the wall 
proximity effect. It should be noted however that 
the results seem to decay asymptotically to an angle 
above zero, suggesting a small experimental error 
due to a shaft misalignment. The data from Bubeck 
[6] indicate that the flow angle error is positive for 
y/d > 2.5. It can be expected that this behaviour is 
also a result of a slight misalignment of the probe 
axis with respect to the wall. Nevertheless, the 
results from [6] and [9] show a steep increase of the 
flow angle error due to the wall proximity effect if 
the probe approaches the wall.    
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Figure 16. Comparison of measured flow angle 
error ∆ε with literature results 
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7. SUMMARY 
A three-hole cobra probe has been calibrated in 

a free jet wind tunnel at different yaw angles in the 
range ±30°. The experimental results for the hole 
coefficients as well as the calibration coefficients 
are compared with data obtained from a simple 
streamline projection method. Furthermore, an 
unsteady CFD simulation has been performed to 
predict the flow field as well as the hole and 
calibration coefficients. 

In contrast to external flow fields, internal flow 
fields in turbomachinery components are bounded 
by solid walls. Beside the velocity gradient due to 
wall boundary layers, a potential effect influences 
the flow around the probe head near the wall. The 
influence of this so-called wall proximity effect on 
the measured yaw angle has been investigated. 
Using a flat plate, a nearly constant velocity 
distribution with a very thin boundary layer has 
been established in a duct wind tunnel. When the 
probe head approaches the wall, the probe indicates 
an artificial flow angle induced by the wall 
proximity effect. The corresponding systematic 
flow angle error increases with decreasing distance 
between the probe head and the wall. If the flow 
angle error is limited to about 1°, the probe head 
should be placed more than about three head 
diameters away from the wall. This figure 
corresponds to the experimental findings from other 
investigations documented in the literature. Finally, 
it is shown that the streamline projection method as 
well as the CFD simulation can be used to estimate 
the flow angle error due to the wall proximity 
effect, at least qualitatively.            
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ABSTRACT  
Finite element technique is utilized to solve the 

solidification process of water in a horizontal 
annulus enclosure. The governing equations are 
Navier-Stokes and heat diffusion equations, and 
phase change simulation is based on apparent 
capacity method formulation. Water is initially still 
in the annulus at a temperature higher than the 
solidification temperature. Suddenly, the annulus 
inner cylinder temperature is dropped to a 
temperature lower than the solidification 
temperature. Ice is formed at the inner cylinder 
while natural convection flow is induced in the 
liquid portion. The goal of this paper is to evaluate 
the effect of natural convection flow of water on the 
solidification process. The results are presented in 
the form of a parametric study of effect of Rayleigh 
number on the significance of natural convection 
flow. Water density peak near solidification 
temperature creates a unique flow structure. High 
resolution capturing of solid/liquid moving 
boundary and the details of flow structure and 
temperature contour are presented. Accuracy of the 
simulations is evaluated by comparing the 
numerical results with available experimental data 
for natural convection flow in an annulus. 

Keywords: water, solidification process, natural 
convection, phase change, annulus enclosure. 

NOMENCLATURE  
 
Cp    [kJ/kg K]  specific heat  

pC   [kJ/kg K]  apparent heat capacity  
h  [kJ/kg]   enthalpy   
k   [kW/m K]  thermal conductivity  
∆L  [kJ/kg]    Latent heat     
Nu  [-]   Nusselt number 
n  [-]   normal to the surface 
P [kN/m2]   pressure   
PCM  [-]   Phase Change Materials 

Pr  [-]  Prandtl number 
Q [kJ/m2]  heat flux    
Ra [-]  Rayleigh number 
r, R [m]  dimensional and dimensionless  

radii 
T  [K]  temperature    
t   [s]  time   
St   [-]  Stefan number 
u, v   [m/s]  x-and y-direction velocity 
Cp [-] static pressure coefficient 
 
Greeks 
α [m2/s]  thermal diffusivity  
β [1/K]  thermal expansion  
θ    [-]  dimensionless temperature 
µ  [Pa s]  viscosity    
τ [-]  dimensionless time 
ρ    [kg/m3] density     
Φ   [-]  general field variable 
ν [m2/s]  kinematics viscosity 
 
Subscripts and Superscripts 
i inner 
ini initial 
o outer 
p peak 
s solidification  
n   iteration number 
* dimensionless quantity 
 

1. INTRODUCTION  
Phase change heat transfer has been extensively 

studied experimentally and theoretically in literature 
during past decade. Phase change has a wide range 
of application in science and engineering, for 
example, in solar energy storage units, industrial 
refrigeration, crystal growth, welding and casting. 
During melting, the specific heat of a substance 
increases by more than 100 times to store large 
amount of energy. On the other hand, during 
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solidification, the specific heat decreases to release 
the stored energy. The substance used to store or to 
release thermal energy by utilizing specific heat 
variation with the phase is called Phase Change 
Material (PCM), such as water, wax, and salt.  Salt 
substrates are rarely used because they are highly 
corrosive.  

PCMs are extensively employed in 
electronic devices as a method of thermal 
management [1, 2]. In electronic cooling, PCMs are 
used to absorb heat from high thermal dissipating 
components during operating times, and then, to 
release the stored energy during OFF times. In the 
thermal storage systems, especially in solar storage 
units, water PCM is commonly used to store energy 
during low-energy demand periods [3]. Typically, 
the PCM is placed in a rigid container close to a 
source of energy. Understanding phase change heat 
transfer mechanism in an enclosure is, therefore, 
essential to predict the thermal performance of a 
PCM thermal unit.  

Modeling melting and solidification within 
a fixed enclosure have been of special interest in 
literature. Modeling phase change involves 
conduction mode of heat transfer in the solid 
portion, and conduction plus convection in the 
liquid portion. Two numerical techniques were 
developed for phase change simulations: 
transformation grids [4] and fixed grids [5].  
Lacroix and  Vollar [6] evaluated the accuracy of 
both techniques by comparing numerical results 
with experimental results. PCM melting in a 
rectangular enclosure by heating the bottom side 
was accomplished by  Gong and Mujumdar [7]. The 
obtained complex flow pattern was consistent with 
published experimental results. Phase change heat 
transfer of a pure metal in a rectangular enclosure 
was studies by Mbaye and Bilgen [8]. Their results 
indicate that the Nusselt number passed through 
maximum when the enclosure aspect ratio is one. A 
rectangular composite cell filled with PCM and 
water was investigated by Ho and Chu [9], and The 
effect of ON/OFF pulsing boundary heat load was 
examined by Pal and Joshi [10].  

In order to enhance the PCM melting or 
solidification rates, a high thermal conductivity 
metal matrix is commonly inserted into the PCM. 
Costa et al. [11] used a metal matrix to enhance 
PCM melting rate. A high porosity metal matrix 
was examined by Xing et al. [12] to increase the 
rate of PCM melting or solidification in a 
rectangular enclosure. Their results indicated that an 
order of magnitude of heat transfer enhancement 
over case where no metal matrix was used. When 
the PCM in the system is relatively small, or the 
PCM is placed in a metal matrix, natural convection 
flow in liquid portion is neglected, because 
conduction mode dominates heat transfer in the 
domain. This approximation is widely used in phase 

change simulations [13,14,15], but it could produce 
a significant computational error.  

In this research, solidification process of pure 
water in a horizontal annulus enclosure is 
investigated. The annulus enclosure is chosen 
because it represents a practical geometry for 
thermal storage pipes [16,17]. Water is commonly 
used in thermal storage units, because of its 
availability, non-toxicity, non-flammability, and 
chemically stable. In addition, its latent heat of 
fusion is relatively high between the PCMs. 
Initially, water temperature is higher than 
solidification temperature. At a certain instant, the 
temperature at the inner cylinder is decreased to 
temperature lower than the solidification 
temperature. Ice is formed at the inner surface, and 
density gradient in liquid portion induces natural 
convection flow. The main objective of this paper is 
to evaluate the significance of natural convection 
flow on the solidification time. This is 
accomplished by comparing the thermal 
characteristics of conduction mode with conduction 
plus convection modes of heat transfer during water 
solidification, for wide range of Rayleigh numbers. 
The accuracy of the computations, including mesh 
refinement and solvers, is evaluated by comparing 
the numerical with available experimental data for 
natural convection flow. 

2. Physical problem 
A schematic diagram of the model that was 

used for numerical simulations is presented in 
Figure 1, as shown, a two-dimensional annulus 
enclosure of outer radius (ro) and inner radius (ri), 
with ro=2×ri. The enclosure is initially at a 
temperature (Tini) higher than water solidification 
temperature (Ts). At a certain instant (t = 0), the 
annulus inner cylinder temperature is dropped to 
(Ti), lower than the water solidification temperature. 
Solidification process of water begins at the inner 
cylinder, and simultaneously, natural convection 
flow is induced in the liquid portion until the water 
is completely solidified. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Schematics ad element mesh of phase 
change problem in an annulus enclosure. 

ri

ro
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2.1.  Mathematical Model 
The ensuing transient phase change heat transfer 
process inside an annulus enclosure is modeled with 
the following assumptions: 

a. Buoyancy-induced convention in the liquid 
portion is laminar. 

b. The effect of the thermal expansion of 
solid and liquid is not considered. 

c. Viscous dissipation is neglected 
d. Radiation effect is not considered. 
Phase change simulations are done by using 

apparent capacity method, which is the sum of the 
sensible and latent heats, as follows 

T
LCC pp ∂
∂

+=                          (1) 

Cp is the specific heat, and TL ∂∂ is the released 
latent heat. The apparent capacity can be 
approximated if the phase change transient 
temperature is finite, as follows: 

T
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∆
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For numerical simulation, the apparent capacity is 
approximated as: 
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The used dimensionless variables to make the 
governing equations are Rayleigh number (Ra), 
Prandtl number (Pr), Stefan number (St), and 
Fourier number (τ), and they are defined as, 
respectively: 
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Based on the assumptions listed, the non-
dimensional form of the governing equations are 
obtained as follows: 
Continuity equation 
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y*-momentum equation 
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Energy equation 
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The dimensionless variables used to make the 
governing equations are defined as: 
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The dimensionless initial and boundary conditions 
are as follows: 

0=τ : 0** == vu , and  iniθθ =  

0>τ  : 
At the annulus inner cylinder, 0** == vu , and  

iθθ = , 

At the annulus outer cylinder, 0** == vu , and 

0=
∂
∂

n
θ

 

At the top and bottom symmetries, 0* =u , and 

0=
∂
∂

n
θ

 

The local heat flux at the inner cylinder is 
extensively used to illustrate heat flow into the 
annulus, and it is defined as 

n
q

∂
∂

=
θ*                        (11)

   

2.2. Finite element model 
Finite element model is used to solve the 

governing equations of viscous fluid flow and 
energy equations. The governing equations are 
coupled and solved simultaneously in the 
computational domain. The velocity components 
are obtained from the conservation of momentum 
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principle, and the pressure is from the conservation 
of mass principle, while temperature is from the 
energy equations. A four nodes quadrilateral 
element is used to discretize the computational 
domain, as shown in Figure 1. The finite element 
model consists of 2250 elements and 2366 nodes. 
Notice that the computational domain is reduced by 
half after taking the advantage of symmetry in the 
problem. Mesh independent solution is obtained by 
comparing the results of the shown model with 
models with higher number of elements. When 
increasing number of elements in the domain has an 
insignificant effect on the solution, the solution is 
called mesh independent solution. To ensure that 
the results are mesh independent, number of 
elements in the model is increased by 5%, 10%, and 
25%. The difference between the 2250 elements 
model with other models was under 1.5%, and 
therefore, the 2250 elements model is adopted for 
the numerical simulations. Preconditioned 
Generalized Minimum Residual (PGMR) solver is 
employed to solve a set of discretized equations of 
energy and pressure, while Tri-Diagonal Matrix 
Algorithm (TDMA) solver is utilized to solve the 
velocity fields. The advection term in momentum 
and energy equations is formulated by using 
Streamline Upwind/Petrov-Galerkin (SUPG) 
approach [18]. All field variables are converged, 
and the following condition was used to declare 
convergence: 
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Φ is any degree of freedom (DOF) of general field 
variable. The convergence monitor represents the 
sum of changes of a variable calculated from the 
result between the current (n+1)th iteration and 
previous (n)th iteration divided by the sum of the 
current values. In addition, the conservation of 
energy is examined, and the difference between the 
heat flow in and stored energy through latent and 
sensible heats was less than 1%. 

2.3. Numerical validation 
Kuhen and Goldstein [19] conducted an 

experimental study of natural convection without 
phase change in a cylindrical annulus. The code was 
validated by simulating natural convection in an 
annulus for the conditions presented by Kuhen and 
Goldstein. The inner and outer radii of the annulus, 
respectively, are 0.0463m and 0.0178 m. the 
working fluid is air, and its properties are assumed 
temperature independent, except the density. The 
inner and outer cylinder walls are set to a 
temperature of 373K and 327K, respectively. No 
slip velocity boundary condition is imposed on the 
walls. Based on the air properties, temperature 
boundary conditions and geometry, the Rayleigh 
number is 4.95×104. The temperature profiles long 

the top and bottom symmetry lines of numerical 
results and the experimental data are shown in 
Figure 2a and Figure 2b, respectively. As shown, 
the agreement between the numerical and 
experimental results is excellent. 

 

Vertical Position (mm)

Te
m

pe
ra

tu
re

(K
)

20 30 40 50
325

330

335

340

345

350

355

360

365

370

375

Numerical
Exprimental (Kuhen and Goldstein)

 
 

(a) 
 

Vertical Position (mm)

Te
m

pe
ra

tu
re

(K
)

20 30 40 50
325

330

335

340

345

350

355

360

365

370

375

Numerical
Exprimental (Kuhen and Goldstein)

 
 

(b) 
 
Figure 2. Comparison of temperature along 
symmetry line at a) top and b) bottom for 
natural convection flow in an annulus enclosure. 

 

3. Results 

3.1. Phase Change Simulations 
Water is used as a PCM, water is selected 

because it is commonly used in thermal storage 
pipes, and its thermo physical properties are listed 
in Table 1 [20]. Water exhibits a negative volume 
expansion coefficient below 4oC and positive 
volume expansion above 4oC. This phenomenon 
creates a unique flow structure during water 
solidification. The effect of free convection flow in 
liquid portion during the solidification process is 
examined in the following. 
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Table 1. Thermo-physical properties of water 
Specific heat (Cp) 4.202 kJ/kg K 
Thermal conductivity (k) 0.56 W/m K (liquid) 

2.26 W/m K (solid) 
Viscosity (µ) 1.53 × 10-3 Pa s 
Latent heat (L) 335 kJ/kg K 
Density (ρ) 999.840281 + 0.067326 

T – 0.008944 T2 + 8.78 
× 10-5 T3 – 6.62 × 10-7 

T4 
 
Figure 3 shows the flow field evaluation and 
temperature contour at four time steps, τ = 0.05, 
0.1, 0.15, 0.25, for Ra = 1×107. Each curve in the 
plot on the right hand side represents a streamline, 
while each curve on the left hand side represents 
isotherm. Initially, water temperature is in liquid 
phase (θini). At τ > 0, the inner wall temperature 
(θi=0) is dropped to temperature lower than water 
freezing temperature (θs=1).  Ice starts to form at 
the inner wall, and at the same time, contour 
clockwise (with respect to the right half of the 
annulus) natural convection flow is induced in the 
liquid portion.  
Figure 3a shows one recirculating cell is formed 
and the temperature of water is higher than its peak 
density temperature (θp = 3). In addition, there is a 
wide temperature gradient at the upper region near 
the inner wall. Cold water adjacent to the inner 
cylinder is continually replaced by warm water 
coming from the outer cylinder. Water stream is 
cooled as it flows naturally close to the inner 
cylinder to leave the inner to outer cylinder. 
Therefore, the temperature differences the inner 
cylinder and the water is maximum at the upper 
region, and minimum at the lower region. The 
variations of the temperature difference explain the 
observed wide temperature gradient at the upper 
region of the annulus. Up to this time (τ = 0.05), 
one recirculating cell is formed. As time progresses, 
two additional recirculating cells are formed, as 
shown in Figure 3b, one at the top and the other at 
the bottom of the original recirculating cell. The 
original cell is counter clockwise direction, while 
the other two are clockwise direction. Water 
temperature decreases as it flows close to the inner 
cylinder, and reaches the density peak temperature. 
When water temperature becomes less than (θp), 
water density decreases to create a clockwise flow 
cell, and therefore, the direction of flow is reversed 
from contour clockwise to clockwise direction to 
create a small cell below the original cell. The 
direction of original cell is still contour clockwise, 
because the temperature of the cell is higher than 
the density peak temperature. The formation of the 
top recirculating cell is due to thermal instability.  
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Figure 3. Flow field evaluation and temperature 
contour of the solidification process for Ra = 1 × 
107 at (a) τ = 0.05, (b) τ = 0.1, (c) τ = 0.15, (d) τ = 
0.25. 
 
This phenomenon is not explained in this research 
because it is extensively illustrated in literature 
[21,22]. At τ = 0.15 (Figure 3c), liquid water is 
further cooled and the temperature of the lower half 
of the annulus becomes less than θp. The bottom 
cell is expanded to occupy most of the annulus 
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space. At τ = 0.25 (Figure 3d), The temperature 
contours indicates that the entire water temperature 
is decreased to temperature less than θp. Hence, 
water density decreases with temperature, and one 
clockwise recirculating cell dominates the liquid 
water portion. 

3.2. Heat flux at the inner cylinder 
Figure 4 shows the local heat flux at the 

inner cylinder for Ra=1×107 at different time 
instants. This figure indicates that heat flux at the 
top region is higher than the bottom region. At the 
beginning of the solidification process, warm water 
stream coming from the outer cylinder firstly 
contacts the upper section of the inner cylinder. The 
temperature difference between the water and inner 
cylinder is maximum at the upper section of the 
inner cylinder, and therefore, the local heat flux is 
maximum. As time progresses (τ > 0.4), the local 
heat flux decreases and the difference between the 
top and bottom section is reduced, showing effect of 
natural convection becomes insignificant, and heat 
transfer mode in the annulus is dominated by 
conduction. At  τ = ∞, the heat flux approaches 
zero, indicating all water becomes ice.  
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Figure 4. Variation of local heat flux at the inner 
cylinder with time, for Ra = 1 × 107 
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Figure 5. Variation of average heat flux at the 
inner cylinder with time. 

 
The variation of average dimensionless heat 

flux at the inner cylinder with time is presented in 
Figure 5, for Ra = 1×106 to 1×107. For all Ra, the 
heat flux at the beginning of the solidification 
process is high due to high temperature difference 
between the inner cylinder and water. As time 
progresses, the average heat flux decrease to 
eventually reaches zero. At any instant of time, the 
average heat flux increases as the Ra increases. This 
observation is expected because high Ra means 
high initial temperature difference between the 
inner cylinder and water. 

3.3. Effect of natural convection flow 
In order to evaluate the effect of natural 

convection flow on the phase change process, the 
solidification process in the annulus is solved 
without natural convetion flow by solving only the 
energy equation. Figure 6 shows the solidification 
time for conduction and conduction plus convection 
modes of heat transfer with Ra = 0.25×106 to 1×107. 
For 1.25×106<Ra<1.25×106, the solidification time 
for conduction and conduction plus convection is 
almost the same, showing a negligible effect of the 
convection as a mode of heat transfer. Hence, 
eliminating the natural convection flow during 
phase change simulation is an acceptable 
approximation. For Ra ≥ 1.25×106, Figure 6 
indicates that the effect of natural convection 
becomes significant. High speed of the recirculating 
flow decreases the thermal resistance at the moving 
solid/liquid interface by transporting warm water 
from the outer cylinder boundary to the interface.  
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Figure 6. Effect of Rayleigh number on the water 
solidification time, for conduction and 
conduction plus convection modes of heat 
transfer, for Ra = 1 × 107. 

 
As the Ra increases, the strength of the natural 

convection flow increases which reduces the 
thermal resistance in the domain and accelerates the 
solidification time. With Ra=1×107, the natural 
convection decreases the solidification time by 13.3 
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%. Figure 7a and 7b show the average heat flux at 
the inner cylinder for conduction and conduction 
plus convection, for Ra = 1×106 and 1×107, 
respectively. For Ra = 1×106, Figure 7a indicates 
that the heat flux differences between the 
conduction and conduction plus convection is 
negligible. The strength of the natural flow is weak 
that does not decrease the thermal resistance in the 
annulus. When the Ra is increase to 1×107, Figure 
7b indicates that the effect of natural convection is 
initially insignificant (τ <0.15), because the 
difference between the two cases is negligible. 
During the period 0.15 <τ < 0.6, the natural flow 
increases the heat flow into the annulus by 
decreasing the thermal resistance in the annulus. 
Natural convention flow improves heat flow in the 
annulus by transporting warm water from the outer 
boundary to the freezing interface. For τ > 0.6, the 
heat flux of the two cases is close, indicating that 
the natural flow is speeding down and flow 
temperature becomes close to freezing temperature. 
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Figure 7. Variation of average heat flux at the 
inner cylinder with time, for (a) Ra = 1 × 106, (b) 
Ra = 1 × 107 

4. SUMMARY  
Numerical simulations of water solidification in 

a horizontal annulus enclosure are accomplished by 
utilizing finite element method. The main objective 
of this paper was to evaluate the effect of natural 
convection flow during water solidification. Natural 
convection is commonly neglected in phase change 
simulations, even if the Rayleigh number is high. 
The results indicate that the effect of natural 
convention flow is significant for wide range of 
Rayleigh numbers, and this significance is increased 
as the Rayleigh number is increased.  If the 
Rayleigh number is less than 1.25×106, the 
convection mode of heat transfer becomes 
insignificant factor on the solidification rate. 
Therefore, eliminating the convection effect in the 
simulation is a valid approximation. This 
approximation will highly simplify the 
computations. For Rayleigh number higher than 
1.25×106, natural convection flow plays an 
important rule in reducing thermal resistance in the 
domain, which accelerates the solidification rate. 
Therefore, neglecting natural convection flow 
produces a significant numerical error. 
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ABSTRACT 
The results of numerical analysis of a turbulent 

flow in a cylindrical chamber will be presented in 
this paper. Results of calculations for different 
velocity at a nozzle outlet will be analyzed. The 
model of calculation assumed that the time of 
averaging is long in comparison with the time scale 
of the turbulent vortex. For the simulation of the 
turbulent flow the standard high-Reynolds-number 
form of the k-ε model was used, as proposed by 
Launder and Spalding, with inclusion of allowance 
for buoyancy effects. Results of the numerical 
analysis are presented in the pictures for average 
velocity, pressure, kinetic energy of turbulence and 
rate of dissipation of kinetic energy of turbulence 
on the walls of a cylindrical chamber. The results of 
calculations of velocity field for many variants of 
entrance velocity will be presented. This paper is a 
first part of analysis of the influence of boundary 
conditions on the change of the flow in a cylindrical 
vessel. 

Keywords: reverse chamber, cylindrical vessel, 
turbulent flow, turbulent model, round jet   

NOMENCLATURE 
C [-] empirical constant 
D [m] diameter 
g [m/s2] gravitational vector 
k [m2/s2] kinetic energy of turbulence 
p [Pa] pressure 
Pr [-] Prandtl number 
t [s] time 
U [m/s] axial component of velocity 
V [m/s] radial component of velocity 
x [m] axial coordinate along chamber 
y [m] radial coordinate across chamber 
z [m] distance from the outlet  
ε [m2/s3] dissipation rate of turbulence 
ϕ [-] dependent variable 

v [m2/s] kinematic viscosity 
ρ [kg/m3] density 
τ [Pa] shear stresses 
Subscripts and Superscripts 
t turbulent 
max maximum 

1. INTRODUCTION  
Applications of round jets in different 

configurations are widely used in technique. 
Usually, published applications concern 
axisymmetrical round jets leaving the nozzles with 
or without combustion, axisymmetrical round jets 
impinging the wall with or without combustion, jets 
of fluid generated by multi-hole nozzles systems, 
laminar or turbulent jets flows around a body and 
other configurations. The return flow in two coaxial 
pipes can be treated as a flow similar to round 
impinging jet in a special configuration. This kind 
of flow geometry can be found in many technical 
applications. There is no literature information 
concerning such a geometry. Because of it a 
numerical simulation of the distribution of velocity, 
temperature, pressure and turbulence in a jet 
flowing through a cylindrical vessel was performed 
and analyzed. The authors compared first results of 
numerical analysis with experimental investigations 
for a jet impinging a flat wall [1,2]. The results of 
comparisons are discontenting, because the 
differences between values are quantitative and 
qualitative, as well. The experimental data for an 
impinging jet can be compared with the numerical 
results only in the first part of a round jet, when the 
distance between the outlet of the nozzle and the 
impinging wall is very small. The first numerical 
solution gives new information about the structure 
of the fluid flow in the cylindrical vessel and 
distribution of time-average value as well as about 
turbulence parameters on the walls. Most of the 
previous experiments and numerical computations 
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on solar heat energy storage tanks were performed 
to analyze and measure the heat transfer with the 
negligence or the limitation in the turbulence 
analysis for a liquid flow [2,5,8]. 

For the numerical simulation of a turbulent 
flow in a cylindrical vessel the Phoenics program 
developed by CAM Ltd. [5] was used. For turbulent 
flows, Phoenics can solve equations that are time-
averaged. It is presumed that the time over which 
the averaging is made is long compared with the 
time scale of the turbulent motion. In non-stationary 
flows it must also be small compared with the time 
scale of the mean flow. The k-ε turbulence model 
proposed by Harlow and Nakayama is by far the 
most widely used two-equation eddy-viscosity 
turbulence model, mainly because the ε does not 
require extra terms near walls. This model is widely 
used because its effectiveness is well documented in 
the literature. PHOENICS code provides the 
standard high-Reynolds-number form of the k-ε 
model, as presented by Launder and Spalding [3,4], 
with the inclusion of allowance for buoyancy 
effects for low Reynolds number flows. 

The results of the flow analysis are presented in 
the pictures for: pressure, an average velocity, 
kinetic energy of the turbulence and shear stresses. 
The geometry of the analyzed cylindrical chamber 
is shown in Figure 1. A numerical calculation was 
carried out for the diameter of the nozzle D = 10 
mm, where this diameter is used as a characteristic 
dimension of the vessel. The distance between the 
nozzle and the impinging wall was 10⋅D and the 
radius of the cylindrical vessel was 5⋅D. Because of 
many combinations of the dimensions only such a 
numerical simulation using numerical code 
validated experimentally for a few dimensions gives 
a possibility to predict the flow and local shear 
stresses distributions. 

outlet of pipe 

impinging wall side wall  

D 

5⋅D  

10⋅D  

domain of 
simulations 

z 

y  

 

Figure 1. The scheme of numerical domain 

2. NUMERICAL ANALYSIS 
Phoenics provides solutions of discretized 

versions of sets of differential equations having the 
general form as follow:  

 
( ) [ ] S)(gradGudiv

dt
d

=⋅−⋅⋅+
⋅ ϕϕρϕρ r  (1) 

 
where ρ is density, ϕ  stands for any conserved 
property, such as enthalpy, momentum per unit 
mass, mass fraction of a chemical species, 
turbulence energy, etc., u

r
 stands for the velocity 

vector component, G represents the exchange 
coefficient of the entity ϕ and S stands for the 
source rate of ϕ. When time-averaged correlations 
of various quantities are not described precisely, as 
it happens commonly when turbulent flows are to 
be simulated, special expressions have to be 
introduced for G and S, accounting for the 
correlations between the velocity, density, ϕ, and 
other properties of the flow and of the fluid. 
Auxiliary variables are distinguished from 
dependent variables by being derived from 
algebraic equations rather than from differential 
ones. The examples of auxiliary variables are: 
molecular properties of the media such as laminar 
viscosity, diffusivity, Prandtl number etc., 
thermodynamic properties such as density, 
saturation enthalpy, temperature (if not a dependent 
variable), etc., quantities characterizing the state of 
the turbulence such as the length scale, the turbulent 
kinematic viscosity, the generation rate, etc. and 
inter-phase-transport parameters such as the rates of 
evaporation and condensation, the coefficient of 
inter-phase friction and heat transfer, etc.  

For high turbulent Reynolds numbers, the 
standard form of the k-ε model of turbulence may 
be summarized as follows: 
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Pk is the volumetric production rate of k by shear 
forces. It can be calculated from the equation:  
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Gb is the volumetric production rate of k by 
gravitational forces interacting with density 
gradients. It is calculated from the following 
relation:  
 

)h(Pr
xgνG tb ⋅

⋅⋅−=
ρ

ρ
d
d

 (6) 

 
where Pr(h) is the turbulent Prandtl number. Using 
the Boussinesq approximation in which the 
variations of density are expressed by means of 
variation of enthalpy, Gb can be reduced to the 
following expression:  
 

)h(Prc
x
h

gνG
p

tb ⋅
⋅⋅−= d

d

β  (7) 

 
where h is the enthalpy, cp is the specific heat at 
constant pressure, and β is the volumetric 
coefficient of expansion. The following constants 
are normally used: Pr(k) = 1.0, Pr(ε) = 1.314, C = 
0.09, C1 = 1.44, C2 = 1.92, C3 = 1.0. 

3. BOUDARY CONDITIONS 
In the paper the results of numerical 

calculations of the flow of a round jet in a 
cylindrical chamber are shown in Figure 1. The 
diameter of the nozzle D is 0.01 m, the distance 
between the nozzle and the impinging wall is 0.1 m 
and the radius is 0.05 m. The chamber is an 
axisymmetrical vessel, where one can observe 180 
degree change of the fluid flow direction. The 
numerical calculation was performed for many 
variants velocity at the outlet section of the nozzle. 
The velocity was changing from 2 to 50 m/s and the 
turbulence intensity was 4%. The results of 
numerical analysis are presented as normalized by 
maximum value in the domain of simulations on an 
axis and on the impinging wall and a side wall, 
because these distributions are the effect of the 
reactions between the round jet and the walls. In 
first part of the flow has a structure of a free jet, 
next it has a structure of an impinging jet and 
modified impinging jet and in the last one it flows 
out of the chamber.  

4. RESULTS  
The results of numerical calculations were 

presented in the pictures, which are divided into 
four parts: axis distribution of dependent variables, 
distribution on the impinging and the side wall. The 
radial distribution of axial and radial components of 
the velocity and kinetic energy of turbulence were 
shown in the last part. In Figure 2 axial distribution 
of the components of velocity, pressure and kinetic 

energy of turbulence are presented. In Figures 3 and 
4 the radial distribution of pressure, the component 
of velocity, kinetic energy of turbulence and shear 
stresses on the impinging surface and the side wall 
are illustrated. In Figures from 5 to 7 the radial 
distribution of the component of velocity, kinetic 
energy of the turbulence inside a reverse chamber 
are presented.  
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Figure 2. The distributions of dependent values 
in jet axis: a – axial component of velocity, b – 
radial component of velocity, c – pressure, d – 
kinetic energy of turbulence 

In all the pictures characteristic lines for the 
velocity from 2 to 50 m/s at the outlet of the nozzle, 
or only characteristic profiles, are shown.  
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Figure 3. Distributions of dependent values on 
the impinging wall: a – radial component of 
velocity, b – pressure, c – kinetic energy of 
turbulence, d – shear stresses 

All the dependent variables are presented as 
values normalized by maximum value in a reverse 
chamber for all pictures. In Figure 2a it is clearly 
visible that above the stagnation point in the 
distance of about 3⋅D, the flow velocity in axial 
direction drops rapidly to zero at the stagnation 
point. The kinetic energy of the flow is converted to 
pressure as it is shown in Figure 2c, where pressure 
increases, as the velocity decreases, and reaches its 
maximum value at the stagnation point.  
High pressure region at the stagnation point 
generates the flow in a radial direction as shown in 
Figure 3a. The radial distribution of velocity and 
pressure near the stagnation point corresponds well 
with each other. The differences in distributions for 
both velocities 2 and 50 m/s can be neglected. The 
velocity drop generates the increase of the kinetic 
energy of the turbulence as it can be observed in 
Figure 2d and 3c. Only at the surface a vicinity 
dumping effect of viscosity near the surface causes 
that k drops rapidly to zero. 

556



All numerically simulated distributions in the 
axis directions, shown in Figure 2, are physically 
acceptable and the obtained solutions are very low 
dependent on the entrance velocity. The radial wall 
jet is generated on the impinged surface and the 
obtained radial distributions, shown in Figure 3, 
indicate a small dispersion for different entrance 
velocities. 
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Figure 4. Distribution of dependent values on the 
side wall: a – axial component of velocity, b – 
pressure, c – kinetic energy of turbulence, d – 
shear stresses 

Generally, a radial velocity near the impinging 
wall, Figure 3a, reaches the maximum value where 
radial pressure gradient decreases to zero. The 
distributions of radial velocity are very similar to 
the calculated shear stress distributions, Figure 3a 
and 3d. The increase of velocity has a similar 
tendency to increase the kinetic energy of the 
turbulence. 

A much more complicated situation can be 
observed on the side wall as it is shown in Figure 4. 
The return flow established along the side wall 
indicates differences dependent on the entrance 
velocity. Despite this character the obtained plots 
look similar. The most interesting region is the area 
of z/D about 9 where all calculated values reach 
maximal values. This is due to the drop of pressure 
which reaches its minimum. 

A much more complicated situation can be 
observed on the side wall as it is shown in Figure 4. 
The return flow established along the side wall 
indicates differences dependent on the entrance 
velocity. Despite this character the obtained plots 
look similar. The most interesting region is the area 
of z/D about 9 where all calculated values reach 
maximal values. This is due to the drop of pressure 
which reaches its minimum.  

The field of flow in the analyzed chamber is 
presented in Figures 5 and 6. In Figures 5 and 6 the 
radial distribution of components of velocity are 
shown for three distances from the outlet of nozzle: 
z/D = 1, z/D = 5 and z/D = 9. In small distances 
from the nozzle the jet has almost a perpendicular 
profile. The return flow in a round channel is very 
balanced. Far away from the jet outlet the velocity 
at the jet axis goes down whereas the volume of the 
jet increases.  
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Figure 5. The radial distribution of the axis 
component of velocity for distances from the 
outlet of the nozzle: a - 1⋅D, b - 5⋅D, c - 9⋅D 

Because of this the return flow velocity obtains 
a higher value but it is concentrated near the side 
wall. Relative velocity distributions look similar for 
both analyzed velocities. In Figure 6 radial 
distributions of the radial component of the velocity 

in the spreading jet are shown. In all presented 
figures positive values of the radial velocity 
component can be seen in the mixing region 
because the resultant value of the axial component 
must be positive due to gradual expansion of the jet 
in this direction.  
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Figure 6. The radial distribution of a radial 
component of velocity for the distance from the 
outlet of the nozzle: a - 1⋅D, b - 5⋅D, c - 9⋅D 
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Figure 7. The radial distribution of kinetic 
energy of the turbulence for the distance from 
the outlet of the nozzle: a - 1⋅D, b - 5⋅D, c - 9⋅D 

The expansion of the jet is realized by the 
entrainment of the fluid from the area surrounding 
the out-flowing jet. This phenomenon is illustrated 
by negative values of the radial component of the 
velocity in Figures 6a and 6b. In the impinging 

region this relationship does not exist. The jet flows 
along the wall which is shown by radial profiles in 
Figure 6c. With the growth of the jet outflow 
velocity the region of the change of the main flow 
direction begins in another distance from the 
impinged wall. 

The distribution of the kinetic energy of the 
turbulence in an axisymmetric chamber is shown in 
Figure 7. It is visible that maximum value of k is 
reached in the region where the gradient of the jet 
velocity profile obtains its local maximum. In the 
external jet region the value of k is rather small. 
This indicates that the gradient of the jet velocity is 
the main source of the turbulence in the analyzed 
flow. A small effect of the convection of turbulence 
is also visible when k increases in jet axis, for long 
distances from the jet outlet. Again, the simulation 
for both jet entrance velocities looks very similar. In 
figures from 5 to 7 only characteristic profiles of 
axial and radial component of velocity and kinetic 
energy of turbulence normalized by maximum 
values in domain of simulation is shown. 

5. SUMMARY 
The results of numerical calculations present a 

very complicated structure of the flow inside a 
cylindrical vessel. The influence of changes of the 
velocity at the nozzle outlet on the distribution of 
mass and energy transport in a cylindrical chamber 
is strong in the whole space of simulation. The 
velocity at the outlet of the nozzle changes the 
distribution of mean parameters of the flow 
(pressure and components of velocity) and the 
parameters of turbulence (kinetic energy of 
turbulence and shear stresses) on the impinging and 
side wall. The changes in axis, as well as on the 
walls, do not change the distribution of the first 
stagnation point region and the structure of the flow 
near the impinging and side wall. 
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ABSTRACT 

The present work concerns a numerical study of 

an axisymmetric laminar flow of a compressible gas 

in a small size convergent-divergent nozzle. The 

geometry and the reservoir conditions are like that 

they make important dissipative effects. The 

numerical study is performed with Mac-Cormack 

explicit scheme and the splitting of the operator in 

the two spatial directions is adopted. Comparisons 

between different thermal wall conditions 

(adiabatic, cooling and heating) are realized and 

show the influence of these conditions on the 

structure of the flow, in particular in predominant 

viscous effects region. 

Keywords : compressible,  Mac-Cormack 

scheme, nozzle, numerical study, viscous flow 

wall thermal conditions 

NOMENCLATURE 

 

e [m2/s2] internal energy per mass unit 

E [m2/s2] total energy per mass unit 

k [W/(m.K)] thermal conductivity 

M [] Mach number 

P [Pa] pressure 

T [K] temperature 

u [m/s] axial velocity 

v [m/s] radial velocity 

r [m] radial coordinate 

x [m] axial coordinate 

η [] non dimensional radial coordinate 

ξ [] non dimensional axial coordinate 

ρ [kg/ m3] density 

µ [kg/(m.s)]dynamatic viscocity 

 

 

Subscripts and Superscripts 

1. INTRODUCTION 

Although the most obvious applications of 

compressible gas flow are in aerospace, the 

knowledge of the effects of compressibility in a 

flow is absolutely necessary for many others 

engineering applications: gas turbines, combustion 

chambers for examples. 

Compressible gas flows at moderate Reynolds 

number in channels of constant or variable cross 

section are also frequently met in several branches 

of contemporary techniques as for examples: micro-

channels, chemical and gasodynamic lasers. 

The calculation of viscous nozzle flows can be 

accomplished by either solving the inviscid core 

and viscous boundary layer equations separately or 

by solving the complete Navier-Stokes equations 

for the entire flow field. In this study, the very small 

size convergent-divergent nozzle and the reservoir 

conditions lead to a Reynolds number on the order 

of 103 based on the throat radius. In these 

conditions the thickness of the boundary layer 

cannot be regarded as thin when compared to the 

nozzle diameter and the splitting of the flow in two 

parts is a questionable assumption. 

The conservative form of the complete Navier-

Stokes equations for axisymmetric, compressible, 

viscous time dependent flow of a perfect gas is 

solved. The numerical study is performed with 

Mac-Cormack explicit finite difference scheme and 

the splitting of the two-dimensional operator in two 

one-dimensional operators is adopted [1-6]. 

The obtained numerical results are shown in 

figures for the cases (a) of an adiabatic wall, (b) of 

cooling of the wall, and (c) of heating of the wall. 

Comparisons between these different wall 

thermal conditions are realized and show their 

influence on the structure of the flow, in particular 
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in the region where the viscous effects are 

predominant. 

 

2. GOUVERNING EQUATIONS 

 

The governing equations for a compressible, 

viscous fluid in the absence of body forces consist 

of the unsteady Navier-Stokes equations. In the 

cylindrical coordinates (r,θ, x), these equations for 

axisymmetric flows can be written in conservative 

form as follows : 
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The stress and heat transfer components are 

given as: 
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The total energy is given as: 
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The state equation of perfect gas is used to close the 

system (1): 

  
TP ℜ= ρ   

 

The coefficient of viscosity is assumed to vary 

according to the temperature and the second 

coefficient of viscosity is assumed to follow Stokes' 

hypothesis: 3 λ + 2 µ = 0. 

 

As it is usual in nozzle flow calculations, the 

physical domain D (x, r) is transformed into a 

rectangular one by means of the transformation T:   

 

D (x, r)            D (ξ, η) 

 

with: 
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where *
pr   and rp(x) are respectively the radius of 

the throat and the wall. 

 

This transformation applied to equation (1) 

leads to the following weakly conservative form: 
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where 
( )
( )r,x

,
J

∂
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=
ηξ

 is the Jacobian of the 

transformation. 

2.1. Computational domain 

The domain of integration is limited by the wall 

at η = 0, the nozzle axis at η = 1 and the two 

boundaries, upstream ξ = 0 and downstream            

ξ = ξ max normal to the axis. The line (η = 0) gives 

the position of the wall, while the symmetry axis of 

the nozzle is situated midway between the two last 

lines of the grid. In the longitudinal direction ξ, the 

step is chosen constant. In the transverse direction 

η, in order to take into account the viscous effects, 

the step is taken to be variable from the wall to ηf, 

and then it is constant up to the nozzle axis. 

T 
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Figure 1. Definition of the domain of integration 

2.2. Boundary conditions 

The values on the symmetry axis (η = 1) are 

taken to be 0=∂∂ ηϕ /  for ϕ = u, T, P and v = 0. 

At the nozzle exit the flow values are obtained 

by a linear extrapolation. 

At the wall (η = 0) the no-slip condition gives  

u = v = 0. 

The pressure P is obtained from the second 

momentum equation. 

The wall of the nozzle is submitted to an 

adiabatic or variable temperature conditions. 

At the inlet boundary, the value of the velocity 

is obtained by an extrapolation from the adjacent 

interior grid points. The temperature is deduced by 

using the conservation of the total enthalpy between 

the reservoir and the inlet grid boundary. 

An isentropic evolution between the reservoir 

and the inlet is adopted to obtain the pressure. 

 

3. NUMERICAL METHOD  

The Navier-Stokes equations system is solved 

by an explicit predictor-corrector scheme as given 

by Mac-Cormack [3]. The accuracy of this 

numerical method is second order in space and 

time. The solution at the time (n + 1) ∆t is 

calculated from knowledge of the solution at n ∆t 

by:  

 

( ) n
j,i

n
j,i UtLU ∆=+1  (3) 

 

The two dimensional operator L(∆t) is split into 

two one-dimensional operators Lξ (∆tξ) and Lη (∆tη).  

The operators Lξ and Lη are respectively 

applied to the following one-dimensional system of 

equations: 
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Lξ  being defined as predictor under the form:  
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Lη is defined as predictor: 
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The properties relating to the stability, the 

consistency and the accuracy require the use of the 

following sequence [3]: 
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with ∆t = 0.9 min (∆tξ, 2∆tη). 

 

Notice that the spatial derivates of F and G are 

discretized with opposite one-sided finite 

differences in the predictor and corrector stages. 

The details of this numerical scheme are given 

in the references [3]. 

 

4. NUMERICAL RESULTS AND 

DISCUSSION 

The numerical results are obtained in the 

following conditions: 

- The half angle of the conical convergent is 45° 

- The half angle of the conical divergent is 10° 

- The convergent and the divergent are connected 

by an arc of circle, 

- The radius of the throat is Rcol = 0.03 cm, 

- The reservoir conditions are:  P0 = 1.2 105 Pa and 

T0 = 1500 K.  

Physical domain 

x 

r 

Computationnal domain 

η 

ξ 
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Figure 2. Geometry of the nozzle. 

The results are presented for three different 

wall thermal conditions: 

 

- Case a: Insulated (or adiabatic) wall  

 

- Case b: Variable temperature profile, cooling 

wall 

Tw(x) =Ax2 + B x+ C   for  0 < x < 0.25 

with  A = 7.2 10-3,  B = – 0.12 and C = 1. 

The minimum of Tw is equal to 0.5 T0 at x = 0.25 

cm. 

 

- Case c: Variable temperature profile, heating wall 

Tw(x) = Ax2 + B x+ C   for  0 < x < 0.25 

with A = – 7.2 10-3, B = 0.12 and C = 1.  

The maximum of Tw is equal to 1.5 T0 at x = 0.25 

cm.  

 

In the computational field, we have used 90 

grid points in the ξ direction and 32 grid points in 

the η direction. The time step is chosen according to 

the stability criterion of the numerical scheme “Eq 

(4)”, [2, 3]. 

 

In these conditions, the isotherms curves in the 

physical plane are presented in the figures 3 a, b, c 

for the three studied cases. 

The figure 3 a shows that the dissipative effects 

are significants on about a third of the exit radius. 

With regard to the cases (b) and (c), the cooling of 

the wall involves a decrease of the thickness of the 

thermal boundary layer and an increase in the 

heating case. In this last case, this thickness reaches 

40% of the exit radius, figure 3 c and figure 4 for 

x=0.25 cm. 

On the inviscid core of the flow, the effects of 

the parietal thermal conditions are obviously less 

important but nevertheless visible as it can be seen 

on figure 4 for x=0.18 cm and x=0.25 cm. 

 

 

 

 

 

 

 

 

Case a 

 

 

Case b 

 

 

Case c 

 

Figures 3 a, b, c. Contours of constant 

dimensionless temperature in the physical plane 

(∆∆∆∆T = 0.02) for the three cases. 
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Figure 4. Non-dimensional temperature profiles 

in different cross sections for the three cases. 

In the supersonic expansion, the dynamic 

effects play a prominent role compared to the 

parietal heating effects. The thicknesses of the 

dynamic boundary layer are almost of the same 

order for the three cases, figures 5 and 6. 

However, a certain number of expected results 

are found. In the divergent of the nozzle, the 

supersonic velocities, for the adiabatic case, are 

lower than that corresponding to the cooling case 

and higher than that corresponding to the heating 

case, figure 6, for x=0.18 cm, x=0.25 cm. 

These results can also be seen on the isomach 

curves, figures 5 a, b c where the values of the exit 

mach numers are respectivelly M=2.5 for the case 

(b), M=2.4 for the case (a) and M=2.3 for the case 

(c). 

 
 

Case a 

 

 

Case b 

 

 

Case c 

 

Figures 5 a, b, c. Isomachs in the physical plane 

(∆∆∆∆M = 0.05). 
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Figure 6. Non-dimensional velocity profiles in 

different cross section for the three cases. 

The same remarks can be made on the isobar 

curves, plotted in the physical plane, figures 7 a, b, 

c. The strongest expansion of the gas flow 

corresponds to the cooling case and the weakest 

expansion corresponds to the heating case, figures 

7a, b c and figures 8 for x=0.13, 0.18 and 0.25 cm. 

 

 

 

 

 

 

 

 

 

 

 

Case a 

 

 

Case b 

 

 

Case c 

 

Figures 7 a, b, c. Contours of constant 

dimensionless pressure in the physical plane    

(∆∆∆∆P = 0.02) for the three cases. 
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Figure 8. Non-dimensional pressure profiles in 

different cross sections for the three cases. 

 

CONCLUSION 

Solutions for an axisymmetric nozzle flow were 

obtained numerically using the full Naviers Stokes 

equations. The numerical study were performed 

with Mac Cormack finite difference scheme 

splitting of the operator in the two spatial directions. 

Three wall thermal conditions were analyzed 

(adiabatic, cooling and heating). The results show 

that the dissipative effects are more significants for 

the heating case while of course, the expansion in 

the supersonic divergent is more important in the 

cooling case. 
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ABSTRACT 
The flow transition from a fully developed 

smooth wall boundary layer to that of a fully 
developed layer over a rough wall has been studied 
experimentally using PIV. It is found that the wall 
friction almost immediately increases to the value 
for a fully developed rough surface. This causes a 
strong increase in the Reynolds stresses in the near 
wall region and therefore a strong wall normal 
diffusion. After only about 0.5 initial boundary 
layer thicknesses downstream of the step a new 
rough wall logarithmic layer can be identified 
underneath the smooth wall log-region. This 
internal layer is found to grow as δi ~x0.7. After 
about 20 initial boundary layer thicknesses the 
internal layer has grown across the entire boundary 
layer and the new fully developed rough wall 
profiles have been formed. Data is reported for the 
streamwise development of mean velocity, 
Reynolds stresses and vorticity. 

Keywords: PIV, boundary layer, surface 
roughness, turbulence  

NOMENCLATURE  
Cf  [-] friction coefficient 

! 

= 2"
w
/#U

e

2  
k [m] roughness length scale 
U [m/s] mean streamwise velocity 
uτ [m/s] friction velocity 

! 

= "
w
/#  

x [m] streamwise coordinate 
y [m] wall normal coordinate 
δ [m] boundary layer thickness 
κ [-] von Karman constant 
ν [m2/s] Kinematic viscosity 
θ [m] momentum thickness 
τ [Pa] shear stress 
Subscripts and Superscripts 
+ normalization with uτ and ν 
e external 
s sand 

w wall 

1. INTRODUCTION 
The flow over rough surfaces has considerable 

engineering interest due to its ability to increase 
turbulent mixing and therefore increase surface drag 
and heat transfer. Classical theories rely on the 
assumption that there is a layer of the order of a few 
roughness heights which is directly affected by the 
roughness. Further out the flow variables, properly 
scaled, are assumed to be the same as for a smooth 
surface. Traditionally flows over rough surfaces 
have therefore been computed using simple 
analogies with sand roughness. Recent studies (e.g. 
Krogstad and Antonia [1], Lee et al. [2]) have 
suggested that in boundary layers the response to 
the surface roughness may depend on the actual 
geometric properties of the roughness elements 
rendering the sand roughness analogy questionable. 

One such roughness geometry where significant 
differences between the smooth and rough wall 
outer layer flows have been reported is the flow 
over rod type roughness (see e.g. Krogstad and 
Antonia [1]). Unlike traditional  surface 
roughnesses, such as sand grain type  roughness, 
which is highly irregular and three-dimensional, rod 
type roughness consists of spanwise rods or cavities 
in the surface, forming a regular, two-dimensional 
pattern. This is likely to behave differently from a 
random three-dimensional roughness in the near 
wall region. It is generally agreed that a roughness 
layer extending from the surface up to about 5-6 
times the roughness layer exists where the local 
flow characteristics are determined by the 
roughness geometry. However, there is more 
uncertainty as to how the roughness affects the flow 
further out. For sand type roughness there is strong 
evidence both from channel flows, pipes and 
boundary layers that the region further out is not 
affected. 

For two-dimensional rod type roughness the 
picture seems to be less clear. Krogstad et al. [3] 
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performed a combined experimental and numerical 
(DNS) investigation for a channel flow where both 
surfaces were covered by rod roughness consisting 
of square rods with a rod- to channel height ratio of 
3.4% and a rod pitch of 8. They concluded that very 
little effect of the surface geometry could be 
detected above y ≈ 5k. However in the DNS of 
Leonardi et al. [4], where only one wall was fitted 
with roughness elements a significant effect was 
evident also in the outer layer. <u2>+ was strongly 
reduced in the roughness layer as found by 
Krogstad et al., but a significant increase was also 
observed for y > 5k.  

This effect is similar to the effects reported by 
Krogstad and Antonia [1] for boundary layers, who 
performed a comparative study using a three-
dimensional mesh type surface roughness and a 
two-dimensional roughness geometry consisting of 
circular spanwise rods. They concluded that the 
outer layer effect caused by the surface roughness 
depends on the roughness geometry. The rod 
roughened surface was found to produce 
considerable outer layer effects, while the stresses 
in the outer layer for the mesh surface were much 
less affected. This led Krogstad and Antonia to 
conclude that the interaction between the inner and 
outer layers may be dependent on the surface 
geometry. This was explained for the boundary 
layer by the conjecture that for two-dimensional 
roughness geometries considerable spanwise 
correlation of the bursting events are likely, in 
particular if the roughness height is significant 
compared to the layer thickness. The differences in 
DNS results from Krogstad et al. [3] and Leonardi 
et al. [4] for similar roughness geometries but with 
symmetric and asymmetric boundary conditions 
also suggest that roughness effects may be case 
dependent. 

Based on these observations the investigation 
reported below was initiated in order to study the 
inner – outer interaction due to surface roughness. 
This was done by subjecting the boundary layer 
over a smooth surface to a two-dimensional surface 
roughness geometry and studying how the 
footprints from the roughness are diffused into the 
outer layer as the flow develops downstream. 
Eventually when the flow has adapted fully to the 
new boundary condition the asymptotic rough 
surface profile should be obtained.  

2. EXPERIMENTAL DETAILS 
The experiment was performed in the water 

channel of the Department of Engineering at 
University of Cambridge, UK. The channel has a 
test section which is 8 m long and 0.9 m wide. The 
first 5 m of the test section had a smooth test surface 
made up of 10 mm acrylic plates. Further 
downstream a 3 m section of machined acrylic 
plates were inserted where 20 mm wide and k = 3 
mm deep cavities were machined with a spacing of  

p = 23 mm.  Hence a rod type recessed surface was 
produced with respect to the upstream plate with a 
pitch to roughness height ratio of 7.7 (see Figure 1). 
According to the DNS of Leonardi [4] this is close 
to the ratio that produces the largest shift in the 
logarithmic law and hence the maximum surface 
roughness effects on the flow. The experiments 
were done at a water depth of 40 cm under slightly 
favourable pressure gradient conditions. 
Measurements were done using PIV with a few 
LDA traverses taken to verify the PIV 
measurements. 
 

Flow direction
y

x

p

k

k

 
Figure 1. Flow geometry 

 
The flow was seeded with 10 µm silver coated 

almost neutrally buoyant glass spheres and the flow 
was recorded using a 4Mpixel Kodak camera. 
Typically the field of view was adjusted to cover a 
square region extending out to about 1.5 times the 
boundary layer thicknesss. The time between the 
recordings was adjusted to give a displacement in 
the free stream of about 12 pixels. 

 

3. RESULTS 
 
The experiment was set up so that a well 

developed, smooth wall boundary layer with a layer 
thickness of about 120 mm was exposed to a step 
change in boundary condition. At the step the layer 
Reynolds number was Reθ=θUe/ν=5700 (where θ is 
the momentum thickness, Ue the free stream 
velocity and ν the kinematic viscosity of water) and 
the friction coefficient was Cf =0.0029. 

As the flow enters the rough wall section an 
internal layer develops which affects the mean 
velocity by reducing the velocity in the inner layer. 
This is demonstrated in Figure 2 where the mean 
velocities above a selected number of cavities are 
compared with the upstream reference profile. All 
data is scaled with the smooth wall friction velocity 
to demonstrate which part of the profile is affected 
by the roughness. Initially the near wall region is 
seen to drop while the outer part of the log layer and 
the wake region is maintained. As the flow is 
convected downstream the internal layer grows and 
a new logarithmic layer at a different slope is seen 
to form. This change in slope represents the 
increase in wall friction over the rough wall. At the 
most downstream station the process is seen to be 
completed in the sense that a comprehensive 
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logarithmic layer is formed which blends smoothly 
into a wake region.  

 

  
Figure 2. Mean velocity profiles normalized with 
the smooth wall friction velocity. 
 

The roughness effects are also very pronounced 
in the Reynolds stresses shown in Figures 3 to 5. 
Just downstream of the step a dramatic increase in 
the near wall region is observed in all the Reynolds 
stresses as the interaction with the transverse bars 
causes a rapid reorganization of the flow. The bars 
causes a strong vertical movement in front of its 
upstream face accompanied by considerable  vortex 
stretching and increase in the wall normal vorticity. 
At the downstream side of the rods a strong shear 
layer is formed over the separated region which 
generates a strong increase in turbulent kinetic 
energy.  

Above the centre of the third cavity, i.e. 
between bar 2 and 3, the interaction with just the 
two upstream rods has caused a roughly fourfold 
increase in the peak levels of all Reynolds stresses. 
This position corresponds to a streamwise distance 
of slightly less than x=0.5δ and the interaction 
extends roughly out to y=0.1δ. This  represents a 
diffusion angle of about 11.5 degrees which is not 
very different from the angle reported for smooth 
wall boundary layers . 

 

  
Figure 3. Reynolds stress u2+ normalized with the 
smooth wall friction velocity. 
 

  
Figure 4. Reynolds stress v2+  normalized with 
the smooth wall friction velocity. 
 

  
Figure 5. Reynolds shear stress -uv normalised 
with the smooth wall friction velocity. 
 

It is evident from the stress profiles shown that 
at a given streamwise position there is a distinct 
separation between the inner layer that has been 
affected by the surface roughness and the outer 
layer that still carries the characteristics of the 
incoming smooth wall layer. The growth of the 
internal layer was mapped by fitting the outer part 
of the roughness layer and the inner part of the 
outer layer with two straight lines. The limit of the 
inner layer was taken as the position where the two 
lines intersect. The results from this analysis 
(applied to about 60 profiles) is shown in Figure 6. 
A fit to the data gave a growth rate proportional to 
~x0.7. This is not too different from the growth rate 
of δi~x0.72 found by Antonia and Luxton [5] for a 
similar surface geometry based on the effects of the 
surface roughness on the mean profile. Cheng  and  
Castro [6] looked at the response of a boundary 
layer going from a surface consisting of small 
fences to a surface roughened by square rods with a 
pitch ratio of 9. Using a number of different 
definitions for the internal layer they found that the 
exponent ranged from about 0.37 to 0.46. Although 
the roughness geometry is very similar to the one 
used in this experiment, the present exponent is 
very different and therefore supports their statement 
that “the height of the internal layer is strongly 
dependent on the way it is defined”. The figure 
shows that it takes about 20 initial boundary layer 
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thicknesses for the entire layer to adapt to the new 
wall condition. 

 

  
Figure 6. Growth of internal layer. 
 

One of the major problems when analyzing 
rough wall boundary layer experiments is to 
determine the friction velocity. This contains both 
the effects of the pressure drag on the roughness 
elements and the viscous shear stress at the wall. 
Beyond transitional roughness the viscous 
contribution can be neglected, but the pressure drag 
is difficult to determine experimentally. In the 
smooth wall case the wall shear may be determined 
in a number of reliable ways which are not so easily 
adapted to rough walls, such as oil films, 
measurement of the linear inner layer etc. 

A number of methods have been proposed in 
the literature for rough surfaces where a profile 
description based on the log law is fitted to the 
measured mean velocity profile (e.g. Krogstad et al. 
[7]). These methods use the friction velocity as an 
adjustable variable and the value that gives the best 
fit is taken as the proper scaling variable. However, 
these methods are difficult to use since the level of 
the logarithmic region is in principle unknown and 
depends on the friction velocity through the non-
dimensional roughness length scale k+. The 
methods seem to give acceptable results where an 
extensive logarithmic region is found, but will not 
work in the present case where the logarithmic 
region is considerably perturbed. 

The friction velocity for the incoming smooth 
wall boundary layer was determined by fitting the 
mean velocity profile to the smooth wall 
logarithmic law  
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with κ=0.41 and B=5.2. For the developing rough 
wall boundary layer the friction velocity was 
determined by extrapolating the measured turbulent 
shear stress to the wall. Figure 7 shows the friction 
coefficient derived in this way, normalized with the 
smooth wall value. 

 

  
Figure 7. Ratio between the rough and smooth 
wall friction coefficients, Cf / Cf (x=0). 
 

The figure shows that the skin friction almost 
instantly jumps to a new level which is about 4.5 
times the smooth value. This gives a friction 
coefficient for this type of surface of about 
Cf=0.013. This is somewhat higher than the value of 
Cf=0.008 that was found by Antonia and Luxton [5] 
for a pitch ratio of p/k=4 by a direct measurement 
of the pressure drag on a tapped rod. It has been 
demonstrated many times that the drag for this type 
of surfaces depends strongly on the density of the 
rods (see e.g. Leonardi [4]) with a maximum drag 
around p/k=8. He found Cf to be 0.0129 for p/k=8 
and 0.0091 at p/k=4, hence confirming our findings. 
Our skin friction coefficient also agrees well with 
the value that can be extracted from the data of 
Cheng and Castro [6] by extrapolating the shear 
stress profiles to the wall at their downstream 
stations. This gives Cf ≈ 0.012 for p/k=9 which also 
agrees well with Leonardi [4].  

Figure 7 shows that Cf stays virtually constant 
at this level while the inner layer grows, confirming 
that the flow is in the fully rough regime. In the 
experiment of Antonia and Luxton [5] a slight 
overshoot in Cf was found for the first couple of 
boundary layer thicknesses. This was not captured 
in this experiment and is not evident in the 
experiment of Cheng and Castro [6] either. 
 

  
Figure 8. Development of new logarithmic layer. 
 

Figure 8 shows the mean velocity profiles 
scaled using the local friction velocities. The 
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asymptotic shift in the logarithmic layer was found 
to be close to ∆U+=15. The ratio between the 
physical roughness scale and the equivalent sand 
roughness can be estimated from the expression 
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k
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(see e.g. [1]). The asymptotic value for k+ was 
about 125 which indicates that ks

+ is of the order of 
1800, confirming that this geometry has a very 
strong roughness effect on the flow, even though 
the physical scale is only about δ/40. 
 

One of the benefits of PIV compared to other 
measurement techniques is its ability to measure 
vorticity. Figure 9 shows how the mean vorticity, 

! 

"z = #V #x $#U #y , is increased as the the 
boundary layer leaves the smooth surface and starts 
to interact with the roughness elements. 

! 

"
z
 is 

increased near the top of the bars due to the mean 
flow acceleration here. Also a high level of vorticity 
is seen in the shear layer formed over the separated 
flow in the cavities. This effect is most dramatic for 
the first few cavities due to the remnants of the high 
velocity gradients near the wall from the smooth 
wall boundary layer. As the inner layer is retarded 
over the rough wall and grows in the wall normal 
direction, the mean vorticity is reduced. After about 
10 roughness elements (or a streamwise distance 
corresponding to about 2 initial boundary layer 
thicknesses), the mean flow vorticity pattern around 
the bars appears to be independent of streamwise 
position.  

 
Figure 9. Development of mean vorticity near 
the step. Inner scaling. 
 

As shown in figure 8, the mean velocity inner 
layer appears to develop a new logarithmic layer 
very quickly. Ignoring the streamwise gradient, 

! 

"V "x , in expression for the vorticity, we 
therefore expect 

! 

"
z
 to scale as  
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Figure 10 shows the vorticity scaled with the 
estimated local friction velocity. The figure shows 
that this relation is closely satisfied for most of the 
profiles within experimental scatter. 

 
 

 
Figure 10. Mean vorticity profiles 

 
In figure 11 the rms vorticity, 
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z
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="

z
# u$

2 , 
is shown for the same initial region as in figure 9. 
The rapid growh rate of the inner layer after the step 
is quite evident here. Above the separated region 
inside the cavities a distinct shear layer is seen, 
causing a band of increased vorticity. 
 

 
Figure 11. Development of rms vorticity near the 
step. Inner scaling. 
 

To be able to cover the development over a 
range of bars a large measurement area was needed. 
Therefore the spatial resolution had to be sacrified, 
giving a resolution of 

! 

"x /# = "y /# $ 0.012 . 
This corresponds to about 2 vectors across the face 
of the roughness elements. It is obvious that this is 
too coarse to accurately represent the turbulent 
vorticity near the wall, but should provide a good 
indication of the large scale turbulent vorticity 
further out. 

It is seen (Figure 12) that the rough wall data 
collapse onto a single line for y/δ > 0.25 at all 
stations. From the findings from the mean velocity 
vorticity it would be expected that also the turbulent 
vorticity should scale on 

! 

u" . This appears not to be 
the case as all the rough wall profiles fall well 
below the data from the smooth wall. As shown in 
figure 7, 

! 

u"  is virtually constant along the rough 
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wall and about a factor 2.1 higher than for the rough 
surface. Scaling the data with outer variables, 

! 

U
e
 

and δ, instead causes a very good collapse (Figure 
13). The reason for the lack of collapse in figure 12 
is not known. 

 
 

 
Figure 12. Turbulent vorticity profiles. Inner 
scaling. 
 

 
Figure 13. Turbulent vorticity profiles. Outer 
scaling. 

 

5. CONCLUSIONS 
The flow over a surface with step change in 

roughness represents an interesting flow case 
because the flow changes from one equilibrium 
condition to a new one. The way the information 
about the new boundary condition is diffused across 
the layer can provide important information about 
turbulent mixing processes. In the present study 
spanwise cavities are used to perturb a fully 
developed smooth wall boundary layer and the 
development was studied using PIV. Profiles of 
mean and turbulent quantities averaged in the 
streamwise direction over one cavity length have 
been presented. 

The flow immediately responds by a step 
change in friction velocity which remains virtually 
constant over the length it takes for the flow to 
reach its new equilibrium condition. The formation 
of a new logarithmic region close to the wall is 
evident after only a few cavities downstream of the 
step.  

A corresponding substantial increase in the 
Reynolds stresses is found near the wall. Initially 
the wall normal stress gradients are very large, 
causing a strong vertical diffusion and rapid growth. 
The growth rate gradually decreases as the wall 
information diffuses outwards. The internal layer is 
found to grow at a rate of about δi ~x0.7. After about 
20 smooth wall boundary layer thicknesses the 
rough wall profiles have been fully developed, both 
in the mean velocity and Reynolds stresses. 
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ABSTRACT 
Experimental research of conditions of the 

onset of convection at isothermal diffusion in 
ternary gas mixtures in system of two vessels 
connected by a vertical capillary has shown, that 
mechanical equilibrium can be broken not only on 
condition when more dense mixture is in the top 
vessel, but also at opposite ratio of mass densities 
[1-4]. For this anomalous case experimental 
researches have allowed to find out effect of 
separation of components of a mixture (enrichment 
by the heaviest component) with some its maximal 
value at the certain pressure [5, 6]. The size of 
separation is influenced by such conditions as 
geometry of the diffusive channel [7, 8], pressure 
[9, 10], temperature [11, 12], viscosity [13]. 

In this work experimental results regarding 
anomalous concentration separation in 
multicomponent gas mixtures at various conditions 
are brought. Using the theory of stability, areas of 
existence of multicomponent diffusion and of 
convective effects of separation can be determined 
in terms of Rayleigh numbers. The reasons of the 
effect transpired and its theoretical interpretation is 
brought. Comparison of the experimental and 
theoretical data shows the good satisfactory. 

Anomalous separation of components, diffusion, 
gas mixtures, instability of the mechanical 
equilibrium, linear theory of stability, plane of 
Rayleigh numbers 

NOMENCLATURE 
ba×  [m2] cross section of the diffusive 

channel 
d [m] diameter of the diffusive channel 
n [m-3] numeric concentration 

t [s] time 
u [m/s] velocity 
z [m] vertical coordinate 
C [-] concentration 
D [m2/s] factor of diffusion 
L [m] length of the diffusive channel 
P [Pa] pressure 
Q [kg/s] amount of the hydrodynamical 
stream 
T [K] temperature 
V [m3] volume 
α [-] dimensionless parameter, showing 
stability or instability of a mechanical equilibrium 
in a gas mixture 
Subscripts and Superscripts 
i, j  numeration of components in 
multicomponent gas mixture 
I, II characteristics, relating to top and bottom 
vessels, accordingly 
r, l characteristics, relating to left and right 
parts of channel, accordingly 
exp experimental value of physical quantity 
theor theoretical value of physical quantity 

1. INTRODUCTION 
The experimental researches described in works 

[5-13] have shown that under certain conditions 
(pressure, temperature, geometrical parameters of 
diffusive channel) in the regime of developed 
convection the transfer occurs not as a uniform 
mass, and with a prevalence of a heaviest 
component. At the studying of dependence of 
amount of the transferred components on time at 
fixed initial composition of mixture it has been 
marked, that if factors of diffusion are comparable 
with each other, under such conditions of 
experiment convective instability is absent and the 
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natural diffusion is observed. Completely other 
picture arises in diffusely unstable systems, for 
example H2 + Ar � N2, or H2 + N2 � CH4. For them 
factors of diffusion of components considerably 
differ from each other. If the heaviest component 
has small partial charge in regime of steady 
diffusion, that in regime of convection it should be 
observed as II CCQQ 1212 = . 

2. EXPERIMENTAL RESULTS 
Measurements were carried out on the device 

realizing a method of two vessels [1, 3-6, 8, 10, 11, 
13]. Geometrical parameters of the diffusive 
apparatus were: volumes of the top and bottom 
vessels  и  
accordingly; length and diameter of the diffusive 
channel  m, . The 
technique of carrying out of experiment was 
standard [1, 3-6, 8, 10, 11, 13]. The diffusive 
transfer of a binary gas mixture to a pure 
component was studied. The structure of a binary 
mixture at the fixed pressure and temperature was 
selected so that its density was less than density of 
the unicomponent gas, which was situated in the 
bottom part of the device. At the fixed initial 
composition and conditions of experiment the 
dependence of amount of transferred components 
on time was determined. Each experiment was 
carried out numerous amounts of times under the 
given conditions and final values were determined 
as arithmetic average of results. 

36106,214 mVI
−⋅=

165,0=L

36108,226 mVII
−⋅=

m3101,6 −⋅=d

On Figure 1 the dependence of parameter  
(which is equal to the relation of experimentally 
measured concentration of i

iα

th component to the 
calculated in the assumption of diffusion 

theorexp CCi =α ) on time of experiment for 
systems 0,5673H2(1) + 0,4327Ar(2) � N2(3); 
0,6179H2(1) + 0,3821N2(2) � CH4(3) (numbering of 
components is specified in brackets at chemical 
symbols) is shown. At the first hours abnormal 
concentration separation of components of a binary 
mixture consisted in the increased percentage of the 
heaviest component in the bottom vessel is 
observed. Eventually the effect decreased, but 
distinction in the divided concentration is kept for a 
long time. 

  

  

Figure 1. Parameter  for unsteady systems: a) 
0,5673H

iα

α

2(1) + 0,4327Ar(2) � N2(3), P=3,04 MPa, 
points !, " � experimental data for H2 and N2, 
accordingly, b) 0,6179H2(1) + 0,3821N2(2) � 
CH4(3), P=2,54 MPa, points O, !, ", !, x, # � 
experimental data for H2, N2 and CH4 at T=293,0 
K and T=353 K, accordingly. Solid line � value of 
parameter  at diffusion. i

3. THE THEORETICAL EXPLANATION 
OF EFFECT 

Enrichment of a mixture by a heaviest 
component can be explained by the distinction in 
factors of mutual diffusion of gases  and the 
presence of counter convective streams in the 
channel (experimentally found out in [3, 5]) at the 
diffusive instability. Modeling the observable 
streams, we shall consider in the flat vertical 
channel (Figure 2) counter movement of the binary 
gas mixture, entering into an input of the left half of 
the channel with concentration , and the 
unicomponent gas current upwards on its right half. 
We also suppose that speed of gas is homogeneous 
on section of each half of channel and equal u . 

ijD

I2C

Counter streams differ on composition and 
consequently will exchange molecules, and during 
movement of a binary mixture on the length  it is 
impoverished by the lightest component as due to 
diffusion it will faster penetrate into a counter 
stream. 

L
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Figure 2. The diffusive channel. Geometry of a 
task 

To calculate effect of separation in the 
described situation, we shall consider the equation 
of balance of number of particles of 1st component 
in the element with thickness  in the right part of 
channel (Fig. 2) 

dz

 

an
J

dt
dC r

⋅
=1 , (1) 

 
where  � numerical concentration, ,  � 
concentration of molecules of 1

n rC1
lC1

st component in the 
right and left parts of the channel,  � density of 
diffusive stream. 

J

Considering, that 
 

u
dzdt = ,  

nba
Qu
⋅⋅

= ,  

a
CCnDJ

rl
11

13
−

= , 

 

 
the Eq. (1) becomes 

 

a
CCnD

Q
b

dz
dc rlr

11
13

1 −
= , (2) 

 
where  � amount of the hydrodynamical stream. Q

The similar ratio takes place and for molecules 
of 1st component in other half of channel 

 

a
CC

nD
Q
b

dz
dC rlr

11
13

1 −
= . (3) 

 

At the Eq. (3) it is necessary to take into 
account, that in the left and right parts of the 
channel the directions of the stream are opposite. 
Eqs. (2) to (3) in view of boundary conditions 

, ; , ,  
and assumption, that the transfer is carried out in 
the channel with identical square sections of its 
parts ( b ), look like 

0=z 13 =
rc

a=

Lz = )(11 LCC ll = )(22 LCC ll =
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where  � length of the diffusive channel. L

Approach, which is similar to Eqs. (1) to (3), 
gives expression for a heavy component 2 
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Carrying out the transition from Eqs. (4) to (5) 

to expressions for partial charges of components, it 
is necessary to take into account presence of gases 1 
and 2 in both parts of the channel, and also a 
directions of each of Q . For system of coordinates 
on Fig. 2 and according to a condition of the 
analysis of components 1 and 2 ( ) finally 
received 

i

0=z
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The maximal value of Eq. (6) will be 

determined by a condition Q , i.e. LnDij<<

 

23

13

1

2

1

2
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D
D

LC
LC

Q
Q

l

l
= .  

 
For experimentally investigated systems this 

relation is 2,8 and 6,1 accordingly. Comparison of 
the measured data (Fig. 1) shows that at the first 
hours of convective mixing such ratio if rightly and 
determines the maximal amount of separation of 
components of a mixture. Further quantitative 
measurements are necessary to carry out in the 
assumption that Q , that requires its correct 
definition. 

0>

576



5. SUMMARY 
Comparison of the experimental and theoretical 

data shows the satisfactory consent in definition of 
areas where take place instability and convective 
modes. It allows to suppose that the proposed 
theoretical description is correct. 
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ABSTRACT  
Numerical simulations of flow past simplified 

vehicle bodies with wheelhouses and rotating 
wheels have been carried out in order to understand 
the flow phenomena through detailed analyses of 
flow in the wheelhouses. The vortex skeleton 
method was used to characterize the flow structure. 
The second scalar invariant of the velocity gradient 
tensor (Q) and iso-surfaces of total pressure have 
been applied for detecting dynamic structures. It 
was found that the flow field in the wheelhouse can 
be characterized by 8 vortices out of which 7 were 
found to be unaffected by the body shape. 
Aerodynamic forces acting on the body, 
wheelhouse and wheel were determined separately 
for different configurations. Based on the results of 
investigations, general conclusions can be drawn 
concerning the aerodynamics of wheelhouses. 

Keywords (Style “Keywords”): aerodynamics, 
car, wheelhouse, wheel, flow field, 
Computational Fluid Dynamics 

NOMENCLATURE 
 
A, B, C, D, E, H, S, L, R   vortex indentifiers 
B, D [m] width and diameter of wheelhouse 
b, d [m] width and diameter of the wheel 
CD [-] drag coefficient 
CL [-] lift coefficient 
p [Pa] local static pressure 
p∞ [Pa] ambient static pressure 
Re [-] Reynolds number 
V∞ [m/s] free stream velocity 
ρ [kg/m3] density of the air 
F [m2] projected area 
L [N] lift force 
D [N] drag force 
Q [1/s2] second scalar invariant of velocity 

gradient tensor 
k [m2/s2] turbulent kinetic energy 
ε [m2/s3] dissipation rate of k 
ω [1/s] specific dissipation rate 

 
Subscripts and Superscripts 
L, D lift, drag 

1. INTRODUCTION 
Road vehicle aerodynamics seems to reach its 

limits in terms of body shape optimization. Basic 
low-drag body shapes were developed during the 
last few decades (Hucho [11]). The effect of 
rotating wheels exposed to a free stream, or being 
partially covered by the car wheelhouse, leads to a 
dramatic increase in drag coefficient through 
mechanisms that are still not fully understood. Also 
wheels influence mud deposition on the vehicle 
body [22] and are important elements of the under-
body flows [23]. The contribution of the wheels and 
wheelhouses to the total aerodynamic drag and lift 
of a modern car is around 30% and 40%, 
respectively [1], [2]. Road vehicles, especially their 
wheels and wheelhouses are bluff bodies, 
characterized by large regions of flow field 
influenced by boundary layer separation. The 
resultant flow field is an extremely complex, 
unsteady, 3D flow field that cannot be simplified to 
a 2D problem. The Reynolds number is in the order 
of 8 · 105, so the flow is far into the turbulent 
regime. The fluid can be regarded as incompressible 
and isothermal. 

2. VALIDATION OF COMPUTATIONS 
For the numerical simulation of flow field in 

wheelhouses of cars, the commercial code Fluent 6 
was used. First the level of independency on the 
grid resolution and iteration was checked. The 
mathematical error of the computations were 
obtained within 1% concerning to the lift and drag 
coefficients of the investigated bodies.  

Validation of the simulation model applied was 
carried out on an isolated wheel of varying profile 
shape and aspect ratio, rolling on a moving road. 
Computations were carried out using a combination 
of different near-wall treatment approaches, 
turbulence models and mesh structures to analyze 
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the structure of the flow field. The typical validation 
references were: integral quantities (lift and drag 
coefficients, defined in Eqs. (2) and (3)) and 
pressure coefficient (Eq. (1)) distribution in the 
central plane of the wheel, which were measured by 
Fackrell [6], Skea et al. [5] and Mears et al. [13]. 
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The computation results are compared to those 

of the experiments in Figure 1. 
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Figure 1. Pressure coefficient distribution over 
the periphery of an isolated rotating wheel 
(aspect ratio = 0.5) 

The agreement is quite good for almost all parts 
of the wheel periphery except for the top region 
between 250-310 degrees. Here the experimental 
results are also in disagreement. This discrepancy is 
assigned to a boundary layer separation that occurs 
in Fackrell’s case but does not occur in Skea’s case. 
The agreement in the wake region of the wheel is 
remarkably good, so the problematic point is - 
similarly to the experiments - the prediction of the 
location of boundary layer separation. The CFD 
results indicate the presence of a depression 
maximum in good agreement with the 
corresponding literature of Skea [5] and Mears [13]. 

The pressure distribution on the whole surface 
of the wheel is validated also via its integral leading 
to drag and lift coefficients. For the stationary 
wheel, the measured drag and lift coefficients were 
in the range CD=0.76±15% and CL=0.77±15% 

(Fackrell [6], Skea [5], Mears [13], Axon [7]), 
respectively, where the extent of the range of 
coefficients indicates the difference between the 
measurement results of the previously mentioned 
publications. For the rotating wheel, the same 
properties were typically CD=0.58±15% and 
CL=0.44±15% (Fackrell [6], Skea [5], Mears [13], 
Axon [7]). For the stationary wheel, numerical 
simulation resulted in a prediction of lift and drag 
coefficient within 10-15% and ±10% range around 
the measured mean values, respectively. In the case 
of the rotating wheel, the drag and lift coefficients 
were estimated within 8%-10% and 15-20% of the 
mean of the measured drag and lift values, 
respectively. In addition, a qualitative comparison 
of the flow structures was made based on the 
experiments of Schiefer [10] and good agreement 
was found between measured and calculated flow 
structures [15]. 

 

 
a) 

 
b) 

Figure 2. Flow at a stationary wheel and ground: 
a) oil-film visualization in wind tunnel; b) 
numerical simulation (curves of wall shear 
stresses) [17] 

Flow past a simplified vehicle model with 
wheelhouse and stationary wheel and ground was 
investigated by the first author [17] in a wind tunnel 
with flow visualization by using the oil-film 
method. Flow past the same arrangement 
(geometry, Reynolds number, boundary conditions) 
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was also calculated. The results of flow 
visualization and simulation are compared in Figure 
2. The qualitative agreement of the observed oil-
film pattern and wall shear stress lines (the tangents 
of these lines are the wall shear stresses) is quite 
good, reinforcing the reliability of the CFD 
simulation used. 

Flow past the wheel in a wheelhouse was 
simulated also for validation purposes. Two 
validation tests based on the measurements of Axon 
et al. [8] and Fabijanic [3] were carried out. Axon et 
al. [8] and Fabijanic [3] used a moving belt to 
simulate the moving ground, and the aerodynamic 
forces acting on the body and the wheels were 
measured separately by both authors. The Reynolds 
numbers based on the diameters of the wheels and 
the free stream velocity were 1.57·105 and 8.5·105 
for Fabijanic [3] and Axon et al. [8], respectively. 
Since no information was published about the 
structure of the flow field, the validation was made 
with comparison of integral quantities like 
aerodynamic drag and lift. 

The difference between the measured ([8] and 
[3]) drag and lift coefficients were in an agreement 
of 10% and 65%, respectively. The differences 
between measured and computed lift and drag 
coefficients were small, i.e. 0.01-0.07 in absolute 
value. Since the exact details of the experimental 
set-up are not available, and the uncertainty of lift 
measurements on moving ground is high, the 
relatively large difference in lift force (65%) might 
be accepted level of accuracy.  

 
The size of computational domain was also set 

in regard to its effect on the results. For the 
validation reported above and in the parameter 
studies described below the ‘realizable’ k-ε model 
was used since this turbulence model proved to be 
most accurate in calculation of aerodynamic forces 
(Rodi [21]), however best agreement with the 
structure of flow field can be achieved using Shear 
Stress Transport k-ω model (Reynolds Stress Model 
did not give convergent solution in any of the 
investigated cases). The logarithmic wall function 
with modifications to take pressure gradient into 
account (Launder and Spalding correction) was 
used near the walls.  Boundary conditions were: 
total pressure at the inlet surface, static pressure at 
the outlet face, and no-slip boundary condition on 
the walls. These boundary conditions were applied 
in all the cases investigated in this paper.  

In order to verify the numerical modelling used, 
grid independence was checked by using local 
refinements for each geometry. To see the 
dependence on the applied turbulence model, 
several eddy viscosity turbulence models were 
tested.  

Numerical parameter studies were carried out 
by changing the main parameters influencing the 
flow: the depth (B) and diameter (D) of the 

wheelhouse related to the width (b) and diameter 
(d) of the wheel, respectively [16]. In parameter 
studies the simplified car model shown in Figure 3-
a) was used. The basic topological features of the 
bodies used for the CFD investigations were similar 
to those used in the experiments: there was only one 
pair of wheels and the surface of the under-body 
was smooth.  

The simulation results were compared to the 
experimental results of Fabijanic [3] (also in good 
agreement with Cogotti [4]).  The geometries of the 
vehicle bodies, the change of aerodynamic force 
coefficients of which are shown in Fig. 4, are 
different from each other (see Figure 3-a) and 3-b)) 
but the flow characteristics are similar: attached 
flow on the surface of the vehicle upstream from the 
wheel. 

 

 
a) 
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d) 

Figure 3. Body geometries for investigation of 
flow in wheelhouses 

Here, in Figure 4, changes in the drag and lift 
coefficients are plotted against the relative diameter 
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(D/d) and width (B/b) of the wheelhouses. ΔC 
values indicate differences of the coefficients 
belonging to vehicle-model configurations with 
wheel and wheelhouse to those belonging to 
configurations with no wheel and no wheelhouse. 
The agreement is good in both the tendency and the 
quantitative values. A linear trend-line was fitted to 
the CFD data.  Deviation of the CFD values from 
this line is very close to that of the experimental 
values. 
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Figure 4. Comparison of numerical parameter 
studies with experimental ones (Experiment by 
[3]) 

On the basis of comparing the results of 
numerical simulations and experiments as well as 
regarding the results of various verifications of the 
models used – in accordance with the general 
practice reported in the literature – it can be 
concluded that numerical modelling of the flow 
used describes the real flow processes with an 
acceptable accuracy and reliability, so the CFD 
results can be used for analyses of the 
characteristics of flow field, for investigation of 
influence of various parameters and for establishing 

technical proposals for improvement of the 
aerodynamics of vehicle bodies. 

3. VEHICLE MODELS USED FOR THE 
INVESTIGATIONS 

In the frame of this investigation four different 
simplified body geometries were studied. The 
geometries investigated are shown in Figure 3. The 
diameter of the wheels for the cases given in Figure 
3.-a), c) and d) was 0.5m, while for b) it was 
0.105m according to the experiments of Fabijanic 
[3]. All investigations were made in a reference 
frame fixed to the vehicle body. The Reynolds 
number based on the free stream velocity and the 
diameter of the wheel varied in the range of 
1.57·105 – 8.5·105.  

Figure 3-a) shows a fore-body different from 
that of the other two cases. This body geometry was 
defined to determine the effect of the shape of the 
fore-body on flow in the wheelhouse. The models 
shown in Figure 3-b) and c) have a similar fore-
body shape but the distance between the wheel and 
the front of the vehicle is smaller in the case of 
Figure 3-c) than in the case of Figure 3-b) 
(Fabijanic [3] model). In the case of the model in 
Figure 3-d) the body in front of the wheel is infinite 
long. 

It is a well known phenomenon (Wiedemann 
[18], Fabijanic [3] and Hucho [11]) that the distance 
between the front face and the wheel axis 
considerably influences the yaw angle of the wheel 
approaching flow in the vicinity of the underbody: 
the closer the wheel axis is situated to the front face 
of the vehicle, the bigger is the yaw angle. It has 
been concluded from the results of computations 
that the characteristics of the flow field are 
substantially controlled by the yaw angle. A 
comparison of the results belonging to different 
fore-body lengths indicates the effect of changing 
yaw angle on the flow field in the wheelhouse. 

4. CHARACTERISTICS OF FLOW FIELD 
IN THE WHEELHOUSE 

4.1 A model for description of flow in 
vehicle wheelhouses 

A 3D, complex flow field develops in the 
wheelhouse. To understand this flow field and to 
identify the effect of, for example, geometrical 
changes on it, a qualitative structure model has been 
applied. In flows dominated by boundary layer 
separation vortices essentially determine the flow 
field, so the vortex skeleton [20] method was used, 
where the flow field is characterized, described by 
position, size and shape of vortices.    

A number of numerical simulations were 
carried out at different Reynolds numbers, various 
geometrical and simulation parameters in order to 
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investigate the flow structure and its dependence 
from these parameters.      

The vortex skeleton model of the wheelhouse 
flow field consisting of vortex filaments (tubes) 
identified by capital letters is shown in Figure 5. 

The direction of flow in these vortices is 
indicated by lines with arrows. The cross-section of 
the filaments characterizes the size of the vortices 
and their change. 

The vortex filaments were defined by using 
several methods. The traditional representation of 
the flow field: plotting of streamlines (or path lines) 
gives valuable information about the position, size 
of recirculation zones, the velocity direction and the 
origin of fluid particles flowing through the flow 
structure under consideration (see Figure 6-a). 
 

 

Figure 5. Vortex skeleton model of the 
wheelhouse flow field  

The strength of the vortices determining their 
influence on the overall flow field was determined 
by analysis of other quantities. Vortices can be 
detected by analysis of the distribution of Q [19], 
the second scalar invariant of the velocity gradient 
tensor expressing the domination of “swirling” as 
opposed to the deformation (Figure 6-c). Flow 
structures characterized by tube-shaped iso-Q 
surfaces indicate vortices of large dynamical effect. 
A further characteristic of vortices is the low total 
pressure (head) inside them, so tube-shaped iso-
total pressure surfaces of small values indicate the 
presence of vortices (Figure 6-d). Since the change 
of total pressure (head) correlates with the line 
integral of the rotation a given low total pressure 
(head) value in contrast to high Q value does not 
always indicate dynamic structures [14]. The 
method of critical points (Perry and Chong [12]) 
was also used to identify vortex filaments (Figure 6-
b).  

The analysis of wall shear stresses can also help 
in detecting vortices. Figure 6-b shows lines the 
tangents of which are the wall shear stresses 
(envelope of wall shear stresses). The base points of 
vortices, separation and reattachment lines of 
boundary layer can be recognized in Figure 6-b and 
also in Figure 2. 

The vortex filaments and tubes shown in Figure 
5 were determined by simultaneous application of 
the methods listed above. By analyzing three 
different simplified vehicle bodies, 8 flow structures 
(vortices) were detected in the wheelhouses the 
position as well as the size and strength of which 
depends on the wheelhouse geometry. 

4.2 Characteristics of the flow inside 
wheelhouses 

The lower part of the wheel, not covered by the 
wheelhouse, is exposed to the flow in the under-
body gap. When comparing the flow past the lower 
part of the wheel in the wheelhouse with that of an 
isolated wheel, it was concluded that they resemble 
each other very closely. This observation is in 
accordance with the experiences of Morelli [9]. 
Outside the wheelhouse, near the ground, attached 
to the lower part of the wheel two permanently 
existing longitudinal vortices can be observed 
marked with L and R (see Figure 5). 

The reason for the development of these 
vortices is separation of the boundary layer of the 
lateral outflow from the narrowing gap between the 
rolling wheel and the ground over the edges of the 
wheel running surface, close to the ground where 
the angle between these edges and the direction of 
flow velocity in the under-body gap is small. The 
separation bubbles attached to these edges are 
stretched by the under-body flow, so the separation 
bubbles become vortices extending into the under-
body gap and wake of the vehicle model. The 
existence of these vortices is practically 
independent of the vehicle geometry, and their size 
and position depends on the profile of the wheel and 
the yaw angle of the wheel approaching flow. 

Air enters the wheelhouse below and around 
three sections of the leading edge, “a” in Figure 5, 
and, because of the slanted wheel approaching flow, 
also below and around the longitudinal edge, “b”. 
Air entering the wheelhouse below section 1 (close 
to the inner wall of the wheelhouse) flows slightly 
upwards and will be deflected upwards by the 
downstream part of the wheel arch, then gives rise 
to vortex (recirculation zone) B (see Figure 5). The 
base point of this vortex is shown to the right of 
Figure 6-b. The sense of rotation of vortex B 
corresponds to that of the wheel. 

Air entering the wheelhouse below section 2 of 
edge “a” flows close to the inner side of the wheel 
and will be deflected by the downstream part of the 
wheel arch in a horizontal plane towards the side of 
the model. The boundary layer separates on the 
downstream inner edge of the running surface of the 
wheel. This separation bubble reaches the 
underbody flow that stretches it towards the under-
body and the wake, giving rise to vortex E (see 
Figures 5 and 6)). 
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Figure 6. Flow field investigation methods: a) 
cricical points ([12]) and surface flow pattern; b) 
path lines; c) iso-Q surfaces; d) iso-head (total 
pressure) surfaces 

Path lines started below section 3 of the 
wheelhouse leading edge “a”, i.e. in front of the 
lower part of the wheel exposed to the wind are 
deflected upwards by the wheel. The same pattern 
of inflow was observed and published by several 
researchers [2, 3, 5, 10, 14, 21] but no explanation 
or model was given on the flow structure. The 
interaction of up-flow and the running surface of 

the wheel moving in the opposite direction to the 
flow cause boundary layer separation over the upper 
part of the running surface of the wheel. The 
separation bubble elongates towards the inner part 
of the wheelhouse and reaches the inner wall (base 
point of vortex A, see Figure 6-b). In the outer part 
of the separation bubble (vortex A) air flows 
towards the middle of the vehicle model. After 
reaching the inner wall air seems to flow in the 
middle of the vortex in the opposite direction 
towards the side of the model. When vortex A 
reaches the flow beside the side of the model, it will 
be deflected in the direction of the outside flow and 
elongated. Vortex A, in which the sense of rotation 
is opposite to that of the wheel, is shown in Figures 
5, 6-a and 6-d. 

Inside the wheelhouse behind the leading edge 
“a” (see Figure 5) boundary layer separation causes 
vortex H, the sense of rotation of which corresponds 
to that of the wheel (Figures 6-a, 6-c and 6-d)). In 
the case of larger yaw angle of the wheel 
approaching flow, vortex H will be complemented 
by the vortex (Fig. 6-a) caused by boundary layer 
separation along edge “b” in Figure 5. For the same 
reason vortex C develops over the upstream edge of 
wheel arch “d” in Figure 5. At a higher point of the 
wheel arch edge “d” vortex C separates and as a 
consequence of the interaction with the outside flow 
it turns beside the upper part of the wheel in the 
direction of flow beside the model and elongates 
towards the outside flow. It is an interesting 
characteristic of vortex C that it causes no inflow 
into the wheelhouse. 

In the interior of wheelhouse the flow is 
characterized mainly by vortices A, B, H, and E. 
The size of vortex A depends on the quantity of air 
entering the wheelhouse below section 3 of the 
leading edge and turned upwards by the rotating 
wheel. If the yaw angle of the wheel approaching 
flow is small, i.e. the fore-body length is big the 
flow rate entering vortex A is big, so this vortex 
dominates the flow field in the wheelhouse. In this 
case vortex B does not emerge, the air entering the 
wheel arch under section 1 of edge “ a ” will follow 
the same path as the flow entering under section 2, 
strengthening vortex E. With increasing yaw angle 
the flow rate of air entering the wheel arch under 
section 3 of edge “ a ” decreases, so the upstream 
part of the wheelhouse is filled by the air entering 
the wheelhouse under section 1 and forming vortex 
B. 

A large part of the air entering the wheelhouse 
flows out through vortex A: in the outer part of it air 
flows inside the wheelhouse and in the internal part 
of the vortex air flows out. If vortex B exists (for 
shorter fore-body, larger yaw angle) considerable 
outflow also occurs in this vortex. Air leaving the 
wheelhouse through vortex E gets in the underbody 
flow and – if the rear wheel is considered – it 
influences the flow field of the wake. 
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It should be noted that vortex tubes A, B, C, E 
elongate when entering the high-velocity flow 
beside the side wall and in the underbody gap, 
consequently they will be dissipated and disappear 
quickly. This process is clearly demonstrated by the 
streamlines of the calculated flow field. Vortices A 
and C can be seen at the front wheelhouses of 
vehicles in rainy weather when water drops 
dispersed by the wheels make the flow field visible. 

At the downstream part of the wheel arch 
outflow occurs in the gap between the wheel and 
the wheel arch, which is in agreement with the 
observation of Fabijanic [3]. As a consequence of 
boundary layer separation over the downstream 
edge of the wheel arch vortex S forms. If vortex B 
is present, it can influence the size of vortex S. 

4.3 Determination of aerodynamic 
forces 

For the investigations, the vehicle model shown 
in Figure 3-c was used. The surface of the basic 
body (no wheel and no wheelhouse) and simplified 
car body (wheel and wheelhouse, see Figure 3-c) 
was divided into parts and on the basis of flow 
fields calculated with the validated CFD model 
aerodynamic forces acting on these parts were 
determined by integrating the pressure and shear 
stress distribution over them. So the contribution of 
different body elements, wheel and wheelhouse to 
overall aerodynamic force coefficients was 
determined. The results reported here belong to 
Reynolds number Re=8.5·105 calculated with wheel 
diameter and undisturbed flow velocity. Where 
wheels were present, they were rotating and the 
ground was moving. 

The front face of the bodies includes the 
vertical wall and the surrounding rounded-up 
leading edges. It was concluded that the wheels and 
wheelhouses increase pressure on the front face, 
causing 37% increase in fore-body drag and 
decrease the pressure over the base that results in 
6% increase in base drag. This change can be 
explained by the effect of the lower part of the 
wheels that reduce the velocity of under-body flow 
and increase in this way the pressure on the lower 
side of the fore-body. The minor change of the base 
drag indicates the interaction of the wake of the 
wheels (mainly vortex E [15]) and that of the body. 
The overall increase of drag acting on the simplified 
car model as a consequence of the wheels and 
wheelhouses is 62% with respect to that of the basic 
model. Out of this, 17.2% is the increase of drag 
acting on the body (predominantly the increase of 
the sum of fore-body and base drag). In addition to 
this the drag acting on the wheels and wheelhouses 
causes individually 35.6% and 9.1%, respectively 
and 44.7% increase in overall drag. It can be 
concluded that ¼ and ¾ of the significant increase 
in drag can be assigned to an increase of drag on the 
body and on the wheel and wheelhouse, 

respectively. The majority 57.4% of increase is due 
to the drag acting on the wheel. 

The exact values presented above correspond to 
the vehicle model represented in Figure 3-c, but the 
proportions, tendencies and the basic mechanism 
can be concluded to be general. 

CONCLUSIONS 
This work reports the results of extensive 

investigations of the flow fields past wheels in 
wheelhouses of passenger cars by using numerical 
simulation. The validation of the numerical models 
was carried out by comparing the results of 
simulations (pressure distributions, aerodynamic 
forces) to those of experiments published in 
literature. Good agreement was achieved. 

Based on the simultaneous application of three 
alternative vortex detection methods a procedure 
was developed using the concept of vortex skeleton 
method and applied to detect dynamic structures, 
vortices in the flow field in wheelhouses. The 
complex analyses of flow field resulted in the 
definition of 8 vortices in the wheelhouse, out of 
which the existence of 7 vortices are found to be 
independent on the change of geometry of the 
vehicle body.  

From the viewpoint of flow in wheelhouses, i.e. 
the extent and strength of characteristic vortices, the 
main effect of the car body is the deflection of 
under-body flow towards the sides of the car, 
resulting in a yaw angle of attack when approaching 
the wheel. The wheelhouse flow has very little 
correlation with the flow along the sides of the 
vehicle. 

During the investigations it was found that the 
rotation of wheel has relatively small effect on the 
structure of the flow field if the gap between the 
wheel and the wheelhouse cavity is larger than the 
thickness of the boundary layers.  

It was found that the substantial increase of 
drag force is due mainly to the drag acting on the 
wheel and to the change of fore-body and base drag 
caused mainly by the wheel influencing the under-
body flow. Increase of lift force, on the other hand, 
is purely due to the flow field modification of the 
wheel and has no connection with the forces acting 
on the wheel and wheelhouse. 

Further investigation of the results of 
computations showed that the flow field, and thus 
the aerodynamic forces in wheelhouse are mainly 
influenced by the under-body flow through the 
lower opening of the wheelhouse and is slightly 
sensitive to the side gap coverage. 

Based on the results of numerical 
investigations, general conclusions can be drawn 
and development measures can be determined 
concerning the characteristics and control of 
aerodynamics of wheelhouses. 
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ABSTRACT 
There are several fluid dynamics calculations 

modelling the coolant water flow in the core of 
nuclear power plants. The main purpose of our 
experiments was to investigate flow conditions in 
the fuel assemblies of VVER type nuclear reactors 
and provide experimental results for validation of 
simulations. A well-specified particle image 
velocimetry (PIV) system was installed. The 
experimental models were made of plexiglas, in 
order to be transparent for the visible laser beam. 
The plexiglas vessels were filled with deionised 
water and with seeding material, and connected to a 
closed water circulation loop. Experiments were 
made with two small models, with a square vessel, 
and with a segment of a fuel assembly. Two 
dimensional velocity vector fields have been 
obtained. The capability of PIV method has been 
tested for detection the more than one order of 
magnitude velocity difference in the cross flow and 
mainstream. The experiments have shown that PIV 
method is an adequate procedure to give appropriate 
vector fields in the fuel assembly geometry 
determined flow conditions, and it is a suitable 
method for the verification of the calculations.  

Keywords: fuel assembly, nuclear reactor, PIV, 
subchannel 

 

NOMENCLATURE 
 

t0 [s] time of the first light pulse 
 generating the first particle image 

∆t [s] time between the two light pulses 
 generating the particle image pair 

v [m/s] absolute velocity magnitude 
 
 
 

1. INTRODUCTION 
The particle image velocimetry (PIV) is a state-

of-the-art, whole-flow-field velocity measurement 
technique, and provides also an outstanding 
possibility for comparing the computational results 
with experimental data. [1] 

PIV is a novel measurement technique that can 
be applied to the investigation the flow in the 
subchannels of the fuel assemblies of VVER type 
nuclear reactor. The main purpose of our 
experiments was to investigate the flow conditions 
and mixing processes in the subchannels of fuel 
assemblies, by determining two dimensional 
velocity distributions. Preliminary measurements 
realized with simplified models of a whole fuel rod 
bundle are discussed in this study. 

The experiments detailed below can prove the 
suitability of the installed PIV system to get 
appropriate velocity vector maps in the required 
condition. This can be the basis to use PIV as an 
experimental verification of CFD calculations. 

The main advantage to use PIV for this purpose 
is that it is a non-intrusive measurement technique. 
The seeding particles follow the flow completely 
without influencing it. 

 

2. EXPERIMENTAL EQUIPMENT 

2.1. Description of the PIV equipment 
The main parts of the PIV equipment are a Nd 

YAG laser system, a CCD camera, a system hub, 
and a software package.  

The laser system comprises two Nd YAG 
lasers, with optical flash lamps and quality switch, 
mounted in the same unit for the generation of the 
light impulses at t0 and t0+∆t separately. The 
alignment of the overlap of the two laser beams has 
to be set with mirrors. The frequency is doubled by 
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a second harmonic generator crystal; from the 
originally infrared light with the wavelength of 
1064 nm visible green light with the wavelength of 
532 nm is produced. There is also an optical 
attenuator applied, allowing a very fine adjustment 
of the laser energy. From the beam with circle 
cross-section a light sheet suitable to illuminate the 
investigated flow is produced with an optical lens 
system.  The repetition frequency can be adjusted 
up to 15 Hz. The diameter of the cross section of 
the laser beam (and so the thickness of the light 
sheet) is an important parameter for our 
experiments, as for measurement of the flow in the 
subchannels of the fuel assemblies a light-sheet 
with the width of about 1 mm required. The 
minimum light-sheet thickness proved to be about 
700 µm. 

The CCD camera has 2 million pixel resolution, 
the pixel clock frequency is 40 MHz, the maximum 
number of frame/s is 30. A Nikon lens is used with 
60 mm f2.8, and with a 532 nm filter. Some distance 
rings are also applied as in many cases of the 
measurements recordings made at about 100 mm 
distance are necessary. 

The system hub is also a very important part of 
the equipment. It can be considered as a central 
unit, connecting the laser, camera, and the PC 
together and responsible for their communication.  

The software package is running in a PC, and 
makes possible the acquisition and the analysis. The 
dimension of the interrogation area (the region on 
the particle image, producing one velocity vector) is 
user-selectable by altering the number of pixels in 
the side of the interrogation area. The particle 
images are recorded and stored. For producing 
velocity vector maps, the software offers advanced 
cross correlation methods. The numeric data 
underlying vector maps can be exported as ASCII 
values to a text file and can thus be used as input to 
other programs. One such application would be 
when comparing measured data with data calculated 
from a flow simulation program. [2] When 
recording a sequence of particle image pairs, there 
are more options to get an average result velocity 
vector map based on the determination of the 
average correlation function, the average velocity 
vectors, or the average particle image pair. [3]  

For seeding material polyamide particles with 
the diameter of 20 µm and density of 1.016 g/cm3 

were used. The particles were dispersed into the 
circuit. 

2.2. Description of the plexiglas models 
Two models were made of plexiglas. The 

vessels were filled with deionised water and with 
the seeding particles, and connected into a closed 
hydraulic loop, including the circulation pump, 
operated at room temperature and atmospheric 
pressure. 

As PIV means a new measurement technique 
for measuring the flow inside a fuel assembly, first 
a simple model was built in order to control the 
components of the installed PIV system and the 
whole measurement process. This model is a square 
shaped vessel providing convenient access for the 
laser and camera. (A schematic drawing can be seen 
on Figure 4.) As the inner dimensions are 250 × 160 
× 35 mm, it is designed thin enough in the third 
dimension, so the flow can be considered 
practically two dimensional.  

Based on the experiments of the simple model, 
another closed circulation loop was made, the so 
called fuel channel model. This serves as 
preparation for the measurements with a whole 
bundle of fuel elements arranged in a hexagonal 
lattice. The fuel channel model has two main types 
of parts. The middle unit includes the five half-rods 
following the hexagonal geometry, its length is 300 
mm; see Figures 1, 2, 3 and 9. The units with the 
inlet and outlet contain no half-rods, as it can bee 
seen on Figures 3, 6 and 9. 
 

 
Figure 1. Cross section of the fuel channel model 

 
Figure 2. Explanation of the positions of the half-
rods and the spacer grid in the fuel channel 
model, and the possible laser pathways 

With the fuel channel model a fragment of the 
total fuel rod bundle can be examined, where the 
flow is limited to a channel with a trapezoid cross 
section (see Figs.1 and 2). Two types of the middle 
unit of the fuel channel were investigated: without 
the spacer grid, and including it at the middle, 
according to Figs. 2 and 9. 
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3. MEASUREMENTS, RESULTS 
The main parameters of the measurements were 

set to the same value almost in all cases, as it is 
listed below. If there was a difference at a certain 
measurement, it will be indicated. Generally, the 
dimension of the interrogation areas was chosen 
32×32 pixels and 64×64 pixels respectively. The 
laser energy was set to 20% of the maximum, ∆t 
was chosen for 100 µs, and 10 s was sampled with 1 
Hz frequency. Thus, 10 image pairs (velocity vector 
maps) were produced, than an average was 
calculated; the results presented below are showing 
velocity profiles of the flow, averaged for 10 s. 
Although, in some cases other parameters were also 
tried, e.g. higher sampling frequency, lower ∆t, etc., 
but the optimal performance for the simple 
experiments (where the capabilities of the system 
were not completely utilized) proved to be at the 
parameters listed above. Higher sampling frequency 
would be necessary for example, when information 
about large-scale turbulent features is required. [4] 

 

 
 

Figure 3. The arrangement of the equipments 
with the fuel channel model 

Appropriate scaling is very important in order 
to get the absolute velocity magnitudes. This has to 
be determined for every single setup. The 
uncertainties will be discussed later.  

On Fig. 4 the setup of the measurement with the 
square vessel can be seen. The schematic drawings 
are showing the illuminated plane of the thin laser 
light sheet. A typical velocity vector map of this 
experiment produced in this plane can be seen on 

Figure 5. The range of v was between about 0.01 
and 0.5 m/s. 

On Figs. 3, 6 and 9 the setups of the main 
measurements with the fuel channel model are 
illustrated by the schematic drawings. They show 
the realized laser pathways. As a consequence of 
the hexagonal geometry there is a wall at 60° 
causing the refraction of the laser lights, it had to be 
taken into account. Two typical velocity vector 
maps obtained by measuring the outlet part can be 
seen on Figures 7 and 8. 

In the case shown on Fig. 7 no spacer was 
inserted, while Fig. 8 is showing a result with the 
spacer grid.  

 

 
Figure 4. Setup of the measurement with the 
square vessel 

 

 
Figure 5. Velocity vector map obtained in the 
square vessel. v is about 0.01 to 0.5 m/s. 
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In both cases the range of v was between about 0.1 
and 3.5 m/s, so there was more than one order of 
magnitude difference between the velocity 
maximum and minimum. 

Although there are no half-rods in the outlet 
part, their effect can be still discovered on both 
vector maps as plumes of higher velocities. 

In both cases an asymmetry of the flow can be 
observed resulting in a spiral-shaped flow at the 
outlet. This is caused by a little asymmetry of the 
plexiglas model, and gives a good opportunity to 
study irregular flow conditions in the fuel channel 
geometry. In the case without a spacer there is a 
little vortex, included little velocity magnitudes. On 
the other hand the result obtained with the spacer 
shows more symmetry, this can be assigned to a 
better mixing between the fuel rods. The velocity 
magnitudes in the vortex are about the minimum 
(~0.1 m/s), and just right beside it the maximum 
velocities (~3.5 m/s) appear in the two plumes. This 
result means that the installed PIV system is 
suitable for the detection and visualization of the 
more than one order of magnitude velocity 
difference in the cross flow and mainstream. 

Above, the mixing effect of the spacer was 
demonstrated by the results of the PIV 
measurements in the outlet part, which is about at 
150 mm distance from the spacer. The velocity 
vector map recorded just above the spacer is shown  

 

 
Figure 7. Velocity vector map obtained in the 
outlet part of the fuel channel model, without 
spacer included in the middle part. v is about 0.1 
to 3.5 m/s. 

 
Figure 6. Setup of the measurement with the fuel 
channel model 

 
on Fig. 9. This was the most difficult experiment as 
the laser sheet had to be positioned exactly into the 
space between the half-rods. From the possible laser 
pathways indicated on Fig. 2 the horizontal option 
was realized. The arrangement of the PIV 
equipment at this measurement can be seen on Figs. 
3 and 9 – this time the laser sheet was positioned 
from the top, since the spacer is not transparent. 
 

 
Figure 8. Velocity vector map obtained in the 
outlet part of the fuel channel model, when there 
was a spacer included in the middle part. v is 
about 0.1 to 3.5 m/s. 
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Because of the longer distance, the laser energy 

was doubled to 40%. On the vector map (Fig. 9.) 
the mixing effect of the spacer can be observed; 
along a few mm distance after the spacer the 
velocity vectors are jumbled. 

As in this study the results are qualitatively 
interpreted and visualized no overall uncertainty 
analysis was made. However, the error range of the 
velocity magnitudes can be well approximated by 
measuring the flow rate at a well known cross 
section of the loop – practically it was mounted into 
a transparent plastic tube which could be 
illuminated by the laser sheet. This way the 
averages of the measured velocities could be 
compared. The relative uncertainty maximum 
proved to be about 5 %. This can be assigned to the 
limitations of measuring the two dimensional 
projection of the particle velocities in the flow field. 
 
 

4. SUMMARY 
Preliminary measurements have been 

introduced to investigate the flow conditions and 
mixing processes in the subchannels of fuel 
assemblies of VVER type nuclear reactor. A PIV 
system was used to obtain two dimensional velocity 
vector fields; this is a novel measurement technique 
in this field of research. The purpose of the 
preliminary measurements was to prove the 
suitability of the installed PIV system to get 
appropriate velocity distributions in the hexagonal 
fuel assembly geometry. Very important also to 
prove PIV as an experimental verification tool of 
CFD calculations. 

The experiments were realized with the use of 
simple models made of plexiglas connected to a 
closed water circulation loop. After installation of 
the equipments, some test measurements were done 
with a simple plexiglas model to prove the 
reliability of the system. A simplified model of the 
fuel assembly was than examined.  

Based on the qualitatively interpreted results of 
experiments it was shown, that with the installed 
PIV system it is possible to determine the velocity 
distribution in the subchannels of the fuel element 
bundles, and to detect the mixing effect of the 
spacer grid. Also the parameters and capability of 
the PIV system are applicable for measurements of 
far bigger models and for higher velocities 
determined by a whole fuel rod bundle.  

 
 

 
 

Figure 9. Velocity vector map obtained between 
the half-rods in the fuel channel model just 
above the spacer. v is about 2.5 to 4 m/s. The 
dimensions of the recorded area (velocity vector 
map) are 4 ×15 mm.  
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ABSTRACT 
Nowadays, water disinfection with ultraviolet 

(UV) radiation becomes increasingly important. 
This work presents a simulation method to predict 
the disinfection efficacy of an UV disinfection 
reactor and compares the results to biodosimetric 
measurements.  

CFD calculations have been performed for a set 
of operation parameters. A discrete phase model 
was used to generate particle tracks. The fluence 
rate field inside the reactor has been simulated 
using several radiation models. Particle tracks and 
radiation models have been combined to calculate 
the reduction equivalent fluence (REF), an 
important quantity in biodosimetry. The obtained 
simulation results are compared to experimental 
data to assess the achieved accuracy.  

The simulated pressure loss of the reactor 
agreed very well with the experiments. In contrast 
to the biodosimetric measurements, only a limited 
amount of data for the flow field and fluence rate 
distribution is provided by Austrian standard 
certification procedures. Considering this, good 
predictions of the REF were obtained by the 
presented simulation method. Average error values 
varied between 7 and 25%, depending on the 
chosen radiation model. The potential use of this 
method for designing and improving UVD reactors 
has been demonstrated.  

Keywords: biodosimetry, CFD, particle tracking, 
radiation models, REF, UV disinfection 

NOMENCLATURE 
E’ [W/m²] fluence rate 
H’ [J/m²] fluence 

REF [J/m²] reduction equivalent fluence 
T [-] optical transmittance for 10mm of 

medium at λ=253.7nm 
d [m] optical path length 
dA [m²] infinitesimal area 
g [m] length of a cone generatrix 
n [-] refractive index 
r [m] radial distance 
x [m] axial distance 
λ  [m] wavelength 
θ [-] angle of incidence 
 
Subscripts 
1, 2, 3 air, quartz and water, respectively 
W, WO  with and without considering refraction, 

respectively 

1. INTRODUCTION 
Disinfection of potable and wastewater using 

additives like chlorine or ozone has a long tradition 
[1]. However, these treatments can result in the 
formation of disinfection by-products which are 
harmful to humans. Additionally, certain 
microorganisms are particularly resistant to 
chemical disinfection. Treatment with UV radiation 
offers a way out, since it is a purely physical 
process, producing very few by-products compared 
to chemical methods, and does not alter taste or 
chemical composition. For this reason, water 
treatment with UV radiation becomes increasingly 
important.  

Disinfection facilities exist in various sizes, 
ranging from conventional single-lamp reactors to 
up to 8000 lamp wastewater installations. 
Commonly, quasi-monochromatic as well as 
polychromatic ultraviolet lamps are employed 
whose radiation permeates the water flow. 
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Pathogenic microorganisms, which are present in 
the fluid, are deactivated by the incident photons 
and lose their danger of infection for humans. 

The efficacy of UV disinfection (UVD) reactors 
strongly depends on several design and operation 
parameters, namely fluence rate distribution in the 
reactor chamber, water mass flow and UV 
transmittance, as well as geometric and 
hydrodynamic properties of the reactor. This is why 
great care has to be exercised when adjusting these 
parameters to achieve optimal operation.  

In a normal design process, the last stage is the 
certification of the reactor for a certain set of 
operational parameters. In Austria, this certification 
uses biodosimetric tests (frequently called 
“bioassay”) according to ÖNORM M 5873-1 [2]. If 
this certification fails, part of the design process has 
to be repeated. The certification procedure and 
necessary construction of a prototype is costly and 
time-consuming. The increasingly powerful 
numerical simulation techniques available enable 
the designer to predict reactor performance under 
certain operating conditions without incurring the 
high cost of prototype construction and 
certification. This also makes it possible to examine 
many different parameter configurations with 
respect to their performance. In the traditional 
design process, different operating points need to be 
certified to determine the disinfection efficacy.  

UV disinfection and the associated processes 
have been investigated by several researchers. The 
main areas of research are radiation modelling and 
measurement [3-8], analysis and simulation of the 
performance of UV disinfection reactors [9-12], 
bacterial inactivation and repair processes [13-18] 
and others [19-22]. The guidance manual of the 
U.S. Environmental Protection Agency [23] 
provides extensive information on many aspects of 
the implementation of UV disinfection systems.  

The aim of this work is to combine the different 
aspects of UVD into an overall simulation of a 
small UVD reactor. This simulation includes 
Computational Fluid Dynamics (CFD) simulation 
of the water flow, particle tracking of 
microorganisms in the water and radiation 
modelling of the radiation emitted by the UV lamp. 
As a result, the calculated disinfection efficacy of 
the UVD reactor is compared to results from three 
different certification reports [24]. 

2. METHODS 

2.1 Ultraviolet Disinfection 
UV light for disinfection applications is 

produced in mercury vapour arc lamps. In the 
reactor examined in this work, a low-pressure (LP) 
lamp was used. This lamp uses mercury vapour 
with a pressure of <1.3 kPa. This causes one sharp 
emission line at λ = 253.7 nm. 

UVD disinfects water by deactivating the 
contained microorganisms. This happens when 
high-energy photons of the so-called germicidal 
band (with a wavelength between 200 and 300nm) 
cause a transformation of a microorganism’s DNA, 
inhibiting its ability to replicate [19]. 

2.2 Biodosimetry 
The last step in the UVD reactor design process 

is to check if the reactor reaches the necessary 
disinfection efficacy under specified operating 
parameters. This validation is realized with the 
biodosimetry or bioassay method: 

A surrogate (challenge) microorganism is 
injected into the water flowing through the UVD 
system. The reduction (i.e. the fraction of surviving 
microorganisms) is measured for a set of desired 
operating parameters (mainly flow rate, water UV 
transmittivity and lamp power) by cultivating and 
counting water samples from before and after the 
reactor. Since the delivered UV fluence (see section 
2.6 for a definition) cannot be measured directly, 
the received fluence has to be related to the 
surrogate microorganism’s reduction in a separate 
test. This relation, the survival curve, is normally 
generated with a collimated beam experiment 
beforehand. This curve is used to determine the 
reduction equivalent fluence (REF) from the 
reduction values (see section 2.6).  

The Austrian standard for UV disinfection with 
LP UVD reactors, ÖNORM M 5873-1 [2], requires 
a minimum REF of 400 J/m² and Bacillus subtilis 
spores as a challenge microorganism. The spores 
are roughly cylindrical with approximately 1µm in 
length and 0.5µm in diameter. A detailed 
description of certification processes can be found 
in [23].  

Recently, the actual fluence distribution of a 
reactor has been measured using fluorescent 
microspheres. This technique could improve 
confidence in the use of mathematical models for 
UVD and complement biodosimetry testing [3]. 

2.3 The UVD reactor 
The modelled reactor is a single low-pressure 

lamp, closed-channel, axial flow reactor designed 
for flow rates ranging from 0.7 to 6m3/h, with a 
lamp power rating from 60 to 130W. 

As can be seen in Figure 1, the model of the 
reactor comprised not only the reactor chamber 
itself, but also an inlet region before the inlet 
pressure sensor, an elbow connected to the reactor 
vessel and an outlet pipe. It was important to 
include these segments into the actual simulation, 
because they mimicked the situation at validation as 
closely as possible, and they had a great influence 
on the velocity distribution of the flow when 
entering the reactor. The reactor vessel had an inner 
diameter of 100mm and a length along the main axis 
of 1048mm. The quartz sleeve protecting the UV 
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lamp was located along the main axis of the reactor 
and had an outer diameter of 30mm, running along 
the entire length of the reactor. The inlet and outlet 
pipes had several different diameters ranging from 
37 to 43mm, creating several forward and backward 
facing steps in those regions. Shortly above the 
reactor vessel inlet, an annular plate with 8 evenly 
spaced circular holes was welded into the reactor. 

 

Figure 1. 3D model of the UVD reactor. a: water 
inlet, b: pressure sensor, c: UV sensor window,  
d: water outlet 

2.4 Computational Fluid Dynamics 
The mesh of the reactor consisted of 

approximately 3 million cells, with the smallest 
cells 1.2mm in size. Additionally, a mesh adaptation 
was made to improve resolution where necessary. 

From the validation reports, data for 23 
different sets of operational parameters (“cases”) 
were available. For these cases, steady-state 
calculations have been carried out with the CFD 
package Fluent, using the realizable-k-ε turbulence 
model. Additionally, for one case, the elbow has 
been transformed into a straight pipe to judge the 
influence of the elbow on the disinfection 
performance. Thus, the disinfection simulation 
could be performed for 24 different cases 
encompassing the whole operational spectrum of 
the UVD reactor. 

It is possible that significant fluctuations occur 
in the water flow, which influence disinfection 
results, but cannot be reproduced by steady-state 
calculations. Unfortunately, at the time being, 
unsteady calculations were computationally too 
expensive to perform, especially in light of potential 
future industry applications of UV disinfection 
simulation. 

2.5 Particles 
Particle tracking was performed for simulated 

Bacillus subtilis spores having the density of the 
surrounding water.  

The particle tracking was performed with a 
ready-made discrete phase model: Particle tracks 
are calculated by solving the force balance equation 
for the particle in question. A formulation for non-
spherical particles was used in the drag term to 
account for the cylindrical form of the particles 
[25]. 

Particles were injected at every cell location of 
the inlet face, which resulted in 1666 particles. This 
number was too small for reliable calculations. 
Thus, a stochastic tracking approach using a 
random-walk model was included. In this approach, 
the interaction of a particle with a succession of 
discrete stylized fluid phase turbulent eddies is 
simulated. Each eddy is characterized by a Gaussian 
distributed random velocity fluctuation and a time 
scale. The magnitude of the velocity fluctuation is 
calculated with the turbulent kinetic energy and a 
random number. Using this model, multiple non-
identical particle paths (“tries”) can be computed 
for a single cell on the inlet face. Thus, the number 
of particles can be increased, only limited by the 
memory capacity of the calculating workstation. It 
has been found that 16 tries, resulting in 
approximately 26600 particle paths, were a good 
compromise between accuracy and computational 
demand. 

The spores are small enough and in such low 
concentrations that an interaction with the fluid 
phase could be ruled out. 

2.6 Radiation 
The main relevant radiation quantities in UVD 

are: 
• Fluence rate (E’): the radiant power passing 

from all directions through an infinitesimally small 
sphere of cross-sectional area dA, divided by dA. 
Fluence rate and irradiance are similar, but 
conceptually quite different terms. Since a 
microorganism can receive UV radiation from any 
direction (especially with multiple lamps involved), 
fluence rate is the appropriate term to use in a UV 
reactor [8]. 

• Fluence or UV Dose (H’): defined as the total 
radiant energy from all directions passing through 
an infinitesimally small sphere of cross-sectional 
area dA, divided by dA. The fluence is the fluence 
rate times the irradiation time in seconds [8]. 

• Reduction equivalent fluence (REF): To be 
able to compare different reactor designs, which 
may have been evaluated with different challenge 
microorganisms, the reduction is unsuitable. To 
obtain a more comparable quantity, the fluence 
distribution has to be weighted with the survival 
curve, yielding the REF. This quantity can easily be 
calculated by forming the inverse function of the 
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survival curve, and inserting the calculated total 
reduction [2, 16]. 

2.6.1 Optics 
In UVD reactors, UV radiation from the lamp 

has to travel through a layer of air surrounding the 
lamp and pass the quartz sleeve encasing the lamp 
before it reaches the water to be disinfected. This 
causes the radiation to be attenuated by the 
reflection and absorption processes as it travels 
along the optical path. A depiction of these different 
factors and a typical optical path for the examined 
UVD reactor is shown in Figure 2. Furthermore, 
values for the relevant optical parameters used in 
this work are given in Table 1. 

 

Figure 2. Optical path in the UVD reactor: Light 
is travelling from the source on the x-axis to the 
destination coordinate 

Table 1. Optical parameters of the examined 
reactor at λ = 254nm. Transmittance values are 
for 10mm of material 

 Air Quartz Water 
Refractive index n1 n2 n3 

 1 1.506 1.376 
Transmittance T1 T2 T3 

 1 0.8208 differs 
Layer thickness r1 r2 r3, max 

 13mm 2mm 35mm 
 

It has been found [8] that for drinking water 
applications (with a water transmittance of T3 > 
0.7), the effects of refraction and reflection at media 
interfaces have to be included to permit an accurate 
calculation. 

2.6.2 Focus effect 
Another component of refraction is the focus 

effect [9]. Considering no refraction, the radiation 
power emitted from a point source within a finite 
difference angle 2∆θ1 (see Figure 3) and travelling 
for a distance of d1+d2+d3, would cover a circle 
with a diameter of gWO. When exploiting the 
cylindrical symmetry of the lamp, this cross-section 
becomes a frustum or truncated cone of area AWO 
with an aperture angle of 2θ1, the lamp axis as 
frustum axis and the generatrix gWO.  

Now, when including refraction at the media 
interfaces, while keeping the optical path length 
d1+d2+d3 constant, this frustum has the area AW, the 
aperture angle 2∆θ3 and the generatrix gW.  

Liu [9] introduced the so-called focus factor, 
which describes the extent by which the focus effect 
concentrates the light, thus changing the fluence 
rate at any given point. This focus factor is the ratio 
of the two aforementioned frustum areas AWO and 
AW. It has been calculated to: 
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Figure 3. The focus effect: The optical path with 
and without refraction and the resulting 
generatrices gW and gWO for the focus effect 
calculation are shown 
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2.6.3 Radiation modelling 
For all radiation models treated in this section, 

the fluence rate has been calculated with self-
developed routines for a cylindrical grid which 
filled the reactor chamber. 

A refinement study has been performed to 
obtain the necessary grid resolution. The fluence 
rate along several straight paths was evaluated for 
increasingly coarse grids. The deviation of said 
values from the values for the smallest 
computationally possible cell size was computed. 
The size of the grid cells at the outer quartz sleeve 
surface was determined by deciding that neither the 
maximum deviation nor the mean + 3 standard 
deviations for any given path should exceed 1%. It 
was found that a cell size of 2mm was sufficient for 
this criterion. 

To successfully calculate the fluence rate, the 
calculation of the refraction angles θ is necessary. 
The relevant relation, Eq. (2), can be found by using 
Snell’s law and trigonometry. To ease calculation, 
all angles have been related to θ1.  
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Unfortunately, this equation can only be solved 

numerically. This was accomplished with Brent’s 
method, a root finding algorithm described in [26]. 
After finding θ1, all other optical quantities can 
easily be calculated. 

Several radiation models have been 
implemented: 

The Multiple Point Source Summation with 
focus effect (MPSS-F) represents the UV lamp as a 
number of point sources. The fluence rate at a 
certain point in the reactor is calculated by 
summing up the fluence rate values of all point 
sources. The focus effect has been included in this 
model.  

In the Multiple Segment Source Summation 
(MSSS) model, the point sources are replaced by 
cylindrical segment sources, resulting in an 
additional cos θ1 term. This model has also been 
included with the focus effect (MSSS-F). MSSS-F 
models the physical processes most closely of all 
presented models. 

The Line Source Integration (LSI) model is the 
continuous or integral version of the MPSS model. 
These models are mathematically identical as the 
number of point sources approaches ∞ [9]. 
However, a computationally fast closed-form 
solution only exists in absence of absorption, 
reflection and refraction. To correct for this 
shortcoming, Liu [9] developed the attenuation 
factor approach, where the LSI model is multiplied 

with a correcting attenuation factor. In this work, an 
attenuation factor which used the MSSS-F model 
was used (LSI-F). 

Bolton and Liu developed a modified form of 
the LSI model to correct inaccuracies when 
approaching the quartz sleeve [9]. This model, 
called RADLSI, was implemented with a MPSS 
attenuation factor. 

A more extensive description of the different 
models can be found in [9]. 

2.6.4 Refinement 
Again, a refinement study has been done to find 

the number of necessary sources for the different 
radiation models.  

For the MPSS and MSSS models, the fluence 
rate at 4 points in the reactor volume was calculated 
using a MSSS-F model with an increasing number 
of sources ranging from 10 to 10000. Afterwards, it 
was decided that to be sufficiently accurate, the 
calculated fluence rate at any point should not 
deviate by more than 1% from the value for 10000 
sources. This was deemed to sufficiently represent 
the fluence rate in the limit of an infinite number of 
sources. It was found that 2000 sources were 
sufficient to fulfil this criterion. Thus, 2000 sources 
were used for the MPSS/MSSS models. 

An important advantage of LSI models over 
MPSS/MSSS is the greatly reduced computational 
cost. Thus, choosing 2000 sources, while being very 
accurate, is impracticable because it would 
neutralize this advantage. When plotting fluence 
rate values of axial paths, it turns out that an 
insufficient number of sources leads to unnatural 
oscillations in the fluence rate distribution. Since 
these oscillations are worst at small distances to the 
lamp, a path adjacent to the quartz sleeve was 
evaluated. It was found that 100 sources were 
enough to eliminate the unphysical oscillations 
when using LSI models. 

2.6.5 UV reference sensor 
An important part of the radiation calculation is 

the determination of the irradiance of the UV 
reference sensor in the reactor vessel: This value 
was the only available radiation measurement with 
which to check the radiation model. Unfortunately, 
the conversion efficiency from electrical power to 
light at 253.7nm is not measured during 
certification processes, and only the electrical 
power rating was given in [24]. Furthermore, some 
validation cases use reduced lamp power to 
simulate an aged lamp near the end of its designated 
lifetime.  

For these reasons, a sensor simulation was 
developed, including the known sensor assembly 
geometry and parameters into a MSSS-F model. 
With this sensor model, the radiation models were 
calibrated. The MSSS-F model was deemed most 
appropriate for this task since it matches the 
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occurring physical processes best of all treated 
radiation models. The UV conversion efficiency 
was adjusted such that the simulated sensor reading 
equalled the experimental reading from the 
validation reports. 

2.6.6 Disinfection calculation 
When particle tracks and fluence distribution 

are known, a fluence value is calculated for each 
particle. This fluence value is combined with the 
survival curve to determine the reactor’s reduction. 
From the reduction, the REF is easily calculated. 

3. RESULTS 

3.1 CFD 
To compare the CFD results against the 

experiments, pressure loss data were available from 
the validation reports. A quadratic fit (R²=0.9981) 
has been calculated, and the CFD pressure loss 
information has been compared to these two data 
sets. The mean of the absolute values of the error 
(in %) has been calculated. Compared to the 
experiment and fit, mean values of 5.4 and 3.2%, 
respectively, have been obtained. 
Replacing the elbow with a straight pipe reduced 
the pressure loss by 6.6%. It has been found that the 
inlet pipe is responsible for about 50% and the 
reactor chamber for about 40% of the pressure loss.  

3.2 Radiation models 
The fluence rate distribution has been evaluated 

along several axial and radial paths in the reactor. 
Reactor validation according to ÖNORM M 5873-1 
[2] does not demand a laborious measurement of 
the radiation distribution in the reactor. Thus, only 
the reference sensor data were available. This data 
already being needed for the UV efficiency 
calibration, the different radiation models could 
only be compared among themselves. 

It has been found that there is an excellent 
agreement between the MSSS-F and LSI-F models. 
This is consistent with findings in [9]. 
Calculating a fluence rate field for the reactor with 
the MSSS-F model takes approximately 17 times as 
long as with a LSI-F model. Therefore, using the 
LSI-F model seems to be highly tempting. 
However, one should keep in mind that the fluence 
rate calculation takes a rather small part of the 
computation time compared to particle track 
generation and particle fluence calculation, 
especially for a high number of particle tracks. 
When comparing the MSSS, MSSS-F and MPSS-F 
results, it can be concluded that the influence of the 
focus effect (i.e. the difference between MSSS and 
MSSS-F) is far smaller than the influence of the 
segment source representation (i.e. the difference 
between MPSS-F and MSSS-F). Thus, it was 
concluded that implementing segment sources is 

definitely necessary. Fortunately, this does not 
measurably increase computation time, and thus has 
no drawbacks. 

3.3 Disinfection 
Disinfection simulations have been performed 

for 24 cases. Figure 4 shows the REF values 
obtained with the UVD simulation. Black crosses 
are the experimental results with error bars from 
[24]. The different results have been connected with 
lines only to guide the eye and facilitate analysis.  

 

Figure 4. Disinfection simulation results: REF. 
The simulated REF values for the different cases 
and experimental results with error bars are 
shown. Connecting lines have been added to ease 
analysis 

As expected from the fluence rate distributions, 
the MPSS-F model generally produces the highest 
REF values. All other plots typically are very close 
together. Also, MSSS-F and LSI-F produce nearly 
identical results - the MSSS-F plot is not visible 
because it lies behind the LSI-F plot. This further 
confirms that the LSI-F model is a good 
approximation of the MSSS-F model. 

Figure 5 shows a plot of the relative errors of 
the different radiation models. An analysis of the 
error value distribution has been done. Mean value 
and standard deviation of the errors have been 
calculated for all radiation models and cases, 
excluding the case with the straightened elbow 
(case 24) because it has a different geometry. The 
results can be found in Table 2. 

Table 2.  Error statistics. Mean value and 
standard deviation of REF simulation errors (in 
%) are given for different radiation models 
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Figure 5. Disinfection simulation results: relative 
error. The relative error is plotted for the 
different cases. Connecting lines have been 
added to ease analysis 

The MSSS model produces the smallest mean 
error, and also the smallest standard deviation. 
MSSS-F and LSI-F rank next, producing virtually 
identical results. RADLSI comes next, and MPSS-F 
produces the least accurate results. However, one 
has to keep in mind that the UV efficiency was used 
to calibrate the radiation models such that the 
experimental reference sensor reading is matched 
by the MSSS-F model. A different UV efficiency 
value would shift all REF results up or down, thus 
changing the error values and the ranking of the 
different radiation models. 

The consistently positive mean values show 
that all radiation models generally over-predict the 
REF values. This over-prediction may be corrected 
by shifting the resultant REF values by a certain 
value. However, the amount of this shift may be 
influenced by e.g. geometry, and thus cannot be 
assumed to be generally valid. 

3.3.1 Straight inlet pipe 
The REF values for the different radiation 

models for case 24 show an average drop in REF of 
2% compared to the same case with an elbow (case 
13). This does not seem to be significant as such a 
fluctuation is very small. 

3.3.2 Fluence histograms 
Using the data from the UVD simulation, 

fluence histograms can easily be calculated. Figure 
6 displays a typical histogram, showing the fluence 
distribution for case 13 using the MSSS-F model. 
The resultant REF of the fluence distribution is 
additionally shown. The x-axis scale has been 
limited to 3000 J/m2 to improve display of the 
relevant portion of the fluence histogram. Actual 
fluence values reach up to 5200 J/m2, but the 
particle counts are negligibly small above the 
chosen limit. 

 

Figure 6. Calculated fluence histogram for case 
13 using the MSSS-F model. The resultant REF 
of the fluence distribution is indicated 

4. CONCLUSIONS 
A simulation method to predict UV reactor 

disinfection performance has been presented. 
Calculations have been performed for several 
radiation models and have been compared to 
biodosimetric measurements. Considering the 
limited amount of available experimental data for 
the flow field and fluence rate distribution, good 
predictions of the REF were obtained. The potential 
use of this method for designing and improving 
UVD reactors has been demonstrated. 

Future work will encompass unsteady CFD 
calculations, which will yield unsteady particle 
tracks. Furthermore, different reactor geometries 
can be examined. Ray-tracing can additionally be 
employed to include reflection at the reactor walls. 

REFERENCES 
[1] Gelzhäuser, P., Bewig, F., Holm, K., Kryschi, 

R., Reich, G., and Steuer, W., 1985, 
Desinfektion von Trinkwasser durch 
UVBestrahlung, vol. 182 of Kontakt & 
Studium, Technische Akademie Esslingen and 
expert verlag. 

[2] Österreichisches Normungsinstitut, 1021 Wien, 
2001, ÖNORM M 5873-1: Anlagen zur 
Desinfektion von Wasser mittels Ultraviolett- 
Strahlen - Anforderungen und Prüfung - Teil 1: 
Anlagen mit Quecksilberdampf-
Niederdruckstrahlern.  

[3]  Bohrerova, Z., Bohrer, G., Mohanraj, S. M., 
Ducoste, J., and Linden, K. G., 2005, 
“Experimental Measurements of Fluence 
Distribution in a UV Reactor Using Fluorescent 
Microspheres”, Environ. Sci. & Technol., vol. 
39, pp. 8925-8930, accepted August 29, 2005. 

[4]  Ducoste, J. J., Liu, D., and Linden, K., 2005, 
“Alternative Approaches to Modeling Fluence 
Distribution and Microbial Inactivation in 

597



Ultraviolet Reactors: Lagrangian versus 
Eulerian”, Journal of Environmental 
Engineering, vol. 131, pp. 1393-1403. 

[5]  Ducoste, J. and Linden, K., 2005, 
“Determination of ultraviolet sensor location 
for sensor set-point monitoring using 
computational fluid dynamics”, J. Environ. 
Eng. Sci., vol. 4, pp. 33-43. 

[6]  Jin, S., Linden, K. G., Ducoste, J., and Liu, D., 
2005, “Impact of lamp shadowing and 
reflection on the fluence rate distribution in a 
multiple low-pressure UV lamp array”, Water 
Research, vol. 39, pp. 2711-2721. 

[7]  Bolton, J. R., Wright, H., and Rokjer, D., 2005, 
“Using a mathematical fluence rate model to 
estimate the sensor readings in a multi-lamp 
ultraviolet reactor”, J. Environ. Eng. Sci., vol. 
4, pp. 27-31. 

[8]  Bolton, J. R., 2000, “Calculation of ultraviolet 
fluence rate distribution in an annular reactor: 
Significance of refraction and reflection”, Wat. 
Res., vol. 34, pp. 3315-3324. 

[9]  Liu, D., 2004, “Numerical Simulation of UV 
disinfection reactors: Impact of fluence rate 
distribution and turbulence modeling”, Ph.D. 
thesis, North Carolina State University. 

[10] Chiu, K., Lyn, D., Savoye, P., and III, E. B., 
1999, “Integrated UV Disinfection Model 
Based in Particle Tracking”, Journal of 
Environmental Engineering, vol. 125, pp. 7-16. 

[11] Downey, D., Giles, D., and Delwiche, M., 
1998, “Finite element analysis of particle and 
liquid flow through an ultraviolet reactor”, 
Computers and Electronics in Agriculture, vol. 
21, pp. 81-105. 

[12] Buffle, M.-O., Chiu, K.-P., and Taghipour, F., 
2000, “UV reactor conceptualization and 
performance optimization with computational 
modeling”, Proceedings WEF Specialty 
Conference on Disinfection, New Orleans, LA. 

[13] Kowalski, W., Bahnfleth, W., Witham, D., 
Severin, B., and Whittam, T., 2000, 
“Mathematical Modeling of Ultraviolet 
Germicidal Irradiation for Air Disinfection”, 
Quantitative Microbiology, vol. 2, pp. 249-270. 

[14] Zimmer, J. and Slawson, R., 2002, “Potential 
Repair of Escherichia coli DNA following 
Exposure to UV Radiation from Both Medium- 
and Low-Pressure UV Sources Used in 
Drinking Water Treatment”, Applied and 
Environmental Microbiology, vol. 68, pp. 3293-
3299. 

[15] Cabaj, A., Sommer, R., Pribil, W., and Haider, 
T., 2002, “The spectral UV sensitivity of 
microorganisms used in biodosimetry”, Water 

Science and Technology: Water Supply, vol. 2, 
pp. 175-181. 

[16] Cabaj, A. and Sommer, R., 1999, 
“Measurement of UV-Radiation with 
Microorganisms (Biodosimetry)”, R. Matthes 
and D. Sliney (editors), Measurements of 
Optical Radiation Hazards, A Reference Book, 
ICNIRP, CIE. 

[17] Cabaj, A., Sommer, R., and Schoenen, D., 
1996, “Biodosimetry: Model calculations for 
UV water disinfection devices with regard to 
dose distributions”, Water Research, vol. 30, 
pp. 1003-1009. 

[18] Mamane-Gravetz, H., Linden, K. G., Cabaj, A., 
and Sommer, R., 2005, “Spectral Sensitivity of 
Bacillus subtilis Spores and MS2 Coliphage for 
Validation Testing of Ultraviolet Reactors for 
Water Disinfection”, Environmental Science 
and Technology, vol. 39, pp. 7845-7852. 

[19] Das, T. K., 2001, “Ultraviolet disinfection 
application to a wastewater treatment plant”, 
Clean Products and Processes, vol. 3, pp. 69-
80. 

[20] Das, T. K., 2002, “Evaluating the life cycle 
environmental performance of chlorine 
disinfection and ultraviolet technologies”, 
Clean Technologies and Environmental Policy, 
vol. 4, pp. 32-43. 

[21] U.S. Environmental Protection Agency, 1999, 
“Ultraviolet Disinfection”, Wastewater 
Technology Fact Sheet. 

[22] Jeyanayagam, S. and Bryck, J., 2002, “Practical 
Considerations in the Use of UV light for 
Drinking Water Disinfection”, presented at the 
International Conference on Environmental 
Engineering in Niagara Falls, Ontario, Canada. 

[23] U.S. Environmental Protection Agency, 2003, 
Ultraviolet Disinfection Guidance Manual, 
Draft, Washington, DC. 

[24] Hirschmann, G., Cabaj, A., Sommer, R., Mann, 
M., Pascoli, G., Windischbauer, G., and Rotter, 
M., 2004 and 2005, “Biodosimetrische und 
strahlungsmesstechnische Untersuchung einer 
UV-Desinfektionsanlage für Trinkwasser mit 
Niederdruck Quecksilberdampfstrahler, ”, 3 
technological reports, ÖFPZ Arsenal 
Ges.m.b.H., Veterinärmedizinische Universität 
Wien, Medizinische Universität Wien. 

[25] Fluent Inc., Lebanon, NH, USA, 2005, 
FLUENT 6.2 User’s Guide. 

[26] Press, W. H., Teukolsky, S. A., Vetterling, W. 
T., and Flannery, B. P., 1992, Numerical 
Recipes in C, The Art of Scientific Computing, 
Press Syndicate of the University of 
Cambridge, 2nd edition. 

598



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

MATHEMATICAL MODELLING AND SIMULATION OF NATURAL 
CONVECTION OF OIL INSIDE DISTRIBUTION TRANSFORMERS 

Jon GASTELURRUTIA1, Juan Carlos RAMOS2, Alejandro RIVAS3,  
Josu IZAGIRRE4, Luis DEL RÍO5 

 
1 Corresponding Author. Research engineer. Fluid Flow and Thermal Engineering Chair - Department of Mechanical Engineering. 
TECNUN (University of Navarra). Paseo Manuel Lardizábal 13, 20018 San Sebastián, Spain. Tel.: (+34) 943219877, Fax: (+34) 
943311442, E-mail: jgastelurrutia@tecnun.es 
2 Professor. Fluid Flow and Thermal Engineering Chair - Department of Mechanical Engineering. TECNUN (University of Navarra). E-
mail: jcramos@tecnun.es 
3 Professor. Fluid Flow and Thermal Engineering Chair - Department of Mechanical Engineering. TECNUN (University of Navarra). E-
mail: arivas@tecnun.es 
4 Patents & projects manager. Ormazabal Corporate Technology. E-mail: jiz@ormazabal.com 
5 Research engineer. Ormazabal Corporate Technology. E-mail: lre@ormazabal.com 

 

ABSTRACT 
Oil flow and heat dissipation by natural 

turbulent convection inside a distribution 
transformer have been modelled using 
Computational Fluid Dynamics (CFD) techniques. 
Three mathematical models of the transformer have 
been developed. The first one is a complete three-
dimensional model of the entire transformer. The 
other two are 3D simplified models consisting of 
perpendicular “slices” of the transformer contained 
inside planes equally spaced between two fins. The 
results of one of the slice models are in agreement 
with the results of the complete one. This allows the 
use of the simplified model to perform the analysis 
and optimisation of the cooling phenomena in the 
transformer in order to reduce the “hot-spot” and 
the top oil temperatures. The temperature 
distribution of the oil, the oil flow pattern and the 
temperature distributions on the external and 
internal surfaces can be obtained from simulations. 
The influence on the results of two different 
turbulence models with two near wall approaches 
has been analysed. Some discrepancies have been 
found with experimental values. Calibration of the 
external convective boundary conditions is needed 
in order to obtain better adjustment. 

Keywords: CFD, distribution transformers, heat 
transfer, “hot-spot” temperature, natural 
convection, turbulence models 

NOMENCLATURE 
PrT [-]    turbulent Prandtl number 
T [K]    temperature 
cp [J/kg·K]    specific heat 

k [m2/s2]    turbulent kinetic energy 
p [Pa]    total pressure 
ui [m/s]    velocity magnitude components  
xi [m]    Cartesian coordinates 
δij [-]    Kronecker delta 
ε [m2/s3]    dissipation rate of k  
λ [W/m·K ]    thermal conductivity 
λT  [W/m·K ]    turbulent thermal conductivity 
µ [kg/m·s]    dynamic viscosity 
µT  [kg/m·s]    turbulent viscosity 
ρ [kg/m3]    density 
τij [N/m2]    stress tensor 

t∆  [s]    time step 

1. INTRODUCTION 
A distribution transformer is one of the most 

common elements of an electrical power delivery 
network. They are usually confined inside 
prefabricated concrete enclosures called 
“substations” to ensure security and protection, but 
this normally makes difficult the optimal 
refrigeration of the transformers. Moreover, 
validation tests on transformers are normally carried 
out under open air operation, and it is often difficult 
to extrapolate the results when they are operating 
inside the substations. 

The main purpose of the experimental tests is to 
determine the top oil and the “hot-spot” 
temperatures of the transformer in a normal 
operating state. Both temperatures are critical 
factors in transformer loading and they are directly 
related to the ageing of the transformers [1]. The 
direct determination of these temperatures is an 
extremely complicated and expensive task. It is 
desirable to generate a mathematical model that can 
predict the values and analyse the improvements of 
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the refrigeration of transformers with low 
economical costs. 

Different works have studied the performance 
of the transformers by means of simplified 
equivalent thermal circuits [2-4]. These models are 
based on characteristical temperatures inside the 
transformer and they can be used to determine load 
capability and ageing of transformers. Their main 
limitations are that the models must be adjusted for 
each transformer and the analysis of the 
refrigeration is restricted. The equivalent thermal 
circuit model idea has been applied to entire 
transformer substation enclosures in other works 
[5], but with similar limitations. 

Knowledge of the actuating real physical 
phenomena is required to improve transformer 
refrigeration. The oil flow inside the transformer 
enclosure must be studied, different coil channel 
configurations must be compared and the influence 
of hollow fins must be measured. In order to make 
that possible, simplified thermal circuit models are 
not useful and other mathematical models must be 
developed and studied. Several works have also 
been carried out in that direction [6-8]. In these 
works the authors developed models of the interior 
of different transformers and solved them using the 
Finite Volume Method (FVM). Ramos et al. 
developed a FVM based model for both a 
transformer and an entire transformer substation [9]. 

In the present work, the oil flow and the heat 
dissipation by natural turbulent convection inside a 
distribution transformer have been modelled using 
the FVM in order to obtain a model that represents a 
real transformer with sufficient accuracy. With this 
model it is possible to analyse the influence of 
diffe rent variables (turbulence models, precise 
boundary conditions, etc.) affecting its performance 
and to identify the fundamental parameters 
governing the heat exchange process. Lastly, with 
all this information, it would be possible to develop 
a simplified model and to implement it in an 
application tool in order to be used by transformer 
designers to analyse and optimise the refrigeration. 

The developed models will be used to study the 
internal oil flow pattern and the influence of 
different constructive elements on it. Other 
interesting results will be the oil temperature and its 
thermal stratification, and the temperatures and heat 
fluxes on the surfaces of the transformer. 

In conclusion, the model presented here aims at 
providing transformer manufacturers with a valid 
simplified tool to estimate the internal and external 
highest temperatures of a transformer, and to 
analyse means of reducing them properly at 
minimum cost. 

2. MODELLING OF THE DISTRIBUTION 
TRANSFORMER 

2.1. Description of the system 
In Figure 1, the distribution transformer 

modelled in the present work inside its respective 
substation is represented. 

 
Figure 1. General view of the distribution 
transformer inside the substation 

The specific modelled substation transformer 
has an input voltage of 25 kV and a power of 630 
kVA. Its height is around 1 m and the area of the lid 
is approximately 0.65 m2. It has two main sources 
of internal heat generation due to power losses. The 
first one is the conductive losses in the coils, and 
the second one the magnetic losses in the core. The 
coils have a particular channel configuration in 
order to ensure dielectric insulation and good 
refrigeration. The coils are made of copper with 
special oil saturated insulating paper and the core is 
made of laminated steel. 

The transformer is filled with oil with suitable 
dielectric and heat conductive properties. Three of 
the lateral walls of the casing have a distribution of 
hollow fins to increment the effective dissipation 
area. In the remaining lateral wall there are no fins 
because there is a connection backpack. Using 
superimposed extra hollow fins on the extremes 
makes up this net loss of dissipation area. It is 
known that hollow fins are much more effective 
than solid ones at dissipating heat [9]. 

The heat is  dissipated from the outer surface of 
the transformer by natural convection with the air 
and by radiation exchanges with the walls of the 
substation enclosure. Experimentation has been 
made in order to have a better knowledge of the 
thermal conditions inside the enclosure. The 
thermal handicap introduced by different types of 
enclosures is indicated in some other works [10]. 

 
 
 
 

Transformer 

Substation Enclosure  

Medium and Low Voltage  Cells 
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2.2. Description of the mathematical 
model 

The oil flow inside the transformer is described 
by the suitable differential equations and boundary 
conditions applied to the three developed flow 
domains. 

2.2.1. Governing equations 
The oil properties inside the transformer are all 

temperature dependent. Density is assumed to be 
linear with temperature in order to generate 
buoyancy driven flow. It has been noticed that flow 
becomes turbulent when it gets out of the coil 
channels and at the upper part of the transformer. 
The Reynolds Average Navier-Stokes (RANS) 
equations are used to include turbulence effects in 
the mean flow variables: 
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In an initial simulation, the Standard  k-ε 

turbulence model with standard wall functions was 
used in order to compare the three developed 
models of the transformer. 

Later, the RNG k-ε model with standard wall 
functions (WF) and a two layer model for enhanced 
wall treatment (EWT), has been used to analyse its 
influence on the results of one of the slice mo dels. 

Both turbulence models, the Standard  one and 
the model based on Renormalization Group theory, 
add two transport equations for the turbulent 
quantities (k and ε) and particular definitions for the 
turbulent viscosity [11, 12]. 

2.2.2. Flow domain 
Three different models of the same transformer 

have been developed: a Complete one and two Slice 
models. Slice models consist of perpendicular cuts 
of the transformer contained inside two planes 
equally spaced between two fins. Slice 1 model cuts 

a central part of the transformer between two ZY 
planes, and Slice 2 is the perpendicular cut between 
two ZX planes. 

 
Figure 2. Developed flow domains 

In the Slice models, coil channels are 
geometrically modelled. In the Complete model, the 
channels zone is modelled using an equivalent 
porous media zone. The flow regime in the porous 
media is laminar as in the real channels and its 
porosity and viscous resistance represent the real 
ones in a simplified way. Obviously, the Complete 
model is computationally more expensive than the 
Slice models because it includes a bigger domain. 
The number of cells is approximately 3.5·106 in the 
Complete model and 1.4·106 in the Slice models. In 
all the models, a finer mesh has been used in the oil 
zones close to the different walls and a coarser one 
far from them. This has been done by means of a 
non-conformal grid that also provides modularity. A 
high quality hexahedral mesh has been used. 

2.2.3. Boundary conditions 
To resolve the fundamental equations 

governing the oil flow inside the transformer, 
adequate boundary conditions must be specified. 

A non-slide condition is imposed on fluid 
velocity at all solid walls. The transformer power 
losses are modelled imposing adequate uniform 
heat fluxes on coil and core surfaces. Outer casing 
and fin surfaces are modelled as solid walls with 
one-dimensional heat conduction and convective 
boundary conditions. Radiation heat exchanges with 
the walls of the substation enclosure are not 
negligible at some of these outer walls, especially 
on the lid of the casing. 

The normal velocity component and the normal 
gradients of all the other variables are set to zero at 
the planes of symmetry of the Slice models. 

The temperatures of the air and the walls of the 
substation are obtained from experimentation. In an 
initial stage, bibliographical correlations are used to 
establish the heat transfer coefficients on the 
different casing and fin surfaces [13]. Since the real 
geometrical and flow conditions are different from 
the bibliographical ones, the values of the different 
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convective heat transfer coefficients will have to be 
adjusted in order to calibrate the models. 

2.2.4. Discretization and resolution 
The Finite Volume Method is used to discretize 

the governing differential equations. Both, steady 
and transient states have been considered in the 
simulations and a segregated implicit solver has 
been used. Equations are linearized and then 
sequentially solved using Gauss-Seidel algorithm 
accelerated by an Algebraic Multigrid method. 
Pressure-Velocity coupling is achieved through the 
use of SIMPLE algorithm. Diffusive and convective 
terms of the equations are discretized using second 
order upwind accurate schemes. The Body Force 
Weighted scheme is chosen in the discretization of 
pressure to deal with this buoyancy driven flow. 
This entire numerical procedure is implemented in 
the unstructured CFD code Fluent V. 6.2.16 [14]. 

2.2.5. Convergence criteria 
It is often difficult to establish the complete 

convergence of the iterative procedure in problems 
involving enclosures and natural turbulent 
convection [15]. 

In the present problem, three main convergence 
criteria have been considered. The first one is the 
balance of energy of the transformer power losses 
dissipation. The second one is to reach perdurable 
stationary values for selected superficial 
temperatures. And the last one is to obtain values of 
scaled residual below certain magnitudes (10-3 for 
mass and momentum equations and 10-6 for energy 
equation). 

Under-relaxation techniques must be used to 
handle the non-linearity of the equations, taking 
special care with the discretized energy equation. 

In the simulations in steady state, the first two 
convergence criteria were achieved but the scaled 
residuals did not drop sufficiently. It was necessary 
to perform some transitory iterations with an 
adequate time step to achieve values of residuals 
below established criteria [15, 16]. In the transient 
simulations the scaled residuals convergence 
criterion was fulfilled but there was a small energy 
imbalance because the temperature of the base was 
continuously decreasing. 

3. RESULTS AND DISCUSSION 
The three developed models for the transformer 

are compared using the Standard  k-ε turbulence 
model with standard wall functions at near wall 
regions. Later, the effect of using theoretically more 
adequate low Reynolds number turbulence models 
and an enhanced wall treatment is studied. Finally, 
an experimental validation is carried out to see how 
precisely the model can predict real temperatures on 
the transformer external surfaces. 

3.1. Results of the different models 
Some temperatures and heat fluxes of the 

different models are compared in Table 1. The 
external temperatures are obtained at the same 
locations as the measured ones during the 
experimental test. 

T2 is the temperature measured by a probe 
situated in the centre of the lid. T6, T4, T9 and T7 are 
temperatures of thermocouples situated on the 
external surface of a central hollow fin (contained 
in the Slice 2 model). T6 and T4 are situated on the 
upper zone of the fin, at the bas e and at the tip, 
respectively. Similarly, T9 and T7 are also situated at 
the base and at the tip of the fin but on the lower 
part. T22, T24, T25 and T27 are temperatures of 
thermocouples analogously situated in another 
central hollow fin of the transformer (contained in 
the Slice 1 model). THot-spot is the maximum 
temperature, obtained on the upper zone of the low 
voltage coil channels in the three models, 
coinciding with other works [17]. The averaged 
value of the base temperature and total wall heat 
fluxes in different areas are also used as 
comparative values. 

Table 1. Comparison between models 

Values Complete Slice 1 Slice 2 
T2 (K) 359.0 370.8 360.3 

T6 (K) 360.5 - 361.7 

T4 (K) 355.8 - 359.0 

T9 (K) 358.4 - 358.8 

T7 (K) 354.8 - 357.8 

T22 (K) 360.6 372.6 - 

T24 (K) 355.8 369.2 - 

T25 (K) 358.4 370.0 - 

T27 (K) 354.8 367.7 - 

THot-spot (K) 379.4 413.1 379.9 

TBase (K) 347.9 354.9 349.8 

q″Lid(W/m2) 601.1 835.6 633.4 

q″Fins(W/m2) 233.4 305.6 232.0 

q″Base(W/m2) 465.1 549.6 488.0 
 

As can be seen in Table 1, the Complete and 
the Slice 2 models give similar results, both for the 
temperatures and the heat fluxes. On the contrary, 
the results of the Slice 1 model are very far from the 
results of the Complete model. 

This difference is due to the special geometry 
of the transformer, as shown in Figures 1 and 2. The 
transformer has a lateral wall without fins and with 
a connection backpack. The Slice 1 model 
represents  a cut of the transformer containing the 
corresponding part of that connection backpack and 
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the opposite fin. On the other hand, the Slice 2 
model represents a normal cut including two 
opposite fins. As the fins play the major role in the 
transformer heat dissipation (about 75%), the latter 
simplified model resembles the Complete model 
more than the former one does. 

The asymmetrical distribution of the fins on the 
lateral walls of this transformer is such that the 
behaviour of the oil flow and the heat dissipation of 
the Complete model can be well represented by 
means of the Slice 2 model, but not by the Slice 1 
model. For this reason the Slice 1 model has been 
discarded. 

Relating the quantitative comparison of the 
Complete and the Slice 2 models, it can be seen that 
both models give similar results for the 
temperatures. The bigger discrepancy between both 
models is found in the temperatures at the tip of the 
fin (T4 and T7), where the maximum absolute 
difference is of 3.2 K corresponding to a relative 
difference of 5%. The relative difference is 
calculated using as reference the ambient 
temperature outside the transformer substation 
(TReference = 293.5 K) with the following expression: 

 

%100·2

ReferenceComplete

SlideComplete
rel TT

TT
Dif

−

−
=  (6) 

 
It is believed that this difference is due to the 

fact that the fins of the Complete model do not have 
enough cells to simulate the oil flow inside them, 
creating a false horizontal temperature gradient. 
This is confirmed by the results of the experimental 
test presented later. Unfortunately, the grid of the 
Complete model is at the limit of our present 
computational facilities and it has not been possible 
to increase its number of cells. 

Regarding the average heat fluxes, the 
similarity of the results of both models is quite 
acceptable: in the fins the difference is negligible, in 
the lid it is 5.5% and in the base it is less than 5%. 
Since the fins dissipate most of the transformer 
power losses (75%), the heat fluxes of the Slice 2 
model are acceptable. 

Some common characteristics of the oil flow 
regime between both models can be pointed out. At 
the bottom of the transformer the temperatures are 
very low and the oil movement is inappreciable. 
The movement is focused on the upper hot zone of 
the transformer. In general, movement appears 
close to the walls while in the central zones oil is 
more static, especially in the lower zone. Oil 
movement in the upper part of the hollow fins is 
very active and decreases when the oil moves down. 
Oil flow inside the hollow fins is clearly influenced 
by their relative position to the coils. The main oil 
flow enters in the hollow fins from the highest zone 
of the transformer. When it arrives to the first coil 
influenced zone, flux is divided into two parts. A 

fraction is redirected to the outlets of the coil 
channels and exists the hollow fins. The other 
fraction moves down and exits at the height of the 
bottom inlets of the coil channels. This flow pattern 
is shown in Figure 3. This special movement will 
affect the vertical and horizontal thermal gradients 
of the external fin surfaces, and subsequently, the 
heat flux distribution. 

 
Figure 3. Oil flow pattern in the central section 
of the Slice 2 model (velocity magnitude in m/s) 

Turbulence is focused on the upper zone of the 
transformer and at the outlets  of the coil channels. 
The flow regime in the rest of the domain, including 
hollow fins, seems to be la minar. 

A considerable temperature difference exists in 
the vertical direction of the transformer, especially 
on the fins (≈ 14 K). The vertical thermal variation 
is focused on the lower part of the fins, and 
temperature on the upper zone is more uniform as 
can be seen in Figure 4. 

 
Figure 4. Superficial wall temperatures on the 
hollow fins (K) 

In conclusion, results of the Complete and Slice 
2 model are consistent, allowing the use of the 
computationally less expensive, and simplified, 
Slice 2 model. 

3.2. Comparison of turbulence models 
The Standard  k-ε model with WF treatment at 

near wall regions is one of the most widely used 
and validated turbulence models for general 
industrial flows. Previously obtained values in the 
Slice 2 model (small velocities, turbulent Reynolds 
number < 200 in the first ten cells close to the walls, 
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y+ ≈ 1 in the first cells) have made feasible the use 
of a specific low Reynolds number turbulence 
model with a two-layer model for the treatment of 
the turbulence near the walls. 

The combinations of two different turbulence 
models with two different treatments of the 
turbulence at near wall regions have been analysed: 
Standard  k-ε with WF , Standard k-ε with EWT, 
RNG k-ε with WF and RNG k-ε with EWT. 

As mentioned above, some transitory iterations 
are needed in order to obtain low values of scaled 
residuals. The time step used must be small enough 
to take into account transient phenomena [15, 16]. 

But these transitory simulations have a peculiar 
effect in all the models: the average temp erature of 
the base starts to decreas e, although the rest of the 
temperatures (lid, fins and coils) stay almost 
invariable. 

In Table 2, the results of these simulations are 
shown with the following code: M1 (Standard k-ε 
with WF steady); M2 (Standard k-ε with WF  
transitory); M3 (Standard k-ε with EWT transitory); 
M4 (RNG k-ε with WF transitory); M5 (RNG k-ε 
with EWT transitory). 

Table 2. Comparison between different 
turbulence models 

Values M1 M2 M3 M4 M5 
T2 (K) 360.3 360.3 359.8 360.2 358.3 

T6 (K) 361.7 361.7 362.3 361.8 362.3 

T4 (K) 359.0 359.0 357.4 357.0 357.5 

T9 (K) 358.8 358.8 358.2 357.8 358.4 

T7 (K) 357.8 357.8 354.7 353.9 355.1 

TBase (K) 349.8 343.3 329.9 333.2 330.4 
q″Lid 
(W/m2) 633.4 633.5 633.2 624.6 632.0 

q″Fins 
(W/m2) 

232.0 232.1 230.5 229.2 230.9 

q″Base 
(W/m2) 488.0 410.8 263.5 298.9 268.5 

The differences in temperatures T2, T6, T4 and 
T9 between the five combinations of models and 
simulations are small: less than 2 K and 3% of 
relative difference. The same can be said about the 
average heat fluxes on the lid and the fins. In T7 the 
differences are higher but acceptable. 

Higher differences arise when comparing the 
magnitudes in the base of the transformer: the 
average temperature and heat flux decrease when 
performing a transient simulation independently of 
the turbulence model and the near wall treatment 
employed. The reason for the difference in the 
values of base temperature between the different 
transitory models is that the same number of time 
steps have not been simulated. Models with low 
temperatures on the base have been run much more 

time than the others. In any case, no stationary 
solution has been reached since the base 
temperature decreases in all the simulations. 

It seems clear that it is necessary to perform 
transitory simulations to detect the transient 
phenomena appearing at the bottom part of the 
transformer. In this zone the oil flow is almost 
negligible  and the speeds are so low that the model 
can not reach a steady solution. 

In any case, the transitory effects of the bottom 
part do not affect the main flow at the top part and 
inside the fins. The temperatures predicted by the 
stationary simulations agree with the temperatures 
obtained by the transitory simulations in those 
zones. 

As the base temperature is lower, the range of 
the oil temperature variation is wider than before 
using transitory simulation (≈ 30 K). 

 
Figure 5. Oil flow pattern in Slice 2 under M5 
simulation conditions (velocity magnitude in m/s) 

The oil flow patterns in steady and transitory 
simulations are quite similar, as can be seen in 
Figures 3 and 5. The maximum velocity has been 
found near the core, where the oil gets out of the 
coil channels and has the same value in both 
simulations (≈ 43 mm/s). Some small changes can 
be noticed in the flow inside the hollow fins and at 
the upper zone of the transformer. Inside the hollow 
fins, the simulation M5 doesn’t obtain such high 
velocities near the lateral edge and, at the upper 
zone, the oil flow isn’t divided into two parts. 

 
Figure 6. Superficial wall temperatures on the 
hollow fins under M5 simulation conditions (K) 
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The same effect of temperature decrease takes 
place at the bottom part of the fins. Comparing 
Figures 4 and 6 it can be deduced that the transitory 
simulation gives a sharper vertical temperature  
variation on the surface of the fins that is 
concentrated at the lower zone. At the upper zone 
the temperature is more uniform and the values of 
both simulations, M1 and M5, are similar. 

This sudden variation of the bottom part 
predicted by simulation M5 agrees with the 
experimental results, as will be shown in the next 
section. 

3.3. Experimental validation 
An experimental validation is needed to see 

how precisely the Slice 2 model under conditions 
M5 can represent the refrigeration of the real 
transformer inside the substation. It is technically 
complicated and quite expensive to perform 
experimental measurements of internal oil and 
surface temperatures; so, only external temperatures 
have been experimentally checked. Unfortunately, 
no temperatures have been measured at the base. 

In Table 3 a comparison of measured and 
simulated values of reference temperatures is 
presented. 

Table 3. Experimental validation 

Values M5 Experimental 
T2 (K) 358.3 348.1 

T6 (K) 362.3 352.1 

T4 (K) 357.5 347.4 

T9 (K) 358.4 341.4 

T7 (K) 355.1 343.2 

The values obtained in the Slice 2 model are 
higher than the experimental ones, especially at the 
lower part of the transformer. There is a maximum 
difference of 17 K. At the upper zone the difference 
is restricted to 10 K. However, the qualitative form 
of the temperature variations on the hollow fins is 
well represented. This is shown in Figure 7 where 
simulated and experimental vertical temperature 
variations are compared. The experimental values 
have been obtained by thermo graphy (only the 
shape is comparable because thermographies are 
obtained under different operating conditions). 

The main reason to explain this difference 
between the model and the experimental 
temperatures is the uncertainty in the external 
boundary conditions. During the test, measurement 
errors of superficial temperatures can be considered 
negligible. 

Concerning the air temperature, during the test 
the thermocouples employed to measure it close to 
the transformer casing were not protected against 
radiation. It is thought that the measured values of 
air temperature are affected by this radiation heat 

coming from the transformer and are higher than 
the real ones. 

 

 
Figure 7. Vertical distributions of temperature 
on the external surfaces of the fins: simulation 
(above) and experimental (below) values in ºC 

Another source of discrepancy is the heat 
transfer coefficients used. They have been obtained 
from bibliographical correlations deduced for 
geometrical and flow conditions that are not exactly 
the same as the actual ones of the substation. Since 
the real geometrical and flow conditions are 
different from the bibliographical ones, the mean 
values of the different convective heat transfer 
coefficients will have to be adjusted in order to 
calibrate the model. Moreover, a vertical variation 
of different convective values has to be considered 
in order to obtain better results , especially at the 
lower zone of the transformer. 

Sensibility analysis of the external boundary 
conditions (bulk air temperatures, heat transfer 
coefficients and temperatures for the radiative heat 
exchange) of the model, in conjunction with more 
exhaustive experimental measurements, are needed 
to obtain more precise information and results. 

It has been pointed out that 75% of the heat is 
dissipated by the hollow fins, so it is obvious that an 
extremely suitable choice of convective parameters 
is needed for this critical zone of the transformer. 

4. CONCLUSIONS 
Three different models of a distribution 

transformer have been developed using CFD 
techniques. The results of the so-called Slice 2 
model are in good agreement with the results of the 
Complete model of the transformer, which allows 
the use of that computationally less expensive and 
simplified model to analyse the temperatures and 
the cooling of the transformer. 
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A transitory simulation is needed in order to 
ensure the complete convergence of the iterative 
process. Under these conditions, the superficial 
temperature on the base of the transformer 
decreases, but the temperatures on the lid and on the 
fins are equal to that obtained in the steady state 
run. A non-stationary effect located at the bottom 
zone of the transformer, where the oil flow is 
almost at rest, affects the temperatures, and 
transient simulations are needed to perceive it. 

Two turbulence models with two treatments of 
the turbulence at near wall regions have been 
analysed and no remarkable differences in the 
results have been obtained. 

The superficial temperatures predicted by the 
model are higher than the experimental values, but 
the qualitative form of the temperature variations on 
the fins are quite acceptable. The convective 
boundary conditions must be adjusted in order to 
obtain a better fit between experimental and 
simulated results. 

The developed simplified Slice 2 model can be 
used to investigate improvements in the cooling of 
distribution transformers and in the reduction of the 
top oil and “hot-spot” temperatures. 
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ABSTRACT 

This paper presents the study of a heat pipe-

equipped heat exchanger with two filling ratios of 

R134a 19% and 59%, respectively. The airflow rate 

varies from 0.4 to 2.0 kg/s. The temperatures at the 

evaporator side of the heat pipe vary from 40 to 

70°C and at the condenser part from 20 to 50°C. 

The performance of the heat exchanger has been 

compared with two pool boiling models, Cooper 

and Gorenflo, and two filmwise condensation 

models, Nusselt and Butterworth. A fairly good 

agreement is found for measurements and the model 

of Cooper at low airflow Reynolds number at the 

evaporator side of the heat exchanger. The result of 

this study is that a heat pipe equipped heat 

exchanger can replace a water-cooled heat 

exchanger without loss of performance. The tested 

process conditions are typical for warmer countries. 

Keywords : finned tube, heat exchanger, heat 

pipe, R-134a, thermosyphon 

NOMENCLATURE 

A [m
2
] surface area 

D [m] diameter  

Dh [m] hydraulic diameter 

F [N] force 

Fe [-] filling degree 

H [m] fin distance  

L [m] length  

M [kg/kmol] molecular weight 

Nu [-] Nusselt number 

Pr [-] Prandtl number 

Q  [W] heat flow rate 

R [K/W] heat resistance  

Re [-] Reynolds number 

T [°C] temperature  

W [m] distance between pipes  

cp [J/kgK] heat capacity at constant pressure 

i
d  [m] inner pipe diameter  

g  [m/s
2
] acceleration due to gravity 

fg
h∆  [J/kg] enthalpy of evaporation  

mɺ  [kg/s] mass flow rate 

p [Pa] pressure 

pr [-] reduced pressure 

q [W/m
2
] heat flux 

r [m] radius  

 

α  [W/m
2
K] heat transfer coefficient  

λ [W/mK] thermal conductivity  

δ [m] thickness  

fin
η   [-] fin efficiency  

µ   [Pas] dynamic viscosity  

ρ  [kg/m
3
] mass density 

χ  [-] geometric correction factor  

 

Subscripts and Superscripts 

cond condenser 

evap evaporator 

f fluid 

i inner 

lm logarithmic mean 

max maximum 

min minimum 

o outer 

tot total 

v vapour 

w wall 

x, y Cartesian coordinates 

1. INTRODUCTION 

Stand-alone electricity power generators are 

usually cooled with ambient air. Standard practice 

is air to air heat transfer or using a tube in plate heat 
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exchanger with water as an intermediate medium. 

In some situations water is not available or ambient 

temperatures are too high to use ambient air. In 

those cases heat pipes may provide an alternative 

for cooling powers in excess of 100 kW. Multiple 

heat pipes then connect two plate heat exchangers. 

The heat transfer in the system is based on the 

continuous cycle of the vaporization and 

condensation process. The thermosyphon, or heat 

pipe if equipped with a wick inside, is heated at the 

evaporator, which causes evaporation of a part of 

the fluid. The vapour flows to the condenser, where 

the fluid condenses while giving off its latent heat, 

caused by cooling from the outside. The condensate 

flows back to the heated section along the wall by 

gravitation, which closes the cycle.  

Thermosyphons can be used to transfer heat 

between two gas streams. The advantages are the 

high heat recovery effectiveness, compactness, no 

moving parts, light weight, relative economy, no 

external power requirements, pressure tightness, no 

cross-contamination between streams and reliability 

[1, 2]. 

The heat transfer being based on evaporation 

and condensation, the latent heat of the fluid is an 

important parameter. The higher the latent heat of a 

fluid is the higher the transfer of heat at a lower 

pressure. The working principles of the 

thermosyphon imply that the fluid should evaporate 

and condense within the temperature range. Taking 

the possible application of cooling an electricity 

generator with ambient air into account, the 

working fluid R-134a is an option, considering the 

expected temperature ranges in practice. The hot air 

will be in a range of 40 – 80°C, the ambient air will 

be in a range of -20 – 50°C. R-134a sublimates at -

40°C and 51 kPa, so phase change from liquid to 

gas only occurs above this temperature [3]. The 

critical temperature of R-134a is 101.06°C [4], 

which defines the extremes of the temperature range 

of R-134a, with a critical pressure of 4.06 MPa.  

Other possible working fluids are ammonia, 

pentane or water [1]. All these fluids have the 

advantage over R-134a that they have a higher 

latent heat, which enables higher heat transfer.  

Unfortunately, the maximum practical 

temperature limit of ammonia is 50°C [5], which is 

too low for the situation at hand. Water has a risk of 

freezing at the lower temperature range. Pentane 

could be a useful alternative for R-134a, 

considering its temperature range from -20 – 120°C, 

the higher latent heat and the higher surface tension 

[1, 6, 7]. A higher surface tension has the benefit of 

lowering the risk of entrainment, which is the most 

likely occurring limit in the application of the 

thermosyphon [8]. Possibly, other hydrocarbon 

refrigerants mentioned by Lee et al.[9] are possible 

working fluids as well. The type of filling fluid, and 

the operational limits will be subject of later 

research. 

This paper presents experimental data of air-

heat pipe-air heat exchangers with two filling ratios. 

The results are compared with those of a model that 

is based on existing correlations of the literature. 

Results of this study show which conditions foster 

application of this novel type of heat exchanger. 

2. EXPERIMENTAL SET-UP AND 
METHOD OF ANALYZING 

2.1. Test setup 

A laboratory scale test rig was designed and 

built to compare the performances of conventional 

plate-type exchangers (with water as intermediate 

medium) and heat pipe equipped plate heat 

exchangers. A range of mass flow rates of ambient 

air of 0.2–2.5 kg/s is possible. Temperature 

differences between hot and cold sides of the heat 

pipe of 60°C are possible. Two filling degrees, Fe 

see Eq. (1), of the heat pipe have been examined. 

 

_ _

_
e

liquid fill volume
F

evaporator volume
=  (1) 

 

min

mout

manometers

orifice

temperature
sensors

air heater
heat pipe heat
exchanger

.

.

 

Figure 1. Schematic of the test rig 

In this study, the overall heat transfer and 

temperature distribution are assessed under mass 

flow rates of ambient air varying from 0.4 kg/s to 

2.0 kg/s. The ambient air temperature varies from 

20 – 50°C, whereas the hot air flow has 

temperatures in the range from 40 – 70°C. The heat 

pipe is filled with R-134a at ratios of 19% and 59%. 

A schematic overview of the setup is shown in 

Figure 1. The upper side is the cold side, where 

ambient air enters. Up- and downstream of the heat 

exchanger temperatures are measured with 16 

Pt100’s (IC Istec ME 1009), with an accuracy of 

0.1°C. The temperatures of four sensors are 

averaged and they are denoted as T1, T2, T3 and T4 

(see Figure 2) respectively. The sensors are 

mounted at ¼ and ¾ of the length of the diagonal 

cross cut of the 645 × 520 mm
2
 rectangular duct. 

The air stream velocity profile was measured and 

found to have a homogeneous profile. Downstream 
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the hot section, ten Pt-100 temperature sensors are 

mounted to investigate the temperature variation in 

the height of the pipe at the evaporator section. 

They are mounted vertically at 50 mm apart and 117 

mm of the sidewall. The Pt-100 sensors are all 

calibrated with accuracy better than 0.1°C for the 

temperature range of 0 – 100°C. The measurement 

section is thermally insulated minimize errors in the 

heat fluxes deduced.  

heat pipe heat
exchanger

min

.

mout

.

T1 T2

T3T4

ambient air

hot air

 

Figure 2. Definition of temperatures in air 

streams 

At the entry, the dynamic pressure 

measurement with an orifice results in the air mass 

flow rate, at an accuracy of 2%. The uncertainties of 

all measured and calculated parameters are 

estimated according to [10].  

The air heater is a water-air heat exchanger, 

with 3 mm spaced vertical fins, which allows a 

uniform velocity profile upstream the evaporator. 

This neutralizes the induced swirl in the airflow 

caused by the radial fan.  

The heat exchanger consists of 4 rows of 

alternating 14 and 13 copper pipes. The pipes have 

an outer diameter of 16 mm and a wall thickness of 

0.8 mm. The total length of a pipe is 1.5 m, with 

0.64 m in the condenser section and the evaporator 

section each. The adiabatic length is 0.22 m. This is 

the distance between the two sections of the airflow 

in the wind tunnel. The inner surface of each pipe 

has small spiral grooves, to enhance the heat 

transfer in evaporation and condensation. The 

grooves are 0.2 mm wide and 0.2 mm deep each, 

separated 1 mm, under an angle of 25° with the 

vertical. The distance between the pipes in a row is 

36.5 mm. Each row is filled with R-134a separately. 

The rows are 27.5 mm apart and the total depth of 

the aluminium fins including the 4 rows is 114.5 

mm. At the top of each row, the pressure is 

measured with a WIKA type RB manometer, at a 

frequency of 100 Hz, with an accuracy of 1% after 

calibration. The range of the manometers is 0 – 10 

MPa. The saturation temperature of R134a is given 

by the Antoine relation (2) obtained from data from 

NIST [4] with temperatures in degrees Celsius and 

pressure in kPa 

 

( )v
ln 100

B
T C

A p
= −

−
 (2) 

with A = 10.52, B = 2484, C = 263.1 

2.2. Heat transfer performance 

To analyze the performance of the heat pipe 

equipped heat exchanger, the heat flow rate is given 

by Eq. (3) 

 

p
Q mc T= ∆ɺ  (3) 

 

with the temperature differences of the air 

flows up- and downstream the 4 rows of the heat 

pipe heat exchanger. 

The effectiveness of the heat transfer at both the 

hot and cold side of the heat pipe heat exchanger is 

expressed in the overall heat transfer coefficient αtot 

and it is defined by Eq. (4) [11]: 

 

tot

lm

Q

A T
α

χ
=

∆
 (4) 

 

with the corresponding Q  from Eq. (3), A the 

heat transferring area of whether the hot or the cold 

side, χ a geometrical correction factor, here 0.99 

[11], if each side is seen as a cross flow heat 

exchanger with 4 passes and 

 

max min

lm

max

min

ln

T T
T

T

T

∆ − ∆
∆ =

 ∆
 

∆ 

 
(5) 

 

with ∆Tmax and ∆Tmin the maximum and 

minimum temperature differences between the 

airflow and heat pipes of the first and last row. 

The heat transfer from the air stream to the fins 

and from the fins to the tube is described with a fin 

efficiency according to [12]. The Nusselt number 

for the airflow between the fins is given by Hewitt 

[13] 

 
0.2 0.18 0.14

0.65 0.33
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Nu Re Pr

b d d
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−

     
=      

     

=

 (6) 

 

with a the tube distance in a row, b the distance 

between the tube in two successive rows, S the fin 

distance, d the tube diameter and h the fin length in 

gas flow direction. 

 

The heat resistance of the heat pipe is given by 

 

( )o i

w

w cond w w

ln 1

2

r r
R

L Aπλ α
= =  (7) 

 

with ro and ri the outer and inner radius of the 

pipe, λw the thermal conductivity of the copper pipe 
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and Lcond the length of the evaporator or the 

condenser section respectively. 

The heat transfer from the air stream to the fins 

and from the fins to the tube can be described with a 

fin efficiency according to [12] 

 

( )fin

fin

fin

tanh ml

ml
η =  (8) 

 

with 

 

( )

1
4

fin
fin fin fin

fin

2 1m
l

δ
α λ δ

  
= +  

  
 (9) 

 

with lfin the length from fin tip to tube wall, αfin 

the heat transfer coefficient to the fin, δfin the fin 

thickness, here 0.2 mm, λfin  the thermal conductivity 

of the fin material, here aluminium, 236 W/mK. 

Every tube in the tube bank is observed as having 

its own segment of fins. This leads to a local fin 

length lfin of half the distance between two tubes. 

The heat transfer coefficient αfin is determined with 

the Nusselt relation (6). The total heat transferring 

area equals the heat transferring area of the fins, so 

from this assumption follows [12]: 

 

fin

fin fin fin

1
R

Aη α
=  (10) 

 

2.3 Phase change heat transfer 

The heat resistance of the condensate in the 

thermosyphon is defined as: 

 

( )f

f

f f f

1y
R

A A

δ

λ α
= =  (11) 

 

with 
f

δ the thickness of the condensate layer 

and 
f

λ  the thermal conductivity of the fluid. 

The local thickness of the condensate is [4], 

assuming laminar flow following Nusselt theory: 

 
1

4

f f

2

f fg

4
x

Ty

g h

µ λ
δ

ρ

 ∆
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 (12) 

 

with ρf the fluid mass density, g the 

gravitational constant, δx the thickness of the 

condensate film layer, µf the dynamic viscosity of 

the condensate, ∆T the temperature difference 

between saturation temperature of the vapour and 

wall temperature and ∆hfg the latent heat of the 

fluid. 

By draining heat at the condenser from the 

vapour, a film of condensate forms, which becomes 

thicker in the direction of the evaporator. The film 

flows down to the evaporator conserving the film 

thickness in the part between the two measuring 

sections of the wind tunnel. At the evaporator, the 

film starts thinning under influence of the added 

heat. Under stationary operating conditions of the 

thermosyphon, the overall film thickness over the 

condenser can be described by Eq. (13) 

 
1

4

f f cond cond

L 2

f fg

4 T L
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µ λ
δ

ρ
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 (13) 

 

with Lcond the location at the condenser. The 

Reynolds number of the film is given by [12]: 

 

cond

f

f

4
Re

m

µ
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ɺ

 (14) 

 

with 
cond

mɺ  the mass flow rate of liquid per unit 

of periphery. The condensate mass flow rate is 

equal to Eq. (15), see also [5], with the heat flow 

rate obtained from Eq. (3). 

 

cond

fg

Q
m

h
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∆
ɺ  (15) 

 

Assuming laminar flow, similar to the 

condenser section, the Nusselt theory can be applied 

again, now for overall film thickness of downward 

flowing evaporating films: 

 
1 1
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The heat transfer coefficient for a vertical tube 

is given by: 

 
1

2 3 3
1/ 3f f f
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 (17) 

 

and all fluid properties evaluated at the average 

film temperature, see Eq. (18), at the inlet: 

 

gas,in fin,average

film
2

T T
T

−
=  (18) 

 

Another model for filmwise condensation is 

obtained from Butterworth [15]: 

 

( )( )
1

2 3f

f f f v1.22

f

Re

1.08Re 5.2
gα λ µ ρ ρ= −

−
 (19) 

 

with ρv the mass density of the vapour. 

In the evaporator the condensed film evaporates 

due to pool boiling. The models of Cooper, see Eq. 
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(20), and Gorenflo, see Eq. (21) describes this 

phenomena [15]. 

 

( )
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with pr the reduced pressure, Rp surface 

roughness in µm, M molecular weight of the 

condensate in kg/kmol and q the heat flux. 
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with  

 

( )
0.27

r r r r
1.2 2.5 1

PF
F p p p p= + + −  (22) 

 

The total heat transfer coefficient, see Eqn. (23) 

and (24), is found from the summation of the partial 

heat resistances, which are given by Eqn. (7), (10) 

and the desired heat transfer coefficient of 

condensation or pool boiling.  
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3. RESULTS 
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Figure 3. Typical histories of air temperatures, 

see also Fig. 2, up- and downstream of the heat 

exchanger: T3=78.21 ± 0.03°C, T4=60.84 ± 0.02°C, 

T1=24.76 ± 0.03°C and T2=40.13 ± 0.02°C  

The measurements are performed at steady state 

and each condition lasts 5 minutes. Figure 3 shows 

a typical example of the airflow temperature 

histories during a measurement. This figure shows 

that the variation is less than 0.1°C. 

The heat flow rate is measured from the 

temperature difference over the heat exchanger at 

the evaporator and condenser part of the heat pipe. 

At steady state both heat flow rates should be equal. 

Figure 4 shows the comparison of the heat flow 

rates at the evaporator side and condenser part of 

the experiments. This figure shows that the heat 

flow rate of evaporator is about 4% larger than the 

heat flow rate of the condenser, for which we have 

no explanation.  
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Figure 4. Comparison of measured heat flow 

rates at evaporator and condenser side of the 

heat pipe 
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Figure 5. The effect of filling degree and of mass 

flow rate on temperature distribution 

downstream of the evaporator  

In some cases the heat flow rate is that high that 

the heat pipe can dry out. Ten Pt100’s were 

mounted downstream the evaporator to measure the 

temperature distribution along the evaporator. 

Figure 5 shows four distributions at two process 

conditions for two filling degrees of the heat pipe. 

A local, nongradual increase in temperature along 
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the evaporator indicates a dry out. The inner wall if 

the thermosyphon is in this situation not fully 

covered with liquid. This occurs at low filling 

degree and high heat flow rate (Fig. 5). If dry-out 

occurs, the measurement is skipped from the 

analysis. 

Figures 6 and 7 show the performance of the 

heat pipe at the evaporator side for various 

Reynolds numbers and filling degrees. In Fig. 6 the 

total heat transfer coefficient at Fe of 19% is shown, 

whereas Fig. 7 shows results at the higher filling 

degree. The figures show that the performance 

increase with increasing heat flow rate. An increase 

of the Reynolds number of the airflow leads also to 

a better performance. Some process conditions have 

been repeated with a higher filling degree. The 

results are given in Fig. 7. A higher filling degree 

gives a higher overall heat transfer coefficient at 

otherwise identical process conditions. 
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Figure 6. Measured heat transfer coefficient 

evaporator side for various Reynolds numbers at 

Fe=19% 
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Figure 7. Measured heat transfer coefficient 

evaporator side for various Reynolds numbers at 

Fe=59% 

Figures 8 and 9 show the performance of the 

heat pipe at the condenser side for various Reynolds 

numbers and filling degrees. Fig. 8 presents the 

total heat transfer coefficient at Fe of 19% and that 

of the filling degree of 59% is shown in Fig. 9. The 

figures show that the performance improves with 

increasing heat flow rate. An increase of the 

Reynolds number of the airflow leads also to a 

better performance. Some process conditions have 

been repeated with a higher filling degree. The 

results are given in Fig. 9. A higher filling degree 

gives a higher overall heat transfer coefficient at 

some process conditions. The Figs. 6-9 show that 

the performance of the condenser is better than that 

of the evaporator at the same heat flow rate, if 

performance is measured in terms of net heat 

transfer coefficient. 

0 5 10 15 20 25
Q  [kW]

0

10

20

30

40

50

60

α
to

t  
[W

/m
2
K

]

Re = 400

Re = 800

Re = 800

Re = 400

 

Figure 8. Measured heat transfer coefficient 

condenser side for various Reynolds numbers at 

Fe=19% 
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Figure 9. Measured heat transfer coefficient 

condenser side for various Reynolds numbers at 

Fe=59% 

4. ANALYSIS 

Figures 10 and 11 show a comparison of the 

measured total heat transfer coefficient and 

predictions based on models of pool boiling of 

Gorenflo and Cooper [15]. Fig. 10 shows the 

comparison at airflow Reynolds number of 250 

whereas Fig. 11 presents the comparison at Re = 

800. In both cases the Gorenflo correlation predicts 

a higher transfer coefficient than Cooper. Both 
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correlations have the same trend with respect to 

dependency on heat flux as the corresponding 

measurements. The difference between the two 

models and the measured ones could be caused by 

an overestimate of the Nusselt number for the 

airflow to the fins. Here it is assumed that the fins 

have a constant temperature due to high thermal 

conductivity of the fins. If the temperature is not 

homogenously distributed the Nusselt number is 

lower. The heat transfer from the air to the fins has 

a large influence to the heat transfer, so any 

uncertainty in it is directly reflected in discrepancies 

in comparisons like those of Figs. 10-11. 
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Figure 10. Comparison of measured and 

predicted total heat transfer coefficient of the 

evaporator at airflow Reynolds number of 250 
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Figure 11. Comparison of measured and 

predicted total heat transfer coefficient of the 

evaporator at airflow Reynolds number of 800 

Figures 12 and 13 show a comparison of the 

measured total heat transfer coefficient and 

predictions based on models of filmwise 

condensation of Butterworth and Nusselt [15]. The 

film Reynolds number has been taken into account 

(laminar gas and laminar liquid and condensate 

layer with waves). Fig. 12 shows the comparison at 

airflow Reynolds number of 400 whereas Fig. 13 

presents the comparison at Re = 800. Fig. 12 shows 

a fairly good agreement between the predictions and 

the measurements. At higher airflow Reynolds 

number the difference between prediction and 

measured heat transfer coefficient becomes large 

(Fig. 13) and in this case the models underpredict 

the heat transfer. In both cases Butterworth predicts 

a higher result than Nusselt. However, in both cases 

(Figs. 11-12) the predicted heat flux decreases with 

increasing heat flow rate, which is a different trend 

than the one measured. 
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Figure 12. Comparison of measured and 

predicted total heat transfer coefficient of the 

condenser at airflow Reynolds number of 400 
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Figure 13. Comparison of measured and 

predicted total heat transfer coefficient of the 

condenser at airflow Reynolds number of 800 

For the predictions in Figs. 10-14 the Nusselt 

relation (6) for airflow has been used. Apparently 

the best predictions are obtained with correlations 

for boiling in the heat pipe (Gorenflo or –even 

better– Cooper) and for convective heat transfer on 

the gas side (Nusselt-relation (6)), if the last one is 

corrected slightly. The reason why this correction is 

necessary is not fully clear, but might have to do 

with some loss of contact between fins and tubes.  

5. CONCLUSIONS 

The performance of a heat pipe equipped heat 

exchanger on a laboratory test rig has been 

measured and analyzed at the most common process 
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conditions: various mass flow rates of ambient air, 

various temperature differences between hot and 

cold sides of the heat pipe and various filling 

degrees of the heat pipe. The overall heat transfer of 

the heat exchanger has been assessed. At the 

evaporator side 10 to 40 W/m
2
K has been measured 

and at the condenser side of the heat pipe 20 to 50 

W/m
2
K. The temperature distribution over the 

evaporator has been found to be indicative of proper 

filling degree.  

The results are rewarding, although more 

research has to be carried out to find the most 

suitable working fluid, the optimal heat pipe 

geometry, operating limits and filling degree.  

A model to predict the heat transfer and to 

calculate the performance of the heat pipe equipped 

heat exchanger has been set up. This model is a first 

step towards a full predictive model to optimize the 

heat pipe equipped heat exchanger. 

The result of this study is that a heat pipe 

equipped heat exchanger can replace a water-cooled 

heat exchanger without loss of performance. The 

tested process conditions are typical for warmer 

countries like Bahrain. This study therefore 

demonstrates that it is possible to apply heat-pipe-

based cooling equipment in practical conditions of 

warmer countries. 
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ABSTRACT  

PEM fuel cell technology has emerged as 

viable energy conversion devices for terrestrial 

applications (stationary and mobile). They offer 

huge economical and environmental potentials in 

the next generation of power systems, but they are 

still more expensive than most conventional power 

conversion devices. Therefore, there is a need to 

optimize these technologies from the performance 

and cost points of view. Mathematical modeling 

proved to be the most important tool for PEM fuel 

cell optimization, providing the best solution for 

design, operating condition, experimentation and 

exploitation.  

Water and Thermal Management is one of the 

key technical issues that influence the fuel cell 

performance. Most of the previous studies deal with 

the cell performance or water and thermal issues 

separately, even though they are closely related and 

the water and thermal management significantly 

influences cell performance. Elaborating a 

comprehensive and detailed mathematical model for 

studying electrochemical, thermodynamical and 

fluid dynamical relations that occur in a PEM fuel 

cell, and solving numerically this model using a 

CFD software will result in a powerful modeling 

tool that can be viewed as an important alternative 

for fuel cell optimization processes and for 

reduction of exploitation/experimentation costs. 

Keywords: CFD, fuel cell, heat management, 

water management  

NOMENCLATURE  

D         [m
2
/s]                    species diffusivity  

 I       [A/m
2
]                      current density  

 

 

R      [J/molK]    gas constant 

S       [ ]              source terms in transport equations  

T       [°K]           temperature 

 V       [V]            cell potential 

Y       [-]             species mass fraction 

a        [ ]             water vapor activity     

c        [ ]             molar concentration  

j       [ A/m
3
]     current density    

0j       [ ]             exchange current density 

p        [atm]        pressure   

v        [m/s]         velocity vector  

ε         [-]             porosity   

η        [V]            overpotential  

φ        [V]             phase potential 

ρ        [kg/m
3
]      density 

µ        [kgm/s ]     viscosity 

σ        [S/m]         membrane conductivity 

λ        [-]              water content of the membrane 

Subscripts and Superscripts  
a         anode   

c         cathode 

i          species 

mem    membrane 

sol       solid phase 

ref       reference value 

sat       saturation value 

1. INTRODUCTION  

Hydrogen and electricity together represent one 

of the most promising ways to realize sustainable 

energy, whilst fuel cells provide the most efficient 

conversion device for converting hydrogen, and 

possibly other fuels, into electricity. Hydrogen and 

fuel cells open the way to integrated open energy 

systems that simultaneously address all of the major 

615



energy and environmental challenges, and have the 

flexibility to adapt to the diverse and intermittent 

renewable energy sources that will be available in 

Europe. 

The demands regarding the pollution 

decreasing, the needs to find clean power 

generation and conversion systems both for mobile 

and stationary applications have led, in the last 

decade, to new researches into PEM fuel cells. The 

PEM fuel cells offer huge economical and 

environmental potentials, but they are still more 

expensive than most conventional power conversion 

devices. Therefore, there is a need to optimize these 

technologies from the performance and cost points 

of view. Mathematical modeling has proved to be 

the most important tool for PEM fuel cell 

optimization, providing the best solution for design, 

operating conditions, experimentation and 

exploitation.  

Despite many limitations and uncertainties, fuel 

cells remain a very interesting option which is 

worthy of further R&D efforts. Water and Thermal 

Management is one of the key technical issues that 

have to be well understood in the process of fuel 

cell system development.  

Under usual fuel cell operating conditions, 

liquid water is known to be generated, but the exact 

location where condensation occurs is unknown. If 

water condenses on or near the catalyst layer (where 

the product H2O enters the cathode), then pockets of 

water may collect which could potentially narrow 

the channels through which oxygen gas is supplied 

to the catalyst. In turn, these pockets of water could 

restrict or interrupt the supply of oxygen to the 

catalyst and thereby degrade fuel cell performance. 

As a result, management of liquid water is of prime 

importance in fuel cells. 

2. OPERATION PRINCIPLES OF FUEL 
CELLS 

Figure 1 illustrates the geometry of the fuel cell 

that is simulated in this work. It consists of two 

serpentine flow channels (anode and cathode), two 

diffusion layers (anode and cathode), two catalyst 

layers (anode and cathode) and a membrane. There 

are three serpentine passes in the flow path, which 

is approximately fiftheen centimeters long in the 

flow direction. The cross-section flow areas of the 

geometrie are 0.2 cm x 0.15 cm and each diffusion 

layer has dimensions of 0.037 (height) x 2.20 

(width) x 2.20 (length) cm. The catalyst layer has 

the dimensions 0.012 (height) x 2.20 (width) x 2.20 

(length) cm.  

The rest of this geometry are graphite current 

collectors and a 0.007cm thick membrane.  

 

 

 

 

 

 

 

 

Figure 1. PEM Fuel Cell 

The PEM fuel cell operation was described in 

the previous paper of the authors [1]. Brefly, the 

operation principle is characterized as gas mixture 

transport and electro-chemical transformation of 

hydrogen and oxygen species to form electricity and 

water.  

The overall reaction can be written as follows: 

 

  heatyelectricitOHOH ++⇒+ 222 22  (1) 

 

This equation reveals the impact of two 

important issues that occur inside the PEM fuel cell; 

namely, the thermal and water management and 

mass transport limitations. Water management 

ensures that the membrane remains fully hydrated 

to maintain good protonic conductivity and 

performance. An imbalance between production 

and removal of water can occur and both of the 

results (dehydration or flooding) have a very 

detrimental effect on the performance. Thermal 

management is very important in removing the 

excessive heat produced by the electrochemical 

reaction because we wish to prevent the drying out 
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of the membrane and the excessive thermal stresses 

which can cause damage to the membrane.  

3. WATER TRANSPORT PROCESSES 

Water management is a key to high 

performance and longevity of PEM fuel cells. This 

is because currently available membranes, such as 

Nafion, require water in order to exhibit good 

proton conductivity. In other parts of the cell, the 

amount of liquid water should be kept to the 

minimum. Liquid water must be prevented from 

accumulating on the electrode surfaces, in the pores 

of the gas diffusion layers, and in the gas channels. 

Liquid water in these regions obstruct the transport 

of reactants to the active catalyst sites, thus 

reducing the performance [2]. The objective of 

effective water management is to regulate the 

transport of water in such a way that a sufficient 

amount of water is retained in the proton conductive 

phases, but excess liquid water is removed from the 

cell at the same rate as it is produced, with 

minimum obstruction of the gas transport paths. 

Figure 2 illustrates the flows of water in a 

PEMFC. Water is produced on the cathode, and 

additional water may be supplied to the cell along 

the inlet gas streams if the product water is not 

sufficient to maintain the proton conductive phases 

humidified. The amount of water fed into the cell 

by humidified reactant gases depends on the gas 

temperature, pressure and flow rate, whereas water 

production on the cathode depends only on the 

current density, to which it is directly proportional. 

When current is drawn from the cell, protons 

migrate through the membrane from the anode to 

the cathode and carry water molecules with them. 

The process is called electro-osmotic drag and the 

average number of water molecules carried over by 

one proton is called the electro-osmotic drag 

coefficient. The formation of a water concentration 

gradient inside the membrane gives rise to 

diffusion, which usually counters the electro-

osmotic drag and is, therefore, often referred to as 

“backdiffusion”. Furthermore, if there is a pressure 

difference across the membrane, hydraulic 

permeation contributes to the water transport. The 

net water transport through the membrane is the 

resultant of these processes [3]. 

 

Figure 2. Water transport processes 

The electro-osmotic drag, together with the 

production of water by the cathode reaction, results 

in accumulation of water at the cathode. From the 

cathode, water is either transported to the flow 

channel through the gas diffusion backing or 

diffused through the membrane towards the anode 

due to the water concentration gradient. 

Water is removed from a PEM fuel cell by the 

reactant streams. Liquid water drops are pushed 

along the channels, and undersaturated reactant 

gases pick up water vapor. 

The rate of water removal and the ratio of 

liquid and gaseous water depend both on the 

operating conditions and cell design. Temperature 

and operating pressure have a substantial effect on 

water evaporation and vapor pressure, and thus to 

the water vapor content of the reactant gases. 

Therefore, the efficiency of water removal strongly 

depends on the operating temperature. The ratio of 

liquid and gaseous water is dictated by the 

operating temperature and the humidity of input 

reactant gases. Reactant pressure and flow rates 

change the mass transfer conditions in the gas 

diffusion backings and the flow channels. 

It must be noted that water management 

conditions change along the flow channel. 

4. MODEL DEVELOPMENT  

A three-dimensional computational fluid 

dynamics model of a Polymer Electrolyte 

Membrane (PEM) fuel cell with serpentine gas flow 

channels is presented in this paper. This 

comprehensive model accounts for important 

transport phenomena in a fuel cell, such as heat 

transfer, mass transfer, electrode kinetics, and 

potential fields. Results obtained from this model 

reveal the detailed transport phenomena occurring 

inside the fuel cell such as reactant gas 

distributions, temperature distribution, potential 

distribution, and local current density distribution. 

The focus in this paper in on water distribution and 

heat management. 

4.1 Model equations 

The paper reports a numerical model that 

includes a full three-dimensional solution to the 

Navier-Stokes equations for the PEM fuel cell 

layers.  A fundamental fuel cell model consists of 

five principles of conservation: mass, momentum, 

species, charge and thermal energy. These transport 

equations are coupled with electrochemical 

processes through source terms. Such convection –

diffusion – source equations can be summarized in 

the following general form: 

 

( ) ( ) Sv +∇∇=∇ φΓφρ  (2) 

 

where φ is a general variable to be solved, ρ the 

density, v is the velocity vector, and Γ the diffusion 
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coeficient. The source S on the right hand side of 

Eq. (2) is the mass added to the continuous phase, 

for example, a source of the chemical species added 

to the system, or a change in the mass due to 

condensation/vaporization of a second phase, such 

as the water [4].  

The main assumptions invoked in the model 

are: (1) the cell operates under isothermal 

conditions at 80° C, and (2) incompressible and 

laminar gas flow due to small pressure gradients 

and Reynolds numbers.  

The mass conservation equation (Eq. (3)) is 

modified to include the electrochemical aspects of 

a fuel cell, by using the source term Sm, and is 

given as follows: 

 

( ) mSv =∇ ερ  (3) 

 

The source term corespond to the consumption 

of hydrogen and water vapour in the anode and the 

consumption of oxygen and production of water 

vapor in the cathode, as we can see from Eq. (4). 
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The momentum equation (Eq. (5)) for the fluid 

flow through the porous matrix of the fuel cell 

electrodes reduces to the Darcy law as follows: 

 

( ) ( ) vSvpvv +∇⋅∇+∇−=⋅∇ εµεερ  

v
k

Sv ε
µ

−=  

(5) 

 

(6) 

 

The species transport equations are solved for 

the mass flow rates of the hydrogen, water and 

oxygen species based on the mixture velocities (v) 

and the diffusion mass fluxes. There is one inert 

component on each side and the mass fraction of 

this component was determined by subtracting from 

unity the sum of the other species that appear in the 

anode and cathode, separately, namely 

  

( ) iiii S)YD(Yv +∇∇=⋅∇ ε  (7) 

 

where iY  is the mass fraction of the i
th

 species, Di is 

the mass diffusivity of species and Si is the 

volumetric source term for the species implied by 

the reactions. 
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where 
2HM , 

2OM and OHM
2

 are the molecular 

weight of hydrogen, oxygen and water, 

respectively, and α is the molar flux of water. 

The transfer current densities in the above 

source terms are given by the Butler - Volmer 

equation (Eqs. (11-12)):  
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(12) 

 

where ci denotes the i
th

 reactant concentration, αa 

and αc are the transfer coefficients, ηa and ηc are the 

activation over-potential from the anode and the 

cathode, and ref
a0,

j  and ref
c0,

j  are the reference 

exchange current density from the anode and 

cathode.  

The molar flux of water, α , is based on the 

electro-osmotic drag coefficient, dn , water content, 

λ, and water activity, a. These parameters are given 

by the following expressions: 
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 The overpotential is the difference between the 

phase potential of the solid and the phase potential 

of the electrolyte/membrane and represents the 

driving force for an electrochemical reaction. The 

gain in electrical potential from crossing from the 

anode to the cathode side can be taken into account 

by subtracting the open-circuit voltage Voc on the 

cathode side. The Voc is an input into the Fluent 

PEM model.  

 

memsol φφη −=a  

OCmemsolc V−−= φφη  

(17) 

(18) 

 

Therefore, two potential equations are solved in 

the Fluent PEM model: one potential equation 

accounts for the electron transport e
-
 through the 
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solid conductive materials (the current collectors 

and the solid grids of the porous media); the other 

potential equation represents the protonic transport 

of H
+
. These potential equations are given by: 

 

- ( ) solsolsol Sφ =∇σ⋅∇  

( ) memmemmem Sφ =∇σ⋅∇−  

(19) 

(20) 

 

where σ is the electrical conductivity (1/ohm-m), φ 

is the electric potential (V), S is the volumetric 

transfer current (A/m
3
). 
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The heat generated in a fuel cell may come 

from a number of mechanisms. Most of the heat 

comes from the exothermal chemical reactions, 

which combine the hydrogen with oxygen to form 

water, and the eletrochemical activation (kinetic) 

losses that split molecules into ions and electrons in 

the catalyst layer. In addition, the ohmic losses in 

the electronic conducting elements also produce a 

significant amount of heat, particularly when the 

cell is operating at a high current density. All these 

heat generation mechanisms are linked to the 

current density of the fuel cell in the operation. The 

overall heat generation due to the chemical 

reactions may be estimated by the change in the 

entropy ∆S, of the system and the current density 

[5]. 

The energy equation, which expresses all the 

above mentioned heat generation mechanisms, can 

be expressed as: 

 

( ) Tp STkTvc +∇∇=ρ⋅∇ )(  (23) 

 

where k is the conductivity, and ST is the source 

term. The volumetric sources from the energy 

equation implemented in the Fluent PEM model 

include ohmic heating, heat of formation of water, 

electric work and latent heat of water, as follows: 
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Most general CFD software packages have 

these equations and many numerical techniques 

(such as the control volume method or the finite 

element method) built in. For this paper, we have 

selected the Fluent software, that recently has 

developed a new tool for fuel cell analysis to 

include the electrochemistry. The Fuel Cell model 

from Fluent Inc. is directly coupled with the 

solutions for mass, momentum and energy, and 

account for the three primary loss mechanisms in 

fuel cell: ohmic overpotential, concentration 

overpotential, and electro-chemical overpotential.  

4.2 Boundary conditions 

All the numerical calculations are performed 

under the appropriately specified boundary 

conditions of the fuel cell under investigation so 

that the solution to the governing partial differential 

equations is uniquely determined. 

Typical boundary conditions include flow rates 

of the fuel and oxidant (air/oxygen), operational 

pressure, current density or voltage of the fuel cell, 

plus the necessary thermal – physical properties of 

the materials of the cell. 

At the inlet of both anode and cathode flow 

channels the boundary values are prescribed for 

mass flow rate, temperature and mass fraction. 

Regarding the boundary conditions for outlets, 

since the reactant gas flow channels are separate 

and generally have different pressures, pressure 

boundary conditions are used. 

The interface between the gas channels and 

current collectors is defined as a wall. This is 

implemented by creating a shadow of the wall cell 

layer, the walls being thermally coupled. The 

interface between the other layers are interior walls, 

so no boundary conditions are prescribed. 

Dirichlet bounadary conditions with constant 

values are set for the solid phase potential on the 

lateral sides of the fuel cell and zero flux conditions 

are applied  to the inlet and outlet front. 

5. TEST CASE GEOMETRY AND 
PARAMETERS 

The geometry of the fuel cell simulated in this 

work has two current collectors with serpentine 

channels for fluid flow separated by a membrane 

electrode assembly. The dimensions of the fuel cell 

are given in the table 1. A uniform grid was used in 

the computations, the mesh having 464,000 cells. 

Table 1 Physical dimensions for the fuel cell 

Parameter Value Unit 

Cell width 11.05 mm 

Channel length 15 mm 

Channel height 1.5 mm 

Channel width 2 mm 

GDL thickness 0.37 mm 

CL thickness 0.12 mm 

Membrane thickness 0.07 mm 
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Table 2 provides the basic operating conditions 

used for the simulations and the inlet mass 

fractions. 

Table 2 Operational parameters 

Parameter Value Unit 

Inlet temperature, anode/ 

cathode 

353 °K 

Pressure  1.5 atm 

Anode mass flow inlet 10
-7

 kg/s 

Cathode mass flow inlet 10
-6 

kg/s 

H2 mass fraction, anode 0.9 - 

H2O mass fraction, anode 0.1 - 

O2 mass fraction, cathode 0.25 - 

H2O mass fraction, cathode 0.22 - 

N2 mass fraction, cathode 0.53 - 

 

6. RESULTS AND DISCUSSIONS 

The focus of the numerical simulations 

performed in this paper is mainly on water 

management and its effect on fuel cell performance.   

6.1 Velocity Profile 

 The velocity profile in the serpentine channel 

turn has a few distinctive characteristics. Far away 

from the turning region, the velocity exhibits a 

laminar fully developed profile where the highest 

velocity is located at the center of the channel. 

However, as the flow approaches the turning region, 

separation occurs and the symmetric velocity 

profile becomes asymmetric with the highest 

velocity closer to the inner wall. Further 

downstream from the turning region, the symmetric 

velocity profile becomes fully developed again and 

this profile is maintained until the next turning 

region of the channel. 

 

Figure 3. Vectorial velocity profile in the anode 

flow channel  

6.2 Hydrogen Distribution 

The hydrogen mass fraction distribution in the 

anode gas channel is shown in the figure 4. In 

general, the hydrogen concentration decreases from 

the inlet (mass fraction at inlet is 0.9) to outlet 

(mass fraction at outlet is 0.6) as it is consumed by 

the reaction that takes place inside the fuel cell.  

 

Figure 4. Hydrogen profile in the anode gas 

channel 

6.3 Oxygen distribution 

The transport limitation of oxygen has a large 

effect on the performance of PEM fuel cell. 

Therefore, it is important to understand the 

behaviour of oxygen transport in the cathode 

channel, see figure 5, which shows that the oxygen 

concentration decreasing gradually from inlet (0.25) 

to outlet (almost zero) due to the consumption of 

oxygen at the catalyst layer. 

 

Figure 5. Oxygen distribution in the cathode gas 

channel 

6.4 Water Distribution  

The water mass fraction distribution in the 

anode and cathode gas channel is shown in Figure 

6. In general, the water concentration increases 

from inlet to outlet, in the anode side the mass 

fraction of water increses from 0.1 to 0.3421, and in 

the cathode side from 0.22 to 0.477.  
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Figure 7 shows that the water distribution in the 

membrane has the same trend mention above, i.e. it 

increases from the inlet to the outlet.  

 

Figure 6. Water mass fraction distribution in (a) 

the anode gas channel and (b) the cathode gas 

channels 

 

 

Figure 7. Water distribution in the membrane: 

(a) on the anode side, and (b) on the cathode side 

 

The water content (λ) profile on the cathode 

side of the membrane  for the base case choosen is 

shown in Figure 8.  It is observed that from the inlet 

the water profile is established across the membrane 

and, from the simulation, we obtained a value for 

the water content at the anode side lower than that 

from the cathode. This is due to the electroosmotic 

drag of water, from the anode to the cathode, and 

insufficient backdiffusion from the cathode side 

(where water is produced) to the anode side. 

 

Figure 8. Water content profile  in the 

membrane 

6.5 Voltage distribution 

The cell voltage value of 0.5 was chosen as a 

typical PEM fuel cell operation voltage and figure 9 

shows the increase of voltage in the solid phase 

both for the current collector and the diffusion layer 

from the cathode side. The increase in the cell 

voltage is about 1%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Voltage contours in the cathode 

diffusion layer (upper plan) and the cathode 

current collector (bottom geometry) 

6.6 Temperature distribution 

In order to calculate a temperature field in the 

fuel cell, a constant temperature (353°K) boundary 

(a) 

(b) 
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condition was imposed at both lateral walls of the 

anode and cathode current collectors. The computed 

distribution of temperature in the membrane, shown 

in figure 10, ilustrates an increase of almost 3°K 

from the inlet side to the outlet side of the 

membrane, which will only affect cell performance 

slightly. However, the temperature variation 

depends strongly on the thermal conductivities of 

the diffussion layer and current collector, as well as 

thermal boundary conditions. 

 

Figure 10. Temperature distribution in the 

membrane 

7. CONCLUSIONS  

The complexity of fuel cells requiers many 

interacting physico-chemical models in order for 

computational fluid dynamic models to be 

successful. Therefore, a fundamental understanding 

of the electrochemical and transport processes in 

fuel cells continues to be necessary. 

A three-dimensional computational fluid 

dynamics model of  a PEM fuel cell with serpentine 

flow channels was developed in this work. This 

model provides valuable information about the 

transport phenomena inside the fuel cell, especially 

for water transport, gas concentration distribution, 

temperature distribution and voltage distribution in 

the current collector and gas diffusion layer. 

It is appreciated that the CFD modelling of fuel 

cell in general is still facing significant challenges 

due to the limited understanding of the complex 

physical and chemical processes existing within the 

fuel cell. However, with the further development of 

the modelling capabilities, the modelling of fuel 

cells using CFD techniques can be an important 

alternative to costly experiment measurements in 

providing information that is critical to the fuel cell 

design and optimization. 
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ABSTRACT 
The paper presents a numerical study of the air-

flow in a typical pneumatic chamber geometry of an 
oscillating water column (OWC) type wave energy 
converter, equipped with a vertical-axis air turbine, 
asymmetrically placed on the top of the chamber. 
Outwards and inwards air-flow calculations were 
performed to investigate the flow distribution at the 
turbine inlet section, as well as the properties of the 
air jet impinging on the water free-surface. The 
numerical study was performed using the FLUENT 
code. Steady flow conditions were assumed in the 
calculations. Dependence studies were made for the 
grid, the interpolation scheme and the turbulence 
model, assuming the outwards flow conditions. 

The original design of the OWC is likely to be 
harmful for the operation of the turbines due to the 
possible air-jet-produced water-spray at the water 
free-surface subsequently ingested by the turbine. A 
geometry modification of the air chamber was pro-
posed and proved to be very effective in reducing 
the risk of water-spray production from the inwards 
flow. The flow distribution at the turbine inlet sec-
tion for the outwards flow was found to be fairly 
uniform for both geometries, providing good inlet 
flow conditions for the turbines. 

Keywords: CFD analysis, oscillating water col-
umn, wave energy 

NOMENCLATURE 
U, V [m s-1] horizontal components of velocity 

(x and y axis) 
W [m s-1] vertical component of velocity 
k [m2s-2] turbulence kinetic energy 
x, y [m] horizontal coordinates 
y+ [-] dimensionless wall distance 
z [m] vertical coordinate 
ε [m2s-3] dissipation rate 
μ [kg m-1s-1] viscosity 

ρ [kg m-3] density 
Subscripts and Superscripts 
a at the turbine duct axis 
in at the inlet section 

1. INTRODUCTION 
The potential for ocean wave energy utilization 

is capable of covering a large part of the European 
consumption of electricity if extensive use is made 
of the resource. Based on various energy-extracting 
methods, a wide variety of systems has been pro-
posed but only a few full-sized prototypes have 
been built and deployed in open coastal waters and 
connected to the grid. 

The oscillating water column (OWC) wave en-
ergy converter (WEC) comprises a partly sub-
merged structure, open below the water surface, 
inside which air is trapped above the water free 
surface [1]. The oscillating motion of the internal 
free surface produced by the incident waves causes 
the air to flow through a turbine that drives an elec-
tric generator, Fig.1. Several shoreline OWC type 
WECs are now in operation [2]. Floating versions 
of the OWC WEC are to be installed offshore in 
arrays [3]. The energy conversion chain in an OWC 
includes: the wave-to-pneumatic conversion in the 
OWC chamber; the pneumatic-to-shaft conversion 
in the turbine; the electrical energy conversion [4, 
5]. The air turbine is the most critical element of the 
energy conversion chain of an OWC. It is subject to 
much more demanding conditions than the turbines 
in any other application (the flow is random and 
highly variable over several time-scales). 

A typical problem for the OWC system is the 
design of the air-chamber and the duct, between the 
water column free-surface (large cross-sectional 
area and low velocity) and the turbine entrance 
(small cross-sectional area and high velocity), 
which requires a sense of balance between safety 
and efficiency. The air passage should be designed 
to  be  as  smooth  and  short  as  possible,  avoiding 
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Figure 1. Operation of an OWC WEC equipped 
with two vertical-axis air turbines 

sudden changes in the flow direction, to prevent 
poor distribution of the flow at the turbine inlet 
section, which would seriously reduce the turbine 
efficiency [6]. A straight connection between the air 
chamber and the turbine may also raise problems, 
due to the interaction of the inwards air jet with the 
water free-surface, which may produce water-spray 
that is swallowed by the turbine [7]. 

Numerical results obtained for a simplified two-
dimensional geometry equipped with two vertical-
axis air turbines show that the flow distributions at 
the turbines inlet sections are more uniform for 
periodical oscillating flow than for steady flow [8]. 
The flow rate unbalance between the two turbine-
ducts in the simplified two-dimensional geometry is 
also smaller for oscillating flow than for steady 
flow. This suggests that steady state simulations 
instead of unsteady simulations can be performed 
for a generic three-dimensional geometry, aiming to 
investigate the flow distribution at the turbines inlet 
sections, as well as the properties of the inwards air 
jet impinging on the water free-surface. 

The paper presents a numerical study of the air-
flow in a typical OWC pneumatic chamber geome-
try equipped with two vertical-axis air turbines 
asymmetrically placed on the top of the chamber. 
Outwards and inwards air-flow calculations were 
performed to investigate the flow distribution at the 
turbine inlet section, as well as the properties of the 
air jet impinging on the water free-surface. The 
numerical study was made using the FLUENT 
code. Dependence studies were made for the grid, 
the interpolation scheme and the turbulence model. 
Steady flow conditions were assumed in the calcu-
lations. 

2. THE ANALYZED DOMAIN 

2.1. Geometry 
The computational domain is presented in Fig-

ure 2. The OWC pneumatic chamber spans from: 

2 m to 10 m in the z-direction; -1 m to 19.1 m in the 
x-direction; and -2.45 m to 9.2 m in the y-direction. 

Two turbine ducts are asymmetrically located 
on the top of the chamber. The dimensions of these 
ducts are shown in Fig. 2d. The inlet sections of the 
two turbines coincide with the exit sections of these 
ducts, at coordinate z = 15.985 m. The axes of the 
turbines are at coordinates y = -0.45 m; x = 11.35 m 
(turbine 1) and x = 15.35 m (turbine 2). 

2.2. Mesh 
The grid generation was performed with the 

GAMBIT 2.2.30 code, a pre-processor for the 
FLUENT code. A bottom-up procedure (vertexes 
→ edges → faces → volumes) was automated using 
the GAMBIT journal file [9]. 

Four levels of mesh refinement were considered 
(meshes: I, II, III and IV). Figures 2a and 2b repre-
sent the coarser grid (mesh I) for the external sur-
face of the computational domain. The grid for the 
OWC chamber is divided in two regions: the lower 
part, from z = 2 m to 4 m, composed of regular, 
structured grid of hexahedral mesh elements, and 
the upper part, from z = 4 m to 10.9 m, composed of 
unstructured tetrahedral mesh elements. 

The edges of the domain surfaces from z = 2 m 
to 10 m are divided into 0.3 m-long segments for the 
surface discretization of mesh I. The corresponding 
segments for mesh II are 0.2 m long. For meshes III 
and IV the edges division are equal to that of mesh 
II from z = 2 m  to 6 m, and are equal to 0.17 m for 
mesh III, and 0.15 m for mesh IV, from z = 6 m to 
10 m. 

The external edges of the ducts are discretized 
with 40 segments evenly distributed angularly for 
mesh I, 60 for mesh II, 68 for mesh III and 80 for 
mesh IV. In the annular exit section (z = 15.985 m) 
the radial segment division is 8 for mesh I, 10 for 
mesh II, 12 for mesh III and 15 for mesh IV. 

A boundary layer type mesh was applied to im-
prove the quality of the solution. Figure 2c repre-
sents a detail of the mesh in the upper part of a duct 
where three layers of volumes can be seen in the 
external side and two layers in the internal side. The 
thickness of the first layer is equal to 0.04 m for 
mesh I, 0.03 m for mesh II, 0.025 m for mesh III 
and 0.02 m for mesh IV. 

The total number of control volumes in these 
meshes is 301910 for mesh I, 919378 for mesh II, 
1071622 for mesh III, and 1324910 for mesh IV. 

3. CFD CODE DETAILS 
The computations of the flow field were made 

using the FLUENT 6.2.16 code assuming steady 
flow conditions. This code applies a cell centred 
based finite volume technique to solve the govern-
ing equations. The linearized form of the discretized 
system of equations is solved using a point implicit 
Gauss-Seidel linear equation solver in conjunction 
with an algebraic multigrid method [10]. 

Turbine Inlet/ 
Outlet Section 

Pneumatic 
Chamber 

Air-Flow to 
the Turbines

Free-Surface  
Oscillating Motion

Incident 
Waves 
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Figure 2. Geometry and discretization grid 

The governing equations are the continuity and 
the Reynolds Averaged Navier-Stokes (RANS) 
equations. The turbulent stresses are modelled by 
the two-equation k-ε  turbulence model. The solu-
tions obtained with the Standard, the RNG and the 
Realizable k-ε turbulence models [10] were com-
pared.  

The diffusive terms of the governing equations 
are discretized by the 2nd order central difference 
scheme (CDS). For the convective terms the face 
values can be interpolated by the: 1st order upwind 
differencing scheme (UDS); 1st order power-law 
differencing scheme (PLDS); 2nd order or linear 
upwind differencing scheme (LUDS); 2nd order 
MUSCL differencing scheme; and 3rd order QUICK 
scheme. For the pressure-velocity coupling the 
SIMPLE algorithm was selected. The default under-
relaxation factors were selected to stabilise the 
solution: 0.7 for momentum, 0.3 for pressure and 
0.8 for k and ε.  

The three-dimensional, single precision, im-
plicit, segregated steady solver was selected. The 
solutions have been considered to be converged 
when all scaled residuals were less then 10-4. The 
fluid was assumed to be air with constant proper-
ties: ρ = 1.225 kg m-3, μ = 1.789 kg m-1s-1.  

3.1. Boundary conditions 
Taking as reference numerical results for a 

16 m×9 m (internal cross-section at free-surface 
level) breakwater-integrated OWC plant [11], the 
flow rate in each turbine duct was assumed to be 
120 m3s-1, which gives a turbine flow rate coeffi-
cient == )/(2 in

* DWU ω 0.275, for a D = 2.1 m 
outer diameter Wells turbine, rotating at ω = 1700 
r.p.m. (see [4-6]). The study was made considering 
two main directions for the flow: inwards and out-
wards. 

The inlet section for the outwards flow simula-
tion is the surface boundary z = 2 m, which corre-
sponds to the mean water free-surface. A velocity-
inlet boundary condition with uniform distribution 
is imposed on this surface: Uin = Vin = 0; 
Win = 1.77 m s-1; turbulence intensity equal to 5 % 
(kin = 0.012 m2s-2); and hydraulic diameter equal to 
1 m (εin = 0.003 m2s-3). The outlet boundaries for 
the outwards flow simulation are the annular sur-
faces at z = 15.985 m. The outflow boundary type 
conditions were imposed at both exits. These 
boundary conditions assume zero normal gradient 
for all flow variables except pressure. All remaining 
boundaries are treated as solid impermeable station-
ary walls, where the wall-law is applied. 

The inlet sections for the inwards flow simula-
tions are the annular surfaces at z = 15.985 m. A 
velocity-inlet boundary condition with uniform 
distributions is imposed on these surfaces: 
Uin = Vin = 0; Win = -53.19 m s-1; turbulence inten-
sity equal to 5 %  (kin = 10.61 m2s-2);  and  hydraulic 

a) 

b) 

c) 

d) 

Dimensions 
in m 

Coordinates in m 
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Figure 3. Grid dependence 
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Figure 4. Interpolation scheme dependence 
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Figure 5. Turbulence model dependence 

diameter equal to 0.86 m (εin = 94.33 m2s-3). The 
outlet boundaries (outflow boundary type) are the 
two rectangular surfaces spanning from z = 2 m to 
z = 4 m, one with x = 0 and the other with y = 8 m.  

All remaining boundaries are treated as solid 
impermeable stationary walls. This flow simulation 
was performed to evaluate the flow characteristics 
of the inwards air jet interaction with the water free-
surface. 

4. SOLUTION DEPENDENCE 
A comparison of velocity distributions was 

made for the outwards flow simulation to assess 
how the solution depends on the mesh refinement, 
the interpolation scheme used and the turbulence 
model selected. 

The W velocity component was selected and 
represented in the duct of turbine 1, at z = 10.9 m 
and x = 11.35 m. At this cross-section there are 426 
elements in mesh I, 868 elements in mesh II, 1090 
elements in mesh III, and 1426 elements in mesh 
IV. 

The results of the grid dependence study are 
presented in Figure 3. It can be seen that the quality 
levels of the solutions obtained with meshes II, III 
and IV are very similar, and that the solution ob-
tained with mesh I is poorer. 

The values of y+ for these velocity distributions 
are: 1.9×103 for mesh I; 1.5×103 for mesh II; 
1.3×103 for mesh III; and 103 for mesh IV. These 
values are larger than the upper bound of the inter-
val of validity for the wall-law (30 < y+ < 300). 
However, due to memory and computation time 
constraints it was not practical to limit the range of 
y+ to the referred interval for the entire simulation 
domain. 

The results from the interpolation scheme de-
pendence study are presented in Figure 4. This 
study was made for five interpolation schemes 
using the more refined mesh and the standard k-ε 
turbulence model. The solutions obtained are very 
similar. The QUICK and LUDS schemes present a 
solution with less diffusion than the lower order 
schemes (UDS and PLDS), as would be expected. 
The MUSCL scheme presents a solution that is 
slightly apart from the others. This behaviour might 
be originated by the non-limited implementation of 
this scheme in the FLUENT code [10]. 

The results of the turbulence model dependence 
study are presented in Figure 5. The solutions ob-
tained with the RNG and Realizable k-ε turbulence 
models are very similar and present about 5 % dif-
ference with respect to the Standard model. The 
residual of the RNG model solution was greater 
than that of the Realizable model. This may be due 
to the higher velocity gradient predicted near the 
wall with the RNG model. A more detailed com-
parison between the Standard and the Realizable 
models is presented in the next section.  

5. RESULTS 

5.1. Original geometry 
Figures 6, 7 and 8 present a more detailed rep-

resentation of the results of the outwards flow simu-
lation described in section 3.1, comparing the solu-
tions obtained with the Standard and the Realisable 
k-ε turbulence models, using the more refined mesh 
(mesh IV) and the QUICK interpolation scheme. 
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Figure 6. Velocity distribution in the turbine 
ducts 
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Figure 6. Cont. 
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Figure 7. Flow field in the turbine ducts 
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Figure 8. Iso-contours of W in the turbine ducts 
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The overall solutions from the two tested tur-
bulence models are very similar although the Stan-
dard model presents lower gradients than the Real-
izable model near the walls. 

The swirl of the flow in turbine 2 duct 
(xa = 15.35 m) is greater than the one in turbine 1 
duct (xa = 11.35 m). This is due to turbine 2 duct 
being closer to the corner walls of the pneumatic 
chamber. The comparison of the U and V distribu-
tions with the W distribution allows us to conclude 
that the U and V values are, at the most, around 
20 % of W, being in average about 5 %.  

The W distributions are almost uniform in the 
three sections for which results are presented. The 
non-uniformity is around 6 % at the sections 
z = 10.9 m and z = 13 m and around 4 % for the 
section z = 15 m. 

These results indicate that the outwards flow is 
sufficiently uniform at z = 15 m, providing good 
inlet flow conditions to the turbine. 

Figure 9 presents the iso-contours of U in y-z 
planes for the inwards flow simulation described in 
section 3.1. For the prescribed flow conditions, it 
can be seen that the tangential velocities above the 
water free-surface can reach about 10 m s-1. These 
high values of velocity may produce water-spray 
that will be swallowed by the turbine in the out-
wards flow part of the cycle. For this reason, the 
present configuration of the OWC chamber might 
be harmful for the turbine operation. 

5.2. Modified geometry 
A horizontal baffle-plate was introduced in the 

OWC chamber to prevent the water-spray 
production, as shown in Figure 10, in white, and in 
Figure 11, in black. This solid impermeable wall is 
a 2.1×4 m2 rectangle, with two semi-circular ends. 
The diameter of these semi-circles is equal to the 
turbine-duct diameter (2.1 m). The baffle-plate is 
placed at z = 7.5 m with the semi-circle centres 
coincident with the turbine axes. The plate 
thickness was ignored in the simulations. Three 
layers of boundary layer type mesh were used on 
each side of the plate. 

Results plotted in Fig. 10 for U at y-z planes 
show that the modified geometry is very effective 
for the inwards flow. The low velocities occurring 
at around z = 2 m are expected to inhibit the 
production of water-spray at the water free-surface.  

However, a recirculation bubble is produced by 
the outwards flow on the top of the baffle-plate 
which may induce poor distribution of the flow in 
the turbine ducts. Results plotted in Fig. 11 for the 
iso-contours of W in x-y planes show that there is 
some disturbance to the uniformity of the flow in 
the lower part of the ducts. This flow disturbance is 
absent in the upper part of the ducts. This indicates 
that the adopted geometry solution is quite effective 
in reducing the water-spray production without 
otherwise affecting the operation of the turbines. 
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Figure 9. Inwards flow simulation for the origi-
nal geometry: iso-contours of U in y-z planes 
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6. CONCLUSIONS 
A numerical study of the air-flow in the pneu-

matic chamber of an OWC WEC was made for the 
outwards and the inwards flow directions. Depend-
ence studies were made for the grid, the interpola-
tion scheme and the turbulence model, considering 
the outwards flow simulation conditions. Grid, 
turbulence model and interpolation scheme inde-
pendent solutions could be obtained with relatively 
coarse grids. It was verified that the outwards flow 
distribution is sufficiently uniform at the turbine 
inlet section to provide good operational conditions 
for the turbines. 

Results from the inwards flow simulation 
showed that high tangential velocities are likely to 
occur at the water free-surface level, which may 
originate the production of water-spray. For this 
reason the original OWC chamber configuration is 
expected to be harmful for the turbines operation. 

The application of a horizontal baffle-plate un-
derneath the turbine ducts proved to be very effec-
tive in reducing the water-spray formation by the 
inwards flow, at the water free-surface level. This 
new configuration does not disturb significantly the 
outwards flow in the turbines ducts, as shown by 
the predicted flow distribution at the inlet sections 
of turbines. 

ACKNOWLEDGEMENTS 
This work has been partially supported by In-

novation Agency (AdI) and Portuguese Foundation 
for Science and Technology, with support from the 
European Regional Fund under POCTI Programme 
(Projects POCTI-IDEA 130203 FDR-01293 and 
POCTI/EME/59024/2004). 

REFERENCES 
[1] Falnes, J., 2002, Ocean Waves and Oscillating 

Systems. Linear Interactions Including Wave-
Energy Extraction, Cambridge University 
Press. 

[2] Clément, A., McCullen, P., Falcão, A. F. de O., 
Fiorentino, A., Gardner, F., Hammarlund, K., 
Lemonis, G., Lewis, T., Nielsen, K., Petroncini, 
S., Pontes, M. T., Schild, P., Sjöström, B- O., 
Sorensen, H. C., Thorpe, T., 2002, “Wave En-
ergy in Europe: Current Statues and Perspec-
tives”, Renewable and Sustainable Energy Re-
views, Vol. 6, pp. 405-431. 

[3] Lewis, A.W., Gilbaud, T., and Holmes, B., 
2003, “Modelling the Backward Bent Duct De-
vice – B2D2 A Comparison between Physical 
and Numerical Models”, Proc. 5th European 
Wave Energy Conference, Cork, Ireland, pp. 
54-58. 

 

 

[4] Falcão, A. F. de O., Rodrigues, R. J. A., 2002, 
"Stochastic Modelling of OWC Wave Power 
Plant Performance", Applied Ocean Research, 
Vol. 24, pp. 59-71. 

[5] Brito-Melo, A., Gato, L. M. C., and Sarmento, 
A. J. N. A., 2002, “Analysis of Wells Turbine 
Design Parameters by Numerical Simulation of 
the OWC Performance”, Ocean Engineering, 
Vol. 29/12, pp. 1463-1477. 

[6] Folley, M., Curran, R., and Whittaker, T., 2006, 
“Comparison of LIMPET Contra-Rotating 
Wells Turbine with Theoretical and Model Test 
Predictions”, Ocean Engineering, Vol. 33, pp. 
1056-1069. 

[7] Martins, E., Ramos, F. S., Carrilho, L., Justino, 
P. A. P., Gato, L. M. C., Trigo, L., and Neu-
mann, F., 2005, “CEODOURO Project: Overall 
Design of an OWC in the New Oporto Break-
water”, Proc. 6th European Wave and Tidal 
Energy Conference, Glasgow, U.K.. 

[8] Conde, J. M. P., Didier, E., Gato, L. M. C., 
2006, “Numerical Simulation of Periodic 
Flows: Pneumatic Chamber of an OWC Wave 
Energy Converter”, in Portuguese, Proc. Con-
ferência Nacional de Métodos Numéricos em 
Mecânica dos Fluidos e Termodinâmica, FCT-
UNL, Monte da Caparica, Portugal. 

[9] Fluent Incorporated, 2004, GAMBIT 2.2 Model-
ling Guide. 

[10] Fluent Incorporated, 2005, FLUENT 6.2 User’s 
Guide. 

[11] Gato, L. M. C., Justino, P. A. P. Falcão, A. F. 
de O., 2005, “Optimization of Power Take-off 
Equipment for an Oscillating Water Column 
Wave Energy Plant”, Proc. 6th European Wave 
and Tidal Energy Conference, Glasgow, U.K.. 

 

630



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

CFD ANALYSIS OF MIXING PROCESS IN SEWAGE SLUDGE REACTOR 
TANKS 

Gergely KRISTÓF1, Ákos CSÉCS2 

 
1 Department of Fluid Mechanics, Budapest University of Technology and Economics. Bertalan Lajos u. 4 – 6, H-1111 Budapest, 
Hungary. Tel.: +36 1 463 4073, Fax: +36 1 463 3464, E-mail: kristof@ara.bme.hu 
2 Corresponding Author. Department of Fluid Mechanics, Budapest University of Technology and Economics. E-mail: 
csecs@ara.bme.hu 

 

ABSTRACT 
Mixing process in wastewater sludge reactors 

have been analyzed with the application of CFD 
simulation technique. As a first step of the 
investigation, flow field induced by the mixing 
agitators was determined by using sliding mesh 
approach and URANS simulation. From the 
resulting flow field, long term mixing and sludge 
quality fluctuation caused by periodic operation of 
the reactor feeder, have been computed. It was 
necessary to develop a simplified model of the 
biochemical reaction and two-phase flow for 
obtaining proper definition of mixing quality.  Fluid 
viscosity was determined by on-site measurements. 
In view of computed flow field and mixing process 
data proposals could be developed for the structural 
modifications of the reactors and agitator systems 
for both improving reactor efficiency and 
elimination operation problems. 

Keywords: CFD, stirred vessel, URANS, 
wastewater sludge reactor  

NOMENCLATURE 
ρ [kg/m3] density of the sludge 
τ [s] time constant 
t [s] residence time 
c [-] concentration of secondary phase 
N [1/s] rotational velocity of the impellers 
µ [kg/ms] viscosity of the sludge 
S [kg/m3s] source term of the secondary phase 
y+ [-] wall boundary layer distance 
D/T [-] ratio of impeller and vessel diam.  
h/H [-] ratio of impeller and vessel height  
Np [-] Power number 
NQ [-] Flow number 
Dm [m2/s] Molecular diffusivity 
σt [-] Turbulent Schmidt number 
µt [kg/ms] Turbulent viscosity 
TKE [m2/s2] turbulent kinetic energy 
TDR [m2/s3] turbulent dissipation rate 

SM  sliding mesh 
RANS  Reynolds-averaged Navier-Stokes 
  modelling approach 
URANS  unsteady RANS 
CFD  computational fluid dynamics 
LES  large eddy simulation 
 

1. INTRODUCTION 
The aim of the investigation was to ensure 

reliable long-term operation of the new thermofil 
reactors of the Capital Canalization Plant in South-
Budapest. The mixing reactor was emptied for 
service work after 6 months of operation, so further 
information about the operation experiences and the 
geometry of the impeller could be collected which 
is not possible during normal operation. In order to 
suggest modifications of operation and structure of 
the reactor CFD results had to be produced at a 
short date. In order to reach the goal, following 
points were defined: 

1. Determination of the flow field of the 
reactors by numerical simulation. 

2. Characterization of the effectiveness of the 
mixing. 

3. Suggestion of improvements based on 
results. 

 

2. GEOMETRY AND NUMERICAL 
MODEL 

The thermofil vessel is cylindrical and has a 
conical shaped bottom (see Fig. 1). Its diameter is 
D=12.5 m and the liquid level is at H=19.2 m. The 
volume is 2000 m3. It has three narrow-foiled 
impellers, attached on one common top-entry shaft. 
The upper impeller has two blades, the lower two 
have three blades, with diameters from 2.25 m to 
2.9 m. The D/T ratios and the h/H ratios from the 
bottom are shown in Table 1. 
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Three different CFD models were applied. The 
first was a sliding mesh (SM) approach with 
realistic modelling of the impellers, in the two other 
cases the impellers were substituted by a pressure 
jump (fan) boundary condition. In the second case a 
steady flow field had been calculated (steady 
RANS). In the third case an unsteady flow field has 
been calculated (unsteady RANS) in the simplified 
model.  

Table 1. Geometry of the impellers 

 D/T ratios h/H ratios 
Upper impeller 0.176 0.958 
Central impeller 0.232 0.688 
Lower impeller 0.232 0.344 

 

 

Figure 1. Geometry of the SM and simplified 
model 

The first modelling challenge was the 
identification of impeller geometry since it was not 
made available by the manufacturer (see Figure 2). 
Digital camera pictures taken during the 
construction of the vessel had to be used instead of 
the exact geometrical model. After the recognition 
of some important features such as the blade profile 
being cylindrical and the leading-edge tangents 
being perpendicular to the rotational axis direction 
it was possible reduce the problem to manageable 
number of unknown parameters. 

 

 

Figure 2. Photo of the lower narrow foiled 
impeller 

Two baffle plates (height 2m, width: 1m) are 
attached at the height of the lowest impeller. The 

mixed inlet of the fresh and the recirculated 
(heated) mud is below the lowest impeller, given by 
a horizontal oriented pipe. The main outlet is at the 
bottom of the cone. The outlet for the recirculation 
is appr. at the height of the central impeller. 

During operation the heater recirculation circuit 
works continuously. Its flow rate (33 l/s at a head of 
6.3 m) was determined based on the hydraulics of 
the recirculation system and the characteristic curve 
of the pump, see Fig. 3. The fresh sludge is mixed 
into the pipeline of recirculation system. The mixed 
inlet and the main outlet are switched on and off 
simultaneously at cycles of eight hours. 
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Figure 3. Characteristic curve of the 
recirculation pump 

In order to have a reasonable resolution and 
computation time for a long-term model time of 10 
days, application of pressure jump boundary 
condition with additional rotational and radial 
velocity parameters for the impellers were 
considered. To receive these parameters, a short 8 
minute simulation with fully modelled impeller 
blades with sliding mesh approach was applied. The 
amount of cells (tetrahedral) in case of fully 
modelled impeller was 820000, in the simplified 
model 680000, see Fig. 4. Cell skewness, aspect 
ratio and expansion ratio were overall reasonable 
low due to mesh size functions around critical 
regions. A mesh was used with a resolution at least 
that of examples found in literature mentioned later. 
At least 50% more nodes are recommended in each 
direction for a step in a Richardson extrapolation 
[1]. This results in 3.4-times more cells and 2/3 of 
the time step, meaning 5 times of the calculation 
time, which was not available. The Courant number 
was below 1 in almost the entire domain. The speed 
of rotation of the impeller was 0.23 1/s. 

 

 

Figure 4. Mesh quality of the impellers 
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The density of the mud was almost equal to 
water. Viscosity was measured on-site by a purpose 
developed capillary measurement device. Sludge 
viscosity has been found to be changing depending 
on the altitude of decant level. Simply giving a 
constant viscosity value does not represent an 
adequate model for the mud. Although the flocs 
represent only 3-4 mass percent in the water, they 
are continuously in contact and have a special 
phase-separation process. Differences in viscosity 
were observed at the three decant levels in the 
thermofil reactor indicating an undesired separation 
of the phases, see Table 2. 

Table 2. Viscosity differences at different heights 

Tapping point height h/H Viscosity (kg/ms) 
0.378 5.7·10-3 
0.69 4.5·10-3 
0.969 4.8·10-3 

Since there was no possibility for measurement 
to have a more detailed distribution of viscosity 
values, for simplification the average value was set 
to 5·10-3 kg/ms. 

Further investigation is necessary to introduce a 
model of wastewater mud of different quality for 
practical use. In [2] the laminar flow in a pipe was 
based on a Bingham-plastic fluid. The head loss and 
velocity profiles are in good agreement with 
analytical results and measurement data, but for 
stirring purposes no validation was found. In 
engineering practice local shear-rate or velocity-
gradient dependent viscosity can be observed – 
further viscosity measurement will be conducted to 
give proof. In [3] a pseudoplastic solution was 
already applied, defining and average apparent 
viscosity calculated through the Metzner-Otto 
method, where the shear rate’s influence is based 
indirectly by the rpm of the impeller. 

The Reynolds-number of the two lower 
impellers was: 

133400
2

Re ==
µ

ρ DN  (1) 

The operational flow parameters of the 
impellers lied between: Np = 0.15 – 0.31, Nq = 0.48 
– 0.54. 

For turbulence modelling the realizable k-ε 
approach of the commercial application FLUENT 
6.2 was applied for each case. The under-relaxation 
parameters were set for pressure 0.3, momentum 
0.7, TKE 0.8 and TDR 0.8. The realizable k-ε 
constants were C2ε =1.9, TKE Prandtl number 1, 
TDR Prandtl number 1.2 and turbulent Schmidt 
number 0.7. Secondary upwind schemes were used. 

The URANS k-ε approaches usually 
underestimate the turbulence values and deficient 
tangential velocity profiles can develop, observed 
e.g. in [4] for a Rushton turbine for a SM standard 
k-ε. Although the axial velocity profiles had a good 

agreement with measurements results. In [5] a 
pitched blade turbine was investigated having 
similar experiences and having a good agreement of 
the flow number between measurements and 
simulation with SM approach with k-ε modelling 
and higher upwinding. Zonal modelling was applied 
with partially good validation results by [6] for 
different propellers and pitched blade turbines. 

Similar shaped narrow foiled impeller like the 
recent impeller was validated by [7] in a SM 
approach. Exactly the same shape was not 
investigated, but the axial and radial velocity had a 
qualitative agreement with measurement results. 
The tangential velocity and TKE profiles had the 
same order of magnitude, giving adequate average 
values for the cross section. 

The first simulation for defining the flow 
characteristics of the impellers took 9 cpu-weeks 
with a time step of 0.02 s and with three 2.2 GHz 
Athlon64 cpu’s with >90% parallelization 
efficiency. The time step was defined by the mesh 
size and velocity at the interface of the SM. This 
resulted in an 8 min modelling time. The simplified 
model needed 4 days for the steady flow field and 2 
weeks for the URANS simulation with 2 s time 
steps resulting in 2 hours modelling time. This 
model was applied for verification of the stability of 
the flow pattern of the steady model. 

A LES approach had been taken into 
consideration for the first model, but URANS 
approach requires less computation capacity and 
lower mesh resolution. Realistic results were 
expected since the length scale and time scale of the 
macroscopic unsteady phenomena were orders of 
magnitudes longer than the turbulence in the free 
jets and wall boundary layers. In the future a LES 
approach will be considered for the estimation of a 
more realistic flow field estimation for the first part 
of the modelling in order to get better results for 
TKE and TDR. [8] had very good validation 
agreement of velocity and turbulence values for a 
Rushton turbine, [9] modelled mixing behaviour in 
a similar stirred vessel, where mixing time was in 
good correlation with measurement data. In [10] 
macro-instabilities were predicted successfully in a 
vessel with a pitch-bladed turbine. 

The steady flow field and the unsteady 
simulation of the thermofil reactor were used to 
prove the hydraulic mixing ability. A species model 
was used to model a solved material with same 
properties as the primary phase and no own 
momentum equation. A source term in the 
conservation equation (2) of convection-diffusion 
ensured linear increase of the concentration 
depending on time, where τ time constant is related 
to the average residence time in the vessel, see eq.  
(3). An Euler approach to residence time could be 
displayed taking the inverse of the time-integrated 
equation of the concentration source term, see eq. 
(4). This approach is similar to the case in [11]. 
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Since chemical/biochemical reactions are 
extremely complicated and depend on the actual 
input composition, they can be implemented based 
on empirical correlations observed in test-reactor 
experiments.  

3. RESULTS 
The 8 min simulation time was enough to 

develop the final structure of the flow around the 
lower two impellers and to mix the entire reactor 
half-way through. In the practice ca. 15-20 minutes 
were necessary for starting of the circulation in the 
whole vessel. 

The fully modelled impellers of the thermofil 
reactor resulted in the expected cylinder-shaped 
free-jets, which is characteristic to this type of 
narrow-foiled impellers of the manufacturer. 

 

 

Figure 5. Relative velocity vector distribution at 
the impeller 

 

Figure 6. Turbulent kinetic energy at the 
impeller [m2/s2] 

The relative flow velocity vectors of the lower 
impeller are displayed at the impeller radius of 1.3 
m in Figure 5. It shows a smooth near-laminar flow 
around the blade. The average y+ values were 
between 60 and 140. Figure 6 shows the TKE, 
which is one of the sources of mixing. Similar flow 
fields were observed at inner radiuses. 

The starting procedure of the mixer from 
resting of the whole fluid zone until upper free-jets 
reaching the lower impeller represents a complete 
flow curve at given rpm. The pumping cross-section 
was defined directly below the impellers to 
calculate the flow rate. The axial force on the 
impeller was projected to this surface to get the 
pressure value. The lower two impellers gave 
similar results for the flow curve despite of different 
operating conditions. The lower impeller was at the 
end already reaching its asymptotic operation state: 
it was blown through by the central impeller and it 
developed the quasi-steady flow field in the cone. 
The total flow rate produced by three consequential 
impellers was within 10% error bound to the 
nominal value calculated by the manufacturer 
(7.715 m3/sec). 

The upper impeller could give only 
approximated parameters; this was mainly caused 
by unfavourable inflow. 
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Figure 7. Estimated flow curve of the lower and 
central impeller 
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Figure 8. Average tangential velocity of the 
impellers 

These flow curves and the extracted tangential 
velocity profiles below the impellers were applied 
for the simplified model boundary condition. This 
approximation resulted in some percentages 

634



decrease in the total flow rate produced by the 
mixer. In the simplified case definitely the upper 
impeller caused the lower flow rate (see Table 4). 

Table 4. Flow rate of the impellers 

Impellers Sliding mesh 
model (m3/sec) 

Simplified model 
(m3/sec) 

Upper 0.85 0.66 
Central 2.7 2.6 
Lower 3.5 3.4 
Total 7.05 6.66 

 
Despite of good average results the detailed 

comparison showed significant differences leaving 
headroom for further development. 

On one hand TKE due to shear layers produced 
by the impeller blades was not represented in the 
simplified model. Furthermore in the stationary 
model the mixing effect of large eddies and 
pulsating flow induced by individual impeller 
blades were not represented. On the other hand the 
fan boundary conditions produced TKE due to high 
tangential velocity gradients, especially at the edge 
of the cross-section. This effect can be seen on Fig. 
9 – the asymmetry is due to the influence of the 
asymmetric inflow from the upper impeller. 

 

 

Figure 9. Distribution of TKE in the axial plane 
of the central impeller of the simplified model 

Fig. 10. and Fig. 11. shows the average TKE on 
the 2.9 m diameter areas below the impeller. The 
SM impeller produced significantly lower values, 
despite of the upper impeller free jet already 
reached the central impeller and the inflow TKE 
was for the SM model 0.0045 m2/s2 and for 
simplified 0.0063 m2/s2. The effect of the improved 
operation – which will be described later – was that 
much higher initial TKE reached the central 
impeller. 
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Figure 10. Average TKE on the area of the cross-
section of the impeller 

The tendencies of TDR were similar in all three 
cases. The SM and the simplified model were 
almost the same; only near to the SM impeller a 
high TDR was observed. 
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Figure 11. Average TDR on the area of the cross-
section of the impeller 

The flow field and pressure distribution of the 
three different modelling approaches of the 
thermofil reactor around the impellers and in the 
lower half of the domain were very similar to each 
other. These allowed assuming an adequate 
modelling of the flow field by the simplified model 
in the steady case and in the unsteady case; see Fig. 
12-15 for the SM and the steady RANS approaches. 
The y+ average value on the walls were 250 ranging 
mainly from 30 to 750 in the SM case, and in the 
simplified case the average was around 200 with a 
range from 30 to 600. 

 

Figure 12. Absolute velocity distribution in the 
SM model [m/s] 
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Figure 13. Absolute velocity distribution in the 
simplified steady model [m/s] 

 

Figure 14. Static pressure distribution in the SM 
model [Pa] 

 

Figure 15. Static pressure distribution in the 
simplified steady model [Pa] 

Detailed analyse of the flow field showed that 
the thermofil mixer was not able to generate intense 
flow in the bottom of a conical vessel. In design 
guidelines it is usually not allowed to put the 
impellers too close to the bottom due to danger of 
radial overload of the shaft. Therefore other 
operational parameters had to be changed to solve 
the problem. 

The upward flow along the upper half of the 
cone walls and the lower third of the cylindrical 
wall had a value of at least 0.3 m/s, satisfying the 
design requirements for upward moving of settling 
flocs. 

Both the steady and the unsteady simulation in 
the simplified model showed an unfavourable flow 
pattern in the upper third of the vessel. The 
circulation was done mainly through the central and 
the lower impeller. The upper impeller caused a 
swirling flow with mainly horizontal path lines (see 
Fig. 16). 

As a consequence the geometry had to be 
modified. Two additional baffles were introduced at 
the height of the upper impeller. The upper impeller 
was replaced by one with higher flow rate. 
Furthermore it was positioned lower to have a better 
inflow. As a conclusion the flow field changed 
dramatically, showing a total circulation of the fluid 
domain (see Fig. 17).  

 

 

Figure 16. Path lines in the simplified stationary 
model 

 

Figure 17. Path lines in the improved simplified 
stationary model 

The flow rates of the impellers increased 
respectively to 2.34, 3 and 3.2 m3/s from top to 
bottom, altogether 8.54 m3/s. A slight rotation on 
the top remained which is necessary to avoid 
developing of agglomerated foam. Otherwise in the 
engineering practice on long term a carpet was built 
blocking the ascending biogas.  
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The efficiency of the reactor can be defined in 
this case for example by calculating the ratio of 
theoretical methane production and effective 
methane production. The theoretical production is 
achieved by maximum possible biodegradation of 
organic material to methane, for example in a 
tubular reactor or in a batch reactor. According to 
the experience of full-scale running the reactor 
produced only about 2/3 of the expected efficiency.  

Interestingly, the result of the hydraulic mixing 
calculations in the stationary and URANS case was 
that related to the defined average residence time of 
10 days the mixing was completely done even in the 
unfavourable flow field. The residence time was 
homogenous in the whole fluid domain. 

The conclusion was that the upper swirling 
zone had presumably been less participating in the 
biodegradation process. Evidence of this indirect 
conclusion will be given after further operation of 
the modified reactor. 

Originally the final outlet of the sludge was at 
the bottom of the cone and the inlet of the fresh 
sludge directly below the lower impeller (horizontal 
pipe on Fig. 1.). It was a suspected that this caused 
a short circuit, reducing the efficiency of the 
reactor. 

Due to pre-mixing in the inlet pipe and 
adequate mixing in the free-jet of the impeller 
maximal 1% percent of the fresh mud quits directly 
through the outlet, so the effect of hydraulic short-
circuit was negligible. 

Another issue was the clogging of the outlet at 
the bottom of the cone due to the dead zone and 
periodic operation. The logical consequence was 
that the heating recirculation should evacuate 
settling material from the bottom and pump it back 
onto the top. So it was recommended to operate the 
bottom outlet of the thermofil reactor as the heating 
recirculation outlet. 

 

4. CONCLUSION 
Following statements can be done based on the 

investigation of the reactors: 
1. The geometry of the narrow foiled impeller has 

been reproduced based on photographic 
digitalization successful regarding the total flow 
rate achieved in the simulation results. It was 
within 10% error bound to the nominal value 
calculated by the manufacturer. 

2. Design of the parameters of the stirring of 
wastewater sludge must be done in each case 
careful. Even small changes to the shape of the 
vessel can have significant effect on the overall 
flow field. 

3. It is hard to avoid the settling by the 
intensification of primary mixing. An outer 
circulation pipeline delivering sludge to bottom 
up direction seems to be safer and less energy 
consuming way of avoiding sedimentation.  

4. Due to special physical properties of the sludge 
and the size of the vessel validation of the 
simulation result is only possible by comparing 
certain operational results like efficiency and 
settling effects. Reliability of the simulation flow 
field results can be based on stirring vessel 
investigation found in literature for constant 
viscosity one-phase fluids. 
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ABSTRACT
Liquid phase hydrodynamics around a static 

mixer have been investigated using Laser-Doppler 
Anemometry (LDA) and Particle Image 
Velocimetry (PIV). A standard industrial mixer has 
been chosen as a first configuration. Water is used 
as flow medium with a very low mean velocity of 
6.2 mm/s in the inflow section, which results in a 
mass flow of 184.8 l/h and a Reynolds number of 
562. Three-dimensional velocity fields are 
measured in two vertical sections in the laminar 
inflow duct and in two sections in the disturbed 
laminar outflow. The experimental uncertainty has 
been investigated in detail. The PIV data has been 
used to characterize velocity profiles for different 
inflow conditions. The inflow mainly consists of an 
axial laminar duct flow without transversal 
components. The mixer leads to vortex structures in 
the outflow. Behind the mixer, the structure of the 
velocity field mimics the mixer geometry in all 
three directions.

Keywords: static mixer, LDA, PIV

NOMENCLATURE
Q [l/h] flow rate
Re [-] Reynolds number
V [l] volume
d [µm] tracer diameter
g [m/s²] acceleration due to gravity
u [m/s] absolute velocity vector
Subscripts and Superscripts
10 10 % sum fraction
50 50 % sum fraction
90 90 % sum fraction
f fluid
p particle (relative to the fluid)

s stopping
x, y, z streamwise (along the channel axis), 

transversal, vertical (coordinate)
 temporal mean

1. INTRODUCTION
Laser-Doppler Anemometry (LDA) and 

Particle Image Velocimetry (PIV) are widely used 
methods to determine flow characteristics. Here, 
they have been used to investigate the fluid 
behaviour around a static mixer in order to 
determine the flow conditions for the study of the 
mixing behaviour. The measurements are also used 
in a second step of the project to validate numerical 
calculations using LES and adaptive grid methods. 
Therefore, the boundary and starting conditions 
have to be determined exactly in the measurements. 
The LDA results serve here for the validation of the 
PIV results, which will later on be compared with 
numerical results. Especially the temporal 
resolution of the PIV measurements has been 
validated in that way, since the flow velocity is very 
small.

Static mixers have been investigated in several 
previous studies by optical measurement 
techniques. Some recent works are presented in the 
following. Kling et al. [1, 2] used reacting tracer 
dyes, in order to determine the macro- and 
micromixing by laser-induced fluorescence. 
Fourcade et al. [3, 4] used optical measurements of 
velocity and concentrations for comparison with 
numerical simulations. Gas mixing by lobed static 
injectors has been examined by the group of 
Karagozian [5-7] for the mixing of hot and cold 
combustion gases in burners.

The aim of this project is the validation of 
computational models in order to calculate static 
mixers for industrial applications. A first step is the 
complete determination of the flow field induced by 
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the mixer, which will be presented here. A test track 
has been designed, which allows the set-up of 
suitable experiments in order to measure the flow 
and mixing conditions of static mixers. The mixer 
section can be easily changed and different mixers 
can thus be examined.

2. EXPERIMENTAL SETUP
A schematic view of the test apparatus is given 

in figure 1.

Figure 1. Schematic view of experimental set-up

A pump delivers the fluid from a lower basin to 
an upper basin, which water level lies 10 m above 
the channel axis. After the downpipe follows a 
diffuser, which changes the cross section from 
circular to quadratic. This shape has been chosen 
for the measurement sections in order to simplify 
the optical access for LDA and PIV. After that, the 
2.45 m long inflow section leads the fluid to a static 
mixer, shown in Figure 2.

Figure 2. Geometry of the static mixer

As also illustrated in Figure 3, the mixer 
consists of seven rectangular lamellas with a width 
of 13 mm. Four lamellas (1-4) are turned in 

direction of the flow; between them, three (lamellas 
5-7) are turned against the flow.

The outflow section has a length of 2.45 m, too. 
Inflow, outflow and mixer consist of acrylic glass 
and have a cross section of 91 x 91 mm. A flow 
meter is installed at the end of the test section, 
which provides a precision of 0.15 %.

The required flow rates have been adjusted 
using a control valve. From there, the water goes 
down to the lower basin.

Figure 3. Mixer lamellas and measurement 
planes

Water with a temperature of 15 °C is used as 
flow medium. The static over-pressure in the test 
track is 1 bar.

For the LDA measurements, an argon laser with 
a wavelength of 514.5 nm and a laser power of 100 
mW has been installed. The measurement volume 
has a width of 0.65 mm and a diameter of 0.08 mm. 
The resulting number of stripes is 35. At every 
measuring point between 40 and 1000 values have 
been acquired with an acquisition time of 60 s, 
which resulted in an acquisition frequency between 
0.67 and 16.67 Hz.

For the PIV measurements, a Nd:YAG laser 
doubled to a wavelength of 532 nm with an energy 
of 200 mJ has been used. Under the governing 
optical conditions, a laser power of 80 mJ has been 
applied in order to be sure not to destroy the acrylic 
glass walls. The CCD camera provides a resolution 
of 1600 x 1186 pixels. It is combined with a Nikon 
AF Micro Nikkor 60mm/2.8D objective and a laser 
line filter of 532 nm.

For the measurements, spherical hollow glass 
balls 110 P8 CP00 with a mean diameter of d50 = 
10.2 µm (d10 = 2.9 µm, d90 = 21.6 µm), a mean 
density of 1.1 g/cm³ and a bulk volume between 
2220 and 2850 ml/kg have been used. In function of 
the fluid velocities, the concentration has been 
chosen to be 15 to 20 particles in a 16 x 16 pixel 
area of the PIV camera. This results in a volume 
fraction of  Vp/Vf = 6.86·10-5.
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Referring to the coordinate system in fig. 2, the 
streamwise velocity ux, the transversal velocity uy 
and the vertical velocity uz have been measured 
with LDA in y-z-planes at x = -112 mm and x = 
-60.5 mm (before the mixer) and x = 60.5 mm and x 
= 112 mm behind the mixer with the coordinate 
system having its origin in the centre of the mixer. 
Before the mixer, the distance between two 
measurement points is 4 mm, behind the mixer 2 
mm.

For PIV, the velocities in the x-z-planes with a 
distance of 6.5 mm in the y direction, which is half 
the thickness of a mixer lamella, have been 
investigated, as well as in the x-y-planes with a 
distance of 22.75 mm. These planes are shown in 
Fig 3. These PIV planes intersect the y-z-planes of 
the LDA measurements and the corresponding 
velocity values can be compared.

The Reynolds numbers with the corresponding 
flow rates Q and mean velocities 

x

u  are given in 
Table 1.

Table 1. Reynolds numbers, flow rates and mean 
velocities

Case Re
[-]

Q
[l/h]

x

u  [m/s]

1 562 184.8 0.0062
2 1000 328.9 0.0110

PIV data has been evaluated using a cross 
correlation over an interrogation area of 64 x 64 
pixels with 50 % overlapping and a Gaussian low-
pass filter has been applied. In the area, values lying 
in the range of 1.2 times the second highest value 
have been accepted. For Case 1, velocity vectors 
smaller than -30 and larger than 30 mm/s have been 
declared erroneous. For Case 2 the corresponding 
range is between -60 and 60 mm/s. No averaging 
has been performed during data analysis of the 
single double-images.

One has to bear in mind, that the velocities 
measured with LDA and PIV are not the velocities 
of the fluid but the velocities of the tracer particles 
floating in the water. Following [8], the final 
velocity of a particle relative to the fluid is 

2

2.2 10
p

u

−= ⋅ mm/s with a relaxation time of 
5

2.4 10τ −= ⋅ s. This is faster than the residence time 
of the fluid in the test section. By means of the 
dynamic behaviour of the tracer particles in the 
flow they suit very well to the investigated flow 
conditions.

3. RESULTS

3.1. Case 1 (Re = 562)
For the flow rate Q = 184.8 l/h LDA and PIV 

measurements have been performed. During the 
measurements the flow meter has shown flow rates 

between 184.0 and 185.3 l/h. The resulting mean 
velocities for these flow rates are 6.17 and 6.21 
mm/s. By reference to the desired mean velocity, 
this is a variation of 1.05 %, including the 
imprecision of the flow meter.

LDA measurements
The LDA results at x = -60.5 mm (before the 

mixer) are shown in figure 4. The streamwise 
velocities, presented in Fig. 4a, lie between 0 and 
10.9 mm/s. The highest values occur in the lower 
left corner. The flow does not seem to be 
completely symmetrical around the duct axis. Near 
the lateral boundary layer velocity variations of 
about 4 mm/s can be observed. The upper part of 
the profile presents a homogeneous laminar shape. 
Concerning fluctuation (RMS) values, the variation 
of the measured values lies between 0.07 and 2.4 
mm/s.

Figure 4. Case 1: LDA measurements in the y-z-
plane 60.5 mm before the mixer: a) streamwise,          
b) transversal, c) vertical velocity
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The range of the transversal velocity 
components presented in Fig. 4b spans from –0.4 to 
0.4 mm/s. The RMS values lie between 0.08 and 0.4 
mm/s. 

For the vertical velocity profile (Fig. 4c) it can 
be seen, that the measured values in the centre cross 
section lie between -0.2 and 0.4 mm/s. In the near 
of the lateral boundary layer values around -0.7 
mm/s are found. Outside of the boundary layer the 
RMS values lay typically around 0.1 mm/s. In the 
near of the lateral boundary layer values between 
0.2 and 0.4 mm/s can be found.

The occurrence of homogeneously distributed 
regions with larger RMS values suggests periodic 
uncertainties in the test section or the measurement 
system. Reviewing the acquisition data, the larger 
RMS values (typically around 0.4 mm/s) occur at 
times, where the pump delivers water in the upper 
tank, which apparently causes slight vibrations, 
transferred through the floor to the measurement 
system. These vibrations had to be taken into 
account for measurements of total velocities at 
levels below 0.5 mm/s. The values for the vertical 
and transversal velocities lay under the 
measurement uncertainty and this means that, 
practically, only a streamwise velocity component 
exists in the inflow section.

Behind the mixer, the three velocity 
components are represented in Figure 5.

The predominantly straight flow in front of the 
mixer has been changed to a flow dominated by 
vortices, as expected. In Fig. 5a four symmetrically-
ordered locations around the duct axis with higher 
streamwise velocities between 16 and 17.3 mm/s 
can be observed. In Fig. 5b four locations with 
transversal velocities between 6 and 6.3 mm/s are 
found. In comparison to the spots in Fig. 5a they are 
located nearer to the duct axis. In Fig. 5c four spots 
can be noticed as well. There, vertical velocities 
between 3 and 6 mm/s have been determined, but 
the highest velocities of 10.1 mm/s are located just 
above and below the channel axis.

Considering these small flow velocities and 
fluctuations, the high acquisition frequency of LDA 
measurements is not necessary to resolve the flow 
conditions temporally. In fact, for our flow standard 
PIV acquisition frequencies of 8 Hz become „time 
resolved” PIV.

PIV measurements
The PIV measurements have been applied 

before and behind the static mixer in x-z-planes all 
6.5 mm. In Figure 6 the measured raw velocity 
vectors, calculated from a single double-image in 
the x-z-plane before and behind the mixer at the 
coordinates y = 0, -6.5 and -13 mm are presented. 
The images cover areas between 109.7 x 81.3 and 
111.3 x 82.5 mm, caused by the different refraction 
indices of water and air.

In front of the mixer laminar flow has been 
observed in all investigated cases. The highest 
streamwise velocity is 12.2 mm/s at y = 0 mm in the 
middle of the mixer cross section. In Fig. 6 one can 
see, that at the entrance of the mixer the fluid is 
forced to change its direction along the lamellas on 
the upper and lower boundaries of the channel. In 
Fig. 6b the fluid reaches the mixer at vertical 
boundaries of the mixer lamellas 3 and 6, whereas 
in Fig. 6c the fluid has to change its direction, when 
it reaches the tip of lamella 7 in the middle of the 
test section.

Figure 5. Case 1: Velocity components measured 
with LDA 60.5 mm behind the mixer: a) 
streamwise, b) transversal, c) vertical velocity
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Behind the mixer, the fluid follows an almost 
parallel path along the nearest lamella. The highest 
velocity is 23.8 mm/s and has been measured at y = 
0 mm in the very neighbourhood of the upper end 
of a lamella. In Fig. 6d lamella 6 points in the flow 
direction; in Fig. 6f lamella 7 points against the 
flow direction. In Fig. 6e where the investigated 
shape lies at the boundary of lamellas 6 and 3, the 
fluid does follow mainly the lamella borders, which 
are orientated to the channel boundary. When the 
fluid moves away from the mixer, small vortices 
can be observed at all investigated locations. The 
standard deviation value of this variation is about 
10 % of the measured velocities.

Figure 6. Case 1: Raw PIV vectors in the x-z-
plane before the mixer at a) y = 0, b) y = -6.5, c) y 
= -13 mm and behind the mixer at d) y = 0, e) y = 
-6.5 and f) y = -13 mm

In Figure 7 the raw data of the velocity vectors 
in the x-y-plane in front and behind the mixer at the 
coordinates z = -22.75, 0 and 22.75 mm are 
presented.

In front of the mixer, the flow field is clearly 
laminar. The highest velocity of 20.37 mm/s is 
measured at z = 0 mm at the entrance of the mixer 

between the forward-orientated lamellas 2 and 3. At 
the position where the x-y-plane crosses the x-z-
plane at the axis (y, z) = (0 mm, 0 mm), during the 
two measurements velocities of 12.5 mm/s and 12.1 
mm/s have been measured respectively. This means 
that the variations found with PIV are of the same 
order as for the LDA measurements.

Figure 7. Case 1: Raw PIV vectors in the x-y-
plane in front of the mixer at a) z = 22.75, b) z = 
0, c) z = -22.75 mm and behind the mixer at d) z 
= 22.75, e) z = 0 and f) z = -22.75 mm

Behind the mixer at the outlet in Figs. 7d and 7f 
the flow is orientated towards the axis of the 
channel, whereas in Fig. 7e the vectors point mainly 
towards the boundaries of the channel. The highest 
velocity of 21.19 mm/s is measured in the z = 0 mm 
plane between the backward-orientated lamellas 6 
and 7.

In the upper parts of the images during the 
measurements in the x-y-plane a number of 
erroneous vectors have been dropped out during the 
data analysis procedure. For all PIV measurements, 
the standard deviation lies in the range of 10 %.
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Comparison of LDA and PIV
The measured data of LDA and PIV have been 

compared at the measurement points of LDA by 
interpolation of the PIV data. The PIV data itself 
has been averaged over 100 double-images, taken 
within 60 s, which has been the acquisition time of 
LDA. Figure 8 presents the velocity isolevels of this 
comparison 60.5 mm before the mixer.

Figure 8. Case 1: Streamwise velocity isolevels of 
LDA and PIV measurements at x = -60.5 mm

In both contour plots the streamwise velocity 
components have the highest value in the lower left 
part of the cross section. The maximum velocities 
of PIV are roughly 2 mm/s higher than the ones of 
LDA, which means a variation of 16.7 %. The 
calculation of the mean velocities results in 5.8 
mm/s for LDA and 5.6 mm/s for PIV, a variation of 
3.5 %.

In the upper parts homogeneous laminar 
velocity profiles have been determined. In the lower 
part higher velocities than in the upper part have 
been measured with both methods. In the lower 
right corner, the PIV data suggests velocity 
variations of 2 mm/s, as the LDA data.

Figure 9 shows the isolevels of the streamwise 
velocity component 60.5 mm behind the mixer.

In both measurements the regions of high and 
low velocities correspond to each other. The highest 

velocities of 12 mm/s are found 30 mm above and 
below the channel axis, in the centre velocities of 4 
mm/s can be found. Furthermore, there exist four 
spots with lower velocities at (y,z) = (-30 mm, 20 
mm), (30 mm, 20 mm), (-30 mm, -20 mm) and (20 
mm, -20 mm). For LDA, these velocities have been 
determined as 0 mm/s, for PIV as 3 mm/s.

Figure 9. Case 1: Streamwise velocity isolevels of 
LDA and PIV measured at x = 60.5 mm

The vertical velocities 60.5 mm behind the 
mixer are shown in Figure 10. Corresponding to the 
streamwise velocities, 10 mm above and below the 
channel axis the highest velocities occur, with LDA 
10 mm/s have been measured, with PIV 5 mm/s. As 
for the streamwise velocities, four zones with 
transversal distances of 20 mm and vertical 
distances of 30 mm from the channel axis can be 
observed, where the velocities are higher than in 
their neighbourhood. There, LDA determined 
vertical velocities between 4 and 6 mm/s, PIV 
showed vertical velocities of 4 mm/s.

The images of the transversal velocity 
components correspond to these images of the flow 
field in terms of velocity values and differences 
between PIV and LDA. Vibrations of the pump, 
which caused a wider RMS range of measured 
velocities of LDA, could be suppressed for PIV due 
to a modification of the water supply system. This 
is a part of an explication for the slightly different 
values.
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3.2 Case 2 (Re = 1000)
For this flow condition the flow rate of Q = 

328.9 l/h is used. During the measurements the flow 
meter has shown flow rates between 328.4 and 
330.7 l/h. The resulting mean velocities for these 
flow rates are 11.01 to 11.09 mm/s. In reference to 
the required mean velocity, this is a variation of 
0.85 % including the imprecision of the flow meter.

The measurements have been performed in the 
same planes as for Case 1.

Figure 10. Case 1: Vertical velocity isolevels of 
LDA and PIV measured at x = 60.5 mm

In Figure 11 the measured raw velocity vectors 
in the x-z-plane before and behind the mixer at the 
coordinates y = 0, -6.5 and -13 mm are shown. As 
for Case 1, laminar flow has been observed in front 
of the mixer in all investigations. In Figs. 11a and 
11b, the fluid goes directly in the mixer. In Fig. 11c 
it is forced to change its direction, when it reaches 
the backward orientated lamella 7. The highest 
velocity is 32.85 mm/s at y = -6.5 mm at the 
entrance of the mixer between lamellas 6 and 7.

Behind the mixer, the fluid follows a parallel 
path along the nearest lamella but, in contrast to 
Case 1, this is only observed very near the lamella. 
This effect is shown in Figs. 11d and 11f. In Fig. 
11d the plane hits the centre of the forward 

orientated lamella 6, in Fig. 11f the backward 
orientated lamella 7. At the outlet of the mixer, the 
fluid more closely follows the border of the central 
lamella, which is orientated to the middle of the 
channel. Moving away from the mixer, vortices can 
be observed. Even if they can already be seen 
clearly for Re = 562, they become even clearer for 
Case 2. The highest velocities of 38.99 mm/s are 
found in the y = -6.5 mm plane at the upper side of 
the mixer. The standard deviation value is in the 
range of 10 % of the measured velocities.

Figure 11. Case 2: Raw PIV vectors in the x-z-
plane before the mixer at a) y = 0, b) y = -6.5, c) y 
= -13 mm and behind the mixer at d) y = 0, e) y = 
-6.5 and f) y = -13 mm

In Figure 12 the velocity vectors in the x-y-
plane at z = -22.75, 0 and 22.75 mm are presented. 

In front of the mixer laminar flow is always 
found. The highest velocity of 19.68 mm/s has been 
measured between lamellas 2 and 3, at the same 
location as for Case 1.

At the outlet of the mixer the transversal 
component of the velocities rises particularly at the 
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forward orientated lamella 6 in the z = 0 mm plane. 
There, the highest velocity of 43.09 mm/s has been 
determined. Vortices can be noticed in the flow 
further away from the mixer.

Figure 12. Case 2: Raw PIV vectors in the x-y-
plane before the mixer at a) z = 22.75, b) z = 0, c) 
z = -22.75 mm and behind the mixer at d) z = 
22.75, e) z = 0 and f) z = -22.75 mm 

5. SUMMARY
The flow field around a static mixer has been 

determined by LDA and PIV measurements for 
laminar flow conditions. These measurements are 
used to determine the mixing characteristics of the 
mixer and to validate numerical simulations, which 
are used to calculate such mixers.

The measured data shows the flow structure 
induced by the mixer, starting from a one-
dimensional laminar flow field at the inflow. There, 
the acquired PIV and LDA data agree very well. In 
the mixing region differences for the highest 
velocities between both measurements have been 
observed. These are in the range of the 

measurement errors and fluctuation range of the 
inflow velocities. 

 Further measurements for higher Re-numbers 
are in work and will allow a complete 
characterisation of the flow field. Next step for the 
mixing characteristics will also be measurements of 
the mixing quality by introducing fluorescent 
tracers and follow their mixing by laser-induced-
fluorescence.
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ABSTRACT 
Geometrical parameters of a flow distributor 

have been studied to improve the temperature 
stratification in cylindrical enclosures. Numerical 
investigations have been carried out to describe the 
velocity and temperature fields inside a storage tank 
in the case of upper inflow configuration. The aim 
of the study was to enhance the temperature 
stratification in a sensible heat store when a colder 
inflow enters at the top of the tank. Vertical position 
of the top slot of the cylindrical flow distributor has 
significant impact on the temperature stratification 
because lower the top slot higher the temperature 
stratification inside the storage tank. Finite volume 
formulation was applied to solve the governing 
transport equations. Vertical position of the top slot 
significantly increases or decreases the temperature 
stratification in the case of hotter inflow also. 
Higher the top slot, better the stratification in side 
the storage tank. Optimal position can be found to 
keep the stratification level as high as possible. The 
developed code was validated by comparison of 
measurements carried out for a simple flat plate 
diffuser. The numerical calculation predicts with 
reasonable accuracy the experimental results in the 
case of plate diffuser. 

Keywords: temperature stratification, sensible 
heat store 

NOMENCLATURE  
cp [J kg-1 K-1] specific heat of the water 
din, dout  [m]  diameter of the inlet and outlet 
  pipe 
dt  [m] diameter of the tank 
Et [J] energy content of a cylindrical 
  section of the tank 
mix [-] mix-number 
mstr  [Jm] first moment of energy in a 
  perfectly stratified storage tank 

mmix  [Jm] first moment of energy in a 
  perfectly mixed storage tank 
mcalc  [Jm] first moment of energy of the 
  calculated temperature field 
Qin  [m3s-1] volumetric flow rate of the inflow 
Qslot  [m3s-1] volumetric flow rate through the 
  top slot 
Qsum  [m3s-1] volumetric flow rate under the 
  edge of the top slot 
r [m] radial coordinate 
t [s] time 
T [oC] temperature function of the tank 
Tini  [oC] initial temperature of the tank 
Tin  [oC] inlet temperature 
Tiniup [oC] initial temperature of the upper 
  layer in the tank 
Tinidown [oC] initial temperature of the lower 
  layer in the tank 
∆Tmax, ∆Tmin [oC] maximum and minimum  
  temperature difference between 
  the measured and calculated data 
∆Tavg [oC] average temperature difference 
  between the measured and 
  calculated data 
U [m s-1] radial velocity component 
y [m] vertical coordinate 
V [m s-1] vertical velocity component 
Vhotstart [dm3] initial amount of hot water inside 
  the flow distributor 
Vhotend [dm3] amount of preserved hot water 
  inside the flow distributor 
Vin, Vout [m s-1] inlet and outlet velocity 

Greek symbols 

β [K-1] volumetric thermal expansion of 
   the water  
η  [N s m-2] laminar dinamic viscosity of the 
   water  
λ  [W m-1 K-1] laminar thermal conductivity of 
   the water  
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ν [m2 s-1]  laminar kinematic viscosity of the 
   water 
ρ [kg m-3] density of the water 
ρ0 [kg m-3] reference density of the water 

1. INTRODUCTION 
Temperature stratification is an important factor 

of hot water storage tanks especially in solar 
systems. System performance can be significantly 
improved with good temperature stratification in 
comparison to a system with a fully mixed tank. 
Temperature stratification in storage tanks depends 
mainly on the flow rates of the fluid streams 
entering the tank, the size and location of the inlets 
and outlets and the volume of the tank. The main 
destratification factor in a thermal storage tank is 
mixing introduced by the inlet flows of the fluid 
Kleinbach et al. [1]. Different stratification 
manifolds were studied experimentally by Davidson 
et al. [2]. The measurements were carried out using 
three different inlet designs, a conventional drop-
tube inlet, a rigid porous manifold and a flexible 
fabric manifold. Detailed description of the 
temperature stratification in storage tanks can be 
found in Duffie and Beckman[3]. An evaluation of 
the effect of storage tank geometry on store 
performance was studied by Eames and Norton [4]. 
A comprehensive description of the numerical 
treatment of the problem can be found in Patankar 
[5], and Versteeg et al. [6]. Measurements and 
numerical calculations show that the natural 
convection driven by heat from the vertical wall of 
a closed enclosure can develop a stratified 
temperature distribution Aszódi el al. [7]. The aim 
of this study is to develop specially constructed 
flow distributors to make the temperature field of 
the water as highly stratified as possible in different 
inflow cases. Axisymmetrical inlet and outlet flow 
conditions are supposed because this arrangement 
makes it possible to use a two dimensional 
approach to model the fluid motion inside the tank. 

The studied flow distributors are cylindrical 
enclosures closed with a plate at the upper side. 
This study presents the impact of this flow 
distributor for the temperature field inside a hot 
water storage tank. Two different inflow situations 
are studied. In the first case a hotter inlet flow is 
examined at the top of the storage tank and in the 
second case a colder inflow configuration is studied 
with similar arrangement. The water enters the tank 
at the top with velocity Vin through an inlet pipe din. 
The inlet jet collides with the upper side of the flow 
distributor and the inflow water is forced toward the 
vertical wall. The main purpose of the application 
of the flow distributor is to slow down the inflow 
water. The water leaves the tank at the bottom with 
velocity Vout through an outlet pipe dout. An outlet 
pipe is formed in the calculation domain because it 
makes it possible to specify a better outlet boundary 
condition where the flow field is fully developed 

and the gradient of the flow variables is zero along 
the down-stream direction. The following 
geometrical sizes are specified for the equipment: 
L=0.8 m, dt=0.4 m, din=0.02 m; dout=0.02 m. The 
volume of the tank is approximately 100 litres 
(V=100.48 litres) because the experimental setup is 
built with the above mentioned parameters. The 
different slot positions from the top of the flow 
distributor are specified in the fourth section where 
the result of the simulation for the studied 
configurations can be seen. 

 

 

Figure 1. Schematic figure of the tank and the 
studied flow distributors 

2 MATHEMATICAL FORMULATION 
This section provides the basic equations that 

must be solved to describe the velocity field and the 
temperature distribution inside the storage tank. The 
physical problem is an unsteady, two dimensional 
flow, in axisymmetric, cylindrical geometry. Two 
spatial dimensions are used in the mathematical 
model to calculate the velocity and temperature 
field. The momentum equation of the fluid is based 
on the two dimensional Navier-Stokes equations. 
The SIMPLE method is applied to solve the 
momentum and continuity equations. According to 
the geometrical symmetry of the problem the 
calculation is carried out between the centerline of 
the tank and the physical boundary. The dependent 
variables that describe the present flow situation are 
the temperature, T, the velocity component in the 
radial direction, U, and the velocity component in 
the vertical direction, V. 

2.1. Conservation equations 
The following set of partial differential 

equations for U, V and T as functions of r, y and t 

Flow distributor 
with 2 slots 

din

vin 

L 

outlet 

inlet 

dt 

L1 

L2 

See 
Fig. 7. 
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describes the flow and temperature field in the 
storage tank. 

2.1.1. Continuity equation 
The continuity equation is formulated in the 

following manner in cylindrical coordinate system. 
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2.1.2. Momentum equations 
The following equation system is the 

representation of the momentum equations in 
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and η is the laminar dinamic viscosity. 

2.1.3. . Heat transport equation 
The two-dimensional energy equation is solved 

to calculate the temperature field 
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 where λ is the laminar thermal conductivity of the 
fluid  and cp is the specific heat of water at constant 
pressure. The transport equations have been 
formulated in a conservative form according to 
Patankar [5]. The Boussinesq approximation  

)()( 0 ref
TTT −= ρβρ  is applied to express the 

buoyancy term where β is the coefficient of the 
volumetric thermal expansion and g is the 
acceleration of gravity. 

2.2. Domain of discretization 
More than ten different geometrical 

arrangements of the flow distributor and the tank 
have been studied on different grids. A schematic 
diagram of the tank and the flow distributor 
indicating one of the applied grids for the 

computational domain is shown in Fig. 2. A careful 
check for the grid-independence of the numerical 
solution has been made to ensure the accuracy and 
validity of the numerical scheme. The grid-
independence study has been carried out on several 
geometrical arrangements. For example when the 
top slot size is 1.25 mm the following two different 
grids spacing have been applied. In the first case a 
132 × 290 and in the second case a 136 × 296 grid 
have been tested. The slot region has been divided 
into 4 × 6 cells in the case of coarser grid and 8 × 
12 cells in the case of finer grid. The applied grid 
can be seen in Fig. 3. is non-uniform near the slots. 
Comparison of the results of the calculation on the 
different grids is shown in Table 1.  
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Figure 2. Grid applied for the calculations 

Table 1. Relative error of the induced flow rates 
and the error of the continuity at the top slot 
with the studied grid 

induced flow rates t=1 s t=40s 
132 × 290, Q_slotc [dm3/min] 4.64 6.78 
136 × 296, Q_slotf  [dm3/min] 4.70 6.69 
Relative error of the induced flow rates 

fslotQ
fslotQcslotQ −

100 [ %] 

 
1.32 % 

 
1.43 % 

Relative error of continuity 
Q_s= Q_in+Q_slot [dm3/min] 1.296 12.69 
Q_sum [dm3/min] 1.296 12.69 

sQ
sumQsQ −

100  [%] 
 
8.649 
10-5 % 

 
1.09 
10-4 % 

 
The induced flow rate has been used to test the 

grid independency of the numerical model. The 
calculated results show that the difference between 
the induced flow rates through the top slot on the 
finer and coarser grids are approximately 1.5 %. 
Continuity of the flow field has also been checked 
with comparison of the sum of the slot flow Qslot 
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and the inflow Qin with the flow Qsum. The 
following formulas have been used to calculate the 
different volumetric flow rates, 

∑∆=
j

ijji Uyr
slot

Q ,2 π

∑ −+ ∆=
i

ijiii Vrrr
sum

Q ,)22)((π , where ∆ri and 

∆yj are the grid spacing in the radial and vertical 
directions. 

Wall of 
the tankTop of the flow 

distributor

Q_slot Q_in

Q_sum

dy=3.333
dx=1.666

dy/16

dy/8

dy/4

dx/2

 

Figure 3. Grid near the top slot 

2.3. Initial conditions 
The initial velocity field is zero everywhere in 

the calculation domain. The velocity and the 
temperature of the inflow are specified from the 
first calculated time step. In the first case the initial 
state of the temperature field to be considered is 
constant everywhere inside the tank, in the second 
case a two-layer configuration is used and the 
thermocline is placed halfway between the top and 
bottom of the tank. 

2.4. Boundary conditions 
A uniform, constant velocity profile is assumed 

at the inlet position of the tank. The gradient of the 
velocity profile and of the temperature field is 
assumed to be zero at the end of the outlet pipe. 
Adiabatic condition is specified for the outer wall of 
the tank because the heat loss is negligible in the 
studied time scale. The heat flow across the wall of 
the flow distributor is also neglected because it is 
insignificant compared to the heat flow transported 
by convection. 

2.5. Numerical solution of the transport 
equations 

Finite volume code has been developed in C 
programming environment to solve the transport 
equations with the specified boundary conditions. 
The "Up-Wind" method [5] is used to discretize the 
convection term in the transport equations. The 
resulting large linear set of equations is solved with 
two different linear solvers. The discretized 
transport equations of U, V, T functions are solved 
by the TDMA method. A preconditioned conjugate 

gradient solver (CGSTAB) is applied to solve the 
pressure correction equation. Stone’s incomplete 
LU decomposition is used to produce the 
preconditioning matrix for the conjugate gradient 
solver [8]. Results of the velocity and temperature 
field are presented with the Matlab built-in 
functions. 

3. EXPERIMENTAL SET-UP AND 
MODEL VALIDATION 

Comparisons have been made between the 
measurements and the result of the calculations and 
the experimental set-up is described in this 
paragraph. The experimental set-up is only 
applicable to investigate direct inflow configuration 
and inflow configurations with different diffuser 
plates. The experimental set-up is built at the 
Department of Buildings and Energy, Danish 
Technical University, Copenhagen, Denmark. The 
tank wall is made of transparent material, making it 
possible to see the stratification when dye is 
injected into the water. Water temperatures in the 
tank are measured with T-type thermocouples (± 
0.5 oC) mounted in a thermocouple tree. Twenty 
thermocouples are employed to measure 
temperature distribution of the water along a 
vertical line situated half way between the 
symmetry axis and the vertical wall. The 
temperature values are measured every 10 s. The 
measured temperature information is recorded with 
a data acquisition unit connected to a personal 
computer. A picture and the schematic figure of the 
experimental set-up can be seen in Figure 4 and 
Figure 5. 

 

Figure 4. Picture of the experimental setup 
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Figure 5. Schematic figure of the experimental 
setup 

Several inflow configurations have been tested 
experimentally in the case of flat plate diffuser. 
Hotter and colder inflow tests are carried out with 
different volumetric flow rates. The measured 
results are used to validate the developed numerical 
model. Table 2 shows the studied inflow 
configurations used to validate the numerical 
calculations. 

Table 2. Test configurations 

test Tini Tin Qin 
I. Hotter 

inflow 
23 0C 44.5 0C 6.3 litres/min 

II. Hotter 
inflow 

21 0C 41 0C 1.8 litres/min 

III. Colder 
inflow 

43 0C 20 0C 2 litres/min 

 
Table 3 shows a quantitative comparison of the 

measured and calculated results with simple 
statistical measures. 

Table 3. Comparison of the measured and the 
calculated data 

 experimental 
test I 

experimental 
test III 

maximum difference 1.8667 oC 1.9808 oC 
minimum difference 0.05 oC 0.0359 oC 
average difference 0.3759 oC 0.7034 oC 
mix-number based 
on measurements 

0.1455 – 

mix-number based 
on calculations 

0.1397 – 

 
Figure 6a contains the measured data and the 

numerically calculated results of the upper inflow 
configuration with flow rates Q=6.3 litres/min. The 

continuous lines show the calculated results and the 
different symbols show the measured data. Fig. 6a 
shows the vertical temperature distribution inside 
the storage tank at the end of the simulation period 
half-way between the symmetry axis and the 
vertical wall of the tank. The results clearly show 
that the water inside the storage tank is in a well 
stratified state. The calculation result and the 
measurement also show that the application of plate 
is significantly increase the temperature 
stratification in storage tanks even in the case of 
much larger flow rates than the conventional low 
flow systems. It is important to note that the applied 
flow rate is very large for a 100 litres storage tank, 
but the studied plate size is large enough to 
maintain a well stratified water in the tank. This 
statement can be concluded from Fig. 6a where the 
vertical temperature profile of the water is close to 
one in the upper part of the tank and the curve close 
to zero in the lower part. A transition zone can be 
seen in the middle of the tank where the 
thermocline should be situated in an ideally 
stratified case. 

Comparison between the measured and the 
calculated results is also presented for the colder 
inflow configuration in Fig. 6b. Vertical 
temperature distributions can be seen at fixed time 
moments in Fig. 6b. The results show that the 
incoming cold water completely mixes-up the entire 
water volume inside the tank. 
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Figure 6. Comparison of the results of the 
calculations with measured data in different 
inflow configurations 
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4. RESULTS 
Several geometrical and physical parameters of 

the studied flow distributor and the inflow water 
could be influenced the temperature stratification 
inside a cylindrical storage tank. These parameters 
are the inflow rate (Qin), the temperature difference 
between the inflow water and the upper temperature 
layer of the tank (Tiniup–Tin), the height and diameter 
of the tank (H, D), the number of the slots on the 
flow distributor, vertical size (total area) of the top 
slot, and the vertical position of the top slot. Most 
of the above mentioned parameters of the flow 
distributor have been studied by A. Zachár and A. 
Aszódi [9]. The basic purpose of this study is to 
find optimal vertical position for the top slot where 
most of the flow occurs. 

Because of comparison purposes a quantitative 
measure of the mixing is needed. Davidson and 
Adams [2] suggest a quantitative measure of mixing 
in a storage tank is based on the stored energy 
multiplied by the vertical location measured from 
the bottom of the tank. The mix number is, 

mixMstrM
calcMstrM

mix
−

−
=  where M is the first moment 

of energy given by the following formula 

∫ ∑
=

≅=
L n

i
ii EydEyM

0 1

. 

L is the height of the tank, with n isothermal 
nodes. Ei is the energy content of a cylindrical 
section of the storage tank. Mstr is the theoretical 
moment of energy of the tank in which no mixing 
occurs. The losses to the surroundings and the 
conduction through the thermocline are not 
included in this idealized case. Mmix is the moment 
of energy of an ideally mixed storage tank and Mcalc 
is the moment of energy of the numerically 
calculated temperature field. It is important to note 
the smaller the mix-number larger the stratification 
level of the storage tank. 

Two basically different inflow configurations 
are studied in this section. Both hotter and colder 
inflow configurations are examined to study the 
developing temperature field inside the storage tank 
and to analyse the effect of different slot positions 
for the temperature stratification. 

4.1. Colder inflow from the top 
Four different vertical positions of the top slot 

have been tested numerically. These slot positions 
are (5, 50, 100, 200 mm) from the top of the flow 
distributor. The size of the top slot is 1.25 mm and 
the size of the second slot located midway between 
the top and bottom of the tank is chosen to 5 mm. A 
two-layer initial temperature distribution is used to 
study the impact of the slot positions for the 
temperature stratification in the numerical 
calculations. Temperature of the water (Tiniup) in the 

upper layer of the storage tank is 40 oC and the 
temperature of the lower layer (Tinidown) is 20 oC. 
Temperature of the inlet water is chosen to 30 oC 
and the volumetric flow rate of the inflow is Q=6 
litres/min. Numerical calculation is carried out over 
500 s period. This time interval with the applied 
flow rate is approximately enough to replace the 
total amount of cold water (Tinidown=20 oC) by the 
hotter inflow (Tin=30 oC) theoretically, allowing the 
main features of the stratification process and 
impact of the flow distributor on the temperature 
stratification to be studied more easily. Flow field 
near the top slot can be seen in Figure 7 where the 
colder inflow moves downward between the wall of 
the tank and the outer side of the flow distributor. 

 

Figure 7. Flow field near the top slot in the case 
of colder inflow configuration 

Besides the mix-number the ratios of the 
preserved hot water Vhot_end/Vhot_ini [%] has also been 
used to measure quantitatively the temperature 
stratification inside the storage tank. Vhot_end and 
Vhot_ini contain hot water with temperature drop 
smaller than 1 oC from the initial temperature of the 
hottest layer. For example the temperature of the 
upper layer of the storage tank (Tiniup) is 40 oC and 
the Vhot_end contains water inside the flow distributor 
hotter than 39 oC. Mix-numbers and the ratios of the 
preserved hot water can be seen in Table 4. 

Table 4. Mix-numbers and the relative amount 
of the preserved hot water 

Vertical position 
of the top slot  

mix-
number 

Preserved hot water 
Vhot_end/Vhot_start [%] 

5 mm 0.7114 3.82 
50 mm 0.6512 15.06 
100 mm 0.5279 24.25 
200 mm 0.2183 52.64 

 

4.2. Hotter inflow from the top 
Five different vertical positions of the top slot 

have been tested numerically in the case of hotter 
inflow. These slot positions are (100, 150, 200, 400, 
600 mm) from the top of the flow distributor. The 
initial temperature of the water (Tini) in the the 
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storage tank is 20 oC. Temperature of the inlet water 
is chosen to 40 oC and the volumetric flow rate of 
the inflow is Q=6 litres/min. Numerical calculation 
is carried out over 500 s period. 

Flow field near the top slot can be seen in 
Figure 8. The hotter inflow moves downward 
between the wall of the tank and the outer side of 
the flow distributor to the top slot. Most part of the 
hot water goes through the top slot. Inside the flow 
distributor the water moves upward and 
continuously mixing with the colder water 
(entrainment effect).  

 

Figure 8. Flow field near the top slot in the case 
of hotter inflow configuration 

Besides the mix-number the ratios of the 
charged hot water Vhot_end/Vhot_in [%] has also been 
used to measure quantitatively the temperature 
stratification inside the storage tank. Vhot_end and 
Vhot_in contain hot water with temperature difference 
smaller than 2 oC from the temperature of the inlet 
water. For example the temperature of the inlet (Tin) 
is 40 oC and the Vhot_end contains water inside the 
flow distributor hotter than 38 oC. Vhot_in is the total 
amount of the charged hot water loaded at the inlet 
with temperature (Tin = 40 oC). Mix-numbers and 
the ratios of the charged hot water can be seen in 
Table 5 

Table 5. Mix-numbers and the relative amount 
of the charged hot water 

Vertical position 
of the top slot  

mix-
number 

charged hot water 
Vhot_end/Vhot_in [%] 

100 mm 0.3792 69.75 
150 mm 0.4530 33.01 
200 mm 0.4912 19.85 
400 mm 0.6618 0 
600 mm 0.7812 0 

 

5. CONCLUSIONS 
An important geometrical parameter of a 

cylindrical flow distributor is examined from 
thermal stratification point of view. Both hotter and 
colder inflow configuration at the top are studied to 
analyse the impact of the vertical position of the top 

slot for the resulting temperature distribution. 
Vertical position of the top slot has significant 
effect for the temperature stratification in the case 
of colder inflow at the top because most of the flow 
through the slots occurs at the top slot. It can be 
concluded that the optimal position of the top slot 
from the top of the tank is located 15%–20% of the 
vertical size of the tank. This statement is valid for 
storage tanks with vertical size interval [0.6 –1] m. 
To investigate further this statement larger and 
smaller tanks should be examined. Possibly in case 
of tanks with larger vertical sizes the optimal 
position is located closer the top of the tank than the 
currently studied case because of the entrainment 
process.  
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ABSTRACT  
Since the prediction of ‘critical velocity’ is 

important to control the smoke in tunnel fires, many 
researches have been carried out to predict critical 
velocity with various fire sizes, tunnel shape, tunnel 
slope, and so forth. But few researches have been 
conducted to estimate critical ventilation velocity 
for varied burning rate by longitudinal ventilation, 
although burning rate of fuel is influenced by 
ventilation conditions. Therefore, there is a need to 
investigate the difference of upstream smoke layer 
(e.g. backlayering) between naturally ventilated 
heat release rate and varied heat release rate by 
longitudinal ventilation. In the present study, three 
dimensional simulations of smoke flow in the 
tunnel fire with the measured burning rates have 
been carried out using FDS (Fire Dynamics 
Simulator; Ver. 406) code, which is developed by 
National Institute of Standards and Technology 
(NIST). The results are presented and their 
implications are discussed. Since ventilation 
velocity had a greater enhancing effect on the 
burning rate of fuel due to oxygen supply effect, the 
critical ventilation velocity should be calculated on 
the basis of varied HRR by ventilation velocity. 

Keywords : backlayering, burning rate, critical 
velocity, heat release rate, tunnel fire  

NOMENCLATURE  
A [ 2m ] area 
B [ m ] tunnel width 
Cp [J/kg ·K] specific heat capacity 
D [m] pool diameter 
Fr [-] Froude number 
g [ 2/m s ]  gravitational force 
H [m] tunnel height 

 
 
 
H  [m] mean hydraulic tunnel height 

cH∆  [kj/kg] heat of combustion 
''m&  [ 2/kg m s ]burning rate 

Q [W] heat release rate 
"Q  [-] dimensionless heat release rate  

  based on hydraulic tunnel height 
Ri [-] Richardson number 
T [�] temperature 
V [m/s] flow velocity 

"V  [-] dimensionless critical velocity  
  based on hydraulic tunnel height 
ρ  [ 3/kg m ] density 
ρ∆  [ 3/kg m ] density rise above ambient 

 
Subscripts and Superscripts 
c critical value 
f fuel 
o ambient/standard conditions 
 

1. INTRODUCTION 
Due to the confining geometry of the tunnel, 

tunnel fire represents a major risk in the event of 
fire in tunnel. When a fire occurs in a tunnel, the 
most hazardous factor is not flame and high 
temperature but toxic smoke. These large quantities 
of smoke are likely to spread rapidly along the 
ceiling of tunnel due to confinement of the tunnel 
wall and will reduce visibility. Then, they become 
an obstacle to fire extinction and can cause deaths 
by asphyxiation.  

In many tunnel fires one of the most important 
issues in fire safety is smoke control/extraction. To 
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maintain an evacuation path that is free of smoke 
and hot gases, mechanical ventilation systems such 
as longitudinal, transverse and semi-transverse 
ventilation system was commonly installed. The 
longitudinal ventilation systems operated by 
blowing smoke towards a tunnel exit are commonly 
designed to prevent upstream smoke flow and make 
an offer safe evacuation path. The 'critical velocity' 
is defined as the minimum longitudinal ventilation 
velocity needed to avoid the upstream smoke flow 
(also called backlayering, i.e. the smoke moving in 
the opposite direction of the ventilation system). 
Therefore, it is paramount important to predict the 
value of critical ventilation velocity at any fire size 
represented by heat release rate (HRR) in 
longitudinal ventilation system. 

There have been many theoretical and 
experimental studies of critical ventilation velocity 
in tunnel fires. The methods for prediction of the 
values of the critical ventilation velocity for various 
fire sizes were mainly based on empirical 
relationships obtained from Froude number 
preservation using some experimental data.  

The Froude number is defined as the ratio 
between the buoyancy forces generated by the fire 
and the inertia forces due to the ventilation air flow. 

 

forcesgravity
forcesinertia

gD
VFr ==

2
 (1) 

 
For theoretical studies, Thomas [1] was one of 

the earliest who used theory based on Froude 
number preservation in fire situations, and 
suggested that Richardson number is close to unit at 
critical condition. Richardson number defined as: 

 

ρ
ρ

ρ
ρ ∆

⋅=
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The critical ventilation velocity is; 
 

cV g Hρ
ρ
∆

= ⋅ ⋅  (3) 

 
Then, he also expressed critical ventilation as a 

function of the HRR by: 
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Based on Thomas's theory, Hinkley [2] drived a 

formula for calculation the smoke velocity moving 
along the roof of a shopping mall. 

Heselden[3] derived another formula based on 
Hinkleys theory for calculating the critical 
ventilation velocity as; 

 

1/3

2
0 0

c
p

gQTV CK
C T Bρ

⎛ ⎞
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⎝ ⎠
 (5) 

 
Both C and K are constant obtained from 

experiments in a disused rail tunnel. These results 
were the most widely used correlations to predict 
critical ventilation velocity. Danziger and Kennedy 
[4] were devised a simple relationship to calculate 
the critical ventilation velocity and installed in the 
US Department of Transport Subway Environment 
Simulation Program [5].  

For experimental studies based on 
dimensionless analysis, Oka and Atkinson [6] 
carried out small scale experiments with a fuel 
burner for a wide range of dimensionless HRR. The 
one-third power law is found under a certain value 
of the HRR. Beyond this value, critical ventilation 
velocity is supposed to become independent of the 
HRR. It is also confirmed that application of the 
theory based on Froude number preservation is very 
limited and should not be used for the prediction of 
critical ventilation velocity at high HRR. But the 
formulae proposed by Oka and Atkinson cannot 
correlate the experimental results from various 
cross-sectional tunnel shapes into a single form on 
the ground that tunnel height is used as the 
characteristic length in the analysis. Therefore, Oka 
and Atkinson's formulae should not be used for 
tunnel with different cross-section. Wu and Bakar 
[7] carried out a series of experimental tests in five 
model tunnels with same height but different cross-
sections to investigate the effect of tunnel geometry 
on the critical velocity. Based on their results, they 
proposed to use ‘hydraulic tunnel height’ to replace 
the tunnel height as the characteristic length on the 
dimensional analysis. The formulae proposed by 
Wu and Bakar confirmed one-third power law by 
Oka and Atkinson and all the experimental results 
could be correlated into a single form. Therefore, it 
was possible to derive a universal correlation for 
predicting the critical ventilation velocity for 
tunnels with various cross-sectional shapes. They 
proposed the experimental correlation with 
dimensionless variables, "Q  and "V ,  by Froude 
scaling.  

 
" 1/ 3 " 1/ 3 "0.4(0.2) ( ) 0.2V Q for Q−= <

 
" "0.4 0.2V for Q= >  

(6) 

where,      "
1/ 2 5/ 2

0 0p

QQ
C T g Hρ

=  

" VV
gH

=  
(7) 

 
Furthermore, Lee[8] et al. investigated the 

effect of aspect ratio of a tunnel cross-section on the 
critical ventilation velocity in pool fire experiments 
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and suggested a new correlation model to 
dimensionless critical ventilation velocity and HRR. 

The most of tunnel fire experiments used gas 
burner as fire sources, which are not same as fire 
source for pool fire influenced by ventilation and 
tunnel wall, so that it produced fires with fixed 
HRR by control of fuel mass flow rate. It was 
expected that ventilation velocity has no influence 
on the HRR because fuel mass rate was not changed 
during experiment. In real fire situation in tunnel, 
however, it was expected that the HRR of a fire in a 
tunnel will vary significantly with ventilation 
velocity because the HRR is dependent on fuel 
composition, area involved with fire, availability of 
oxygen, ambient temperature and so forth. For 
example, longitudinal ventilation may blow through 
the fire load. And it causes the fire to spread and 
grow fire intensity in different manner rather than 
natural ventilation.  

Even though many studies have been carried 
out to predict critical ventilation velocity in tunnel 
fire, the influence of ventilation velocity on fire 
spread and its development in the near field of a fire 
source had rarely been taken into account. Carvel[9] 
et al focused their interest mainly on the issue of the 
influence of ventilation velocity on fire spread and 
its development using Bayesian methodology with 
past fire test data and opinions of experts in the 
field of fire safety. They found that ventilation 
velocity had a great enhancing effect on the HRR of 
heavy good vehicle fires, but had little effect on the 
HRR of car fires.  

For liquid fuel pool fire, ventilation velocity 
mainly affects burning rate of fuel and combustion 
efficiency. Ventilation in pool fire may not make 
fire to spread due to confinement of pool area, but 
grow or reduce fire intensity by varied burning rate 
of fuel. Carvel [10] investigated the behavior of 
three different sizes of pool fires with a range of 
forced ventilation velocities. It has been found that 
for some fires the ventilation would be expected to 
reduce the HRR and for some fires to increase it.  
The variation of burning rate by ventilation velocity 
was studied experimentally by Yang and Roh[11] in 
their reduced scale tunnel fire. They suggested that 
ventilation velocity had a greater enhancing effect 
on the burning rate of n-heptane fuel on the ground 
that oxygen supply effect became more significant 
than the cooling effect of fresh air. They 
emphasized that the ventilation system designed 
with the constant HRR based on the empirical 
relationship could make the fire grow further so that 
it might give rise to conflagration in tunnel. 
Nevertheless, their reduced scale fire experiments 
give no insight into the phenomena involving 
ventilation velocity and burning rate of fuel in pool 
fire. Therefore, there is a need to look into the 
mechanism and especially relationship between the 
backlayering and varied HRR by longitudinal 
ventilation.  The present study attempts to show the 

difference in back-layer distance between naturally 
ventilated HRR and varied HRR by longitudinal 
ventilation under critical ventilation velocity using 
CFD technique. 

Three-dimensional simulations of smoke flow 
in the tunnel fire with the measured burning rates 
were carried out using FDS (Fire Dynamics 
Simulator; Ver. 406) code, developed by National 
Institute of Standards and Technology[12,13] . 

 

2. NUMERICAL SIMULATION 

2.1. Configurations 
The numerical simulations were of a reduced 

scale tunnel fire experiment carried out by Yang 
and Roh [11], who performed sixteen experiments 
with the pool size and velocity of the ventilation 
flow varied. The model tunnel has an arched 
ceiling, 9 m long, 0.4 m wide and 0.4 m high. The 
fire source was located at 4.3 m from the entrance. 
A square heptane pool fire with lengths of 4.5 cm 
and 8.5 cm was used in numerical simulation. Only 
fire area from 3 m to 7 m is simulated so that the 
length of computation domain is 4 m. The 
configuration and dimension of the model tunnel 
are shown in Fig. 1. More detailed information on 
the model tunnel and experimental methods used in 
the present work are shown in ref erence[11].  

 

Figure 1. The configuration and dimension of the 
tunnel 

2.2. Grid System 
Figure 2 shows the longitudinal grid 

distribution near fire source and cross-sectional 
grids for the tunnel used in the present study. 

    

Figure 2. Grids distribution 

 The curved cross-section of tunnel was 
represented by stepwise grid approximation because 
the FDS program adopted basically the rectangular 
grid system. In fact, these constructions of stepwise 
grid change the smoke flow pattern near the curved 
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surface. To lessen this impact on the smoke flow 
near the curved surface, the parameter 
SAWTOOTH was prescribed. Because grid size in 
LES code is directly concerned with filter width, 
grid spacing is very important to simulate fire 
driven flow. In order to get proper numerical grid 
spacing, grid independent tests at 15 kW HRR and 
V=0.6 m/s were carried out for different grid 
spacing. 

For mesh sizes ranging from case A and case D 
cells were used in the present simulations. Table 1 
shows the grid sensitive test conditions. 

Table 1. Grid sensitive test conditions 

Case Number of 
grid 

Total number 
of grid 

Back-layer 
distance 

Case A 90�16�16 23,040 -0.325 

Case B 120�20�20 48,000 -0.15 

Case C 180�24�24 103,680 0.05 

Case D 240�32�32 245,760 0.06 

 
Based on the results of grid sensitive test, the  

optimal mesh of 103,680 cells was used. 

2.3. Boundary Conditions 
Initially, atmospheric boundary conditions were 

applied at both ends of the tunnel. Fresh air with 20
� enters uniformly from entrance of tunnel after a 
specific time when the developed fire is detected. In 
the present works, that time is assumed 60 s. 

The wall near fire source 3 m to 6 m is assumed 
thermally thick (sheet metal). A one-dimensional 
heat conduction equation for the material 
temperature is applied. The remaining wall 
downstream of fire is assumed thermally thin 
(PMMA). 

2.4. Heat Release Rate of Fire 
The rate at which energy is released, generally 

known as the heat release rate(HRR) is the most 
important variable which characteristics the 
behavior of a fire. It is defined as follows:  

 
fc AHmQ ⋅∆⋅= ''&  (8) 

 
where ''m& is the burning rate per unit area and per 
unit time( 2/kg m s⋅ ), cH∆ is the heat of combustion 
( /kJ kg ) and 

fA  is the fuel surface area ( 2m ). The 
heat of combustion of heptane is 44,300 kgkJ / . The 
fire sources indicated as HRR are based on the mass 
loss rates measured in reduced scale tunnel fire 
experiment. Figure 3 shows the variations of fuel 
weight with time for different cases. The curve was 

obtained by curve fitting to overcome measurement 
error of load cell with ±3g accuracy installation. 
 

 

Figure 3. Time history of fuel weight 

Based on transient mass loss of the fuel, it can 
be seen that the fuel in the longitudinally ventilated 
case at the critical ventilation velocity was 
consumed in approximately 1/2 and 5/6 of the time 
taken for the fuel in the naturally ventilated case to 
be consumed for both 4.5 cm and 8.5 cm pool size, 
respectively. It allows us to estimate that the HRR 
at critical ventilation velocity was about 50% and 
20% higher than the naturally ventilated HRR. 

2.5. Simulations 
In order to examine the difference in back-layer 

distance between naturally ventilated HRR and 
varied HRR by longitudinal ventilation under 
critical ventilation velocity, three-dimensional 
simulations of smoke flow in the tunnel fire with 
the measured burning rates were carried out using 
FDS(Fire Dynamics Simulator; Ver. 406) code, 
developed by National Institute of Standards and 
Technology (NIST). 

The FDS program describes fire-driven flows 
using LES turbulence model, the mixture fraction 
combustion model, finite volume method of 
radiation transport for a non-scattering gray gas, 
and conjugate heat transfer between wall and smoke 
flow. The governing equations for this code can be 
found in reference [12,13]. From experimental 
measurements, the critical ventilation velocities 
were 0.87 m/s and 1.12 m/s for the square heptane 
pool fire with a length of 4.5 cm and 8.5 cm, 
respectively. Also, HRR was obtained by 
measurement of mass loss rate of fuel for each case. 

To show the effect of ventilation velocity on 
backlayering between naturally ventilated HRR and 
varied HRR by longitudinal ventilation under 
critical ventilation velocity, four runs were 
performed. The conditions specified for each of the 
simulation are shown in Table 2.  
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Table 2. Runs for numerical simulations 

Run 
No 

Pool Size 
(cm) HRR(kW) 

Ventilation 
Velocity 

(m/s) 

RUN 
1 4.5�4.5 HRR under 

Critical Ventilation 0.87 

RUN 
2 4.5�4.5 HRR under 

Natural Ventilation 0.87 

RUN 
3 8.5�8.5 HRR under 

Critical Ventilation 1.12 

RUN 
4 8.5�8.5 HRR under 

Natural Ventilation 1.12 

 

3. RESULTS AND DISCUSSION 
Three-dimensional simulations of smoke flow 

in the tunnel fire were carried out with the measured 
burning rates as input data in FDS code. This 
simulations show the difference of backlayering 
distance between naturally ventilated HRR and 
longitudinally ventilated HRR under critical 
ventilation velocity. All the flow field figures were 
processed by time averaging during quasi-steady 
state for each case. 

Figure 4 shows the predicted temperature 
distributions at the symmetry plane at 4.5 cm pool 
size and critical ventilation conditions, Vc= 0.87 
m/s. 

 

 
(a) Temperature contours 

 
(b) Velocity vectors 

Figure 4. The temperature contours and velocity 
vectors on the centreline for RUN 1 (Pool size of 
4.5 cm, Vc =0.87 m/s and Q curve under critical 
ventilation velocity) 

 
As can be seen from Fig.4, numerical 

simulation captured the features of the 
backlayering, fire plume and downstream smoke 
flow. As expected from experimental 
measurements, the predicted back-layer distance(-
0.04 m)  and the measured back-layer distance(0 m) 
are much the same because input parameters used in 
numerical simulation are the values obtained under 
critical conditions (ventilation velocity, HRR curve 
under critical ventilation velocity). According to 
Wu and bakar’s tunnel fire plume theory[7], since 
the height of the intermittent flame between 250� 
and 500� was much smaller than the tunnel height, 
only the buoyant smoke flow reached the tunnel 
ceiling, in all fire sizes used in the present 

simulaton, longitudinally ventilated HRR under 
critical condtions was coverd in the one-third power 
region as dimensionless ventilation velocity. The 
predicted tilt angle of fire plume from vertical 
direction is about 53° . 

The temperature contours and velocity vectors 
at the symmetry plane for RUN 2 are shown in 
Fig.5. Because HRR curve measured under 
naturally ventilation was used as input, about less 
50% than that under critical ventilation, back-layer 
distance had negative value of -0.4 m, about 10 
times than RUN 1 . The decrease in HRR was 
coupled with severe decrease in the back-layer 
distance. The predicted tilt angle of fire plume from 
vertical is about 60° .  

 

 
(a) Temperature contours 

 
(b) Velocity vectors 

Figure 5. The temperature contours and velocity 
vectors on the centreline for RUN 2 (Pool size of 
4.5 cm, V=0.87 m/s, Q curve under naturally 
ventilation) 

 
The temperature contours and velocity vectors 

at the symmetry plane for RUN 3 are shown in 
Fig.6. The predicted back-layer distance (+0.11 m) 
is similar to that measured back-layer distance. 
From Fig. 4 and 6, we can see a good degree of 
agreement between the predicted back-layer 
distance and measured back-layer distance because 
input parameters used in numerical simulation are 
the values obtained under critical conditions. And 
the predicted flame tilt angle is about 65° . 

 

 
(a) Temperature contours 

 
(b) Velocity vectors 

Figure 6. The temperature contours and velocity 
vectors on the centreline for RUN 3 (Pool size of 
8.5 cm, V=1.12 m/s, Q curve under critical 
ventilation velocity) 

 
The temperature contours and velocity vectors 

at the symmetry plane for RUN 4 are shown in 
Fig.7. 
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(a) Temperature contours 

 
(b) Velocity vectors 

Figure 7. The temperature contours and velocity 
vectors on the centreline for RUN 4 (Pool size of 
8.5 cm, V=1.12 m/s, Q curve under naturally 
ventilation) 

The predicted back-layer distance is -0.6 m and 
the predicted flame tilt angle is about 72 ° . As 
mensioned in the results of RUN 2, the decrease in 
HRR has been coupled with an severe decrease in 
the back-layer distance. 
 

4. CONCLUSIONS 
The conclusions are as follows. 

1. The predicted back-layer distance is about the 
same as that of experimental results under 
critical conditions. 

 
2. The difference in back-layering calculated by 

naturally ventilated HRR and varied HRR by 
longitudinal ventilation under critical 
ventilation velocity is a remarkable contrast, 
and  is larger severely as fire size increases.  

 
3. The critical ventilation velocity should be 

calculated on the basis of varied HRR by 
longitudinal ventilation velocity. 
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ABSTRACT  

An advanced turbulence model for driven flow 

in tunnel fire is tested. The turbulence modelling is 

based on the four-equation model with algebraic 

models for Reynolds stresses and turbulent heat 

fluxes. A high Reynolds number formulation is 

proposed, with new .boundary conditions for 
2
θ  

and εθ  . Radiation transfer is solved by the Discrete 

Ordinate Method. The wall temperatures are 

determined by solving the one-dimensional 

equation of conduction including convective and 

radiative heat transfers. Implemented in the CFD 

code PHOENICS, the validity of the model is 

examined through the full scale tests of Toulon 

tunnel. Results indicate the turbulent diffusion of 

heat through the interface to the cold layer. Thermal 

radiation plays an important role in the ceiling heat 

transfer and in the destratification by the means of 

the heat diffusion through the interface.  

Keywords: buoyancy forces, heat transfer, 

radiation, turbulence 

 

NOMENCLATURE  

Latine notations  

CP [J kg
-1

K
-1

] specific heat coefficient 

ew [-] wall emissivity 

gi [m s
-2] gravitational acceleration 

H [J kg
-1

] enthalpy   

Ii [W m
-2

sr
-1

] radiant intensity in the i- 

                     direction 

hc [W K
-1

m
-2] heat exchange coefficient 

k [m²s
-2

] turbulent kinetic energy 

Ka, Ks [m
-1

] absorption, scattering  

                     coefficients 

P [Pa] pressure 

Pr [-] Prandtl number 

 

q [Wm
-2

] thermal flux density 

T [K] mean temperature 

Ui  [ms
-1] mean velocity in the i- 

                      direction
 

Greek notations  

α [°] tunnel slope 

β  [K-1 ] thermal expansion coefficient  

ε  [m²s
-3

] dissipation rate of turbulent  

                      kinetic energy 

εθ  [K² s
-1

] dissipation rate of  

  temperature variance 

ν  [m²s
-1

] kinematic viscosity 

κ [m²s
-1

] thermal diffusivity 

λ [W m
-1

K
-1] thermal conductivity 

µ [kg m
-1

s
-1

] dynamic viscosity 

θ [K] temperature fluctuation
 

ρ [kg m
-3

] density
 

σ [-] turbulent Prandtl number 

σ
Β
 [W m

-
²K

-4
] Stefan-Boltzman constant 

τ
w [kg m

-1
s

-
²] wall shear stress 

 

Subscripts 

p near wall 

t turbulent 

w wall 
 

Superscripts 

h thermal 

rad radiative 

conv natural convection 

cf forced convection 

 Reynolds average 

 Favre average 
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1. INTRODUCTION 

During a tunnel fire, the strategy of the aerolic 

reaction is to obtain smoke stratification, favourable 

to the evacuation of the users in their maintaining 

air fresh. 

The importance is thus related to the 

stratification of the smoke which will be the 

resultant of several physical dynamics: impact of 

the hot air jet, stratified flow of the hot fume due to 

buyancy, shear between the hot and cold layers, 

swirls influenced by the walls and the radiation. 

 

 

Figure 1: Geometry of the Toulon tunnel 

In gravitational direction the transfer of 

turbulence is largely suppressed by the damping 

effect due to buoyancy. 

At the same time, the turbulent and radiative 

vertical diffusion act to transfer, downward through 

the interface, the turbulent quantities as well as the 

mean temperatures. 

For numerical-experimental comparisons in real 

tunnel fire, this paper proposes to test the turbulence 

modelling of Hanjalic et al. [1] where the Davidson 

model of Reynolds stresses [2] is introduced, 

coupled with radiative model using the Discrete 

Ordinate Method (DOM) [3] [4]. 

2. MATHEMATICAL MODEL 

The governing equations consist of the Favre 

average equations together with the radiative heat 

transfer equation based on DOM [3]. 
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The density is evaluated through the ideal gas 

law. 

2.1. Turbulence modelling 

The model is based on the Hanjalic equations 

[1] for the turbulent quantities 
θ

εθε ′′−−−
2

k  

modified in high Reynolds form: 
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The Davidson modelling [2] for Reynolds 

stresses which accounts for the anisotropic 

turbulence due to buoyancy is written as: 
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The algebraic heat flux model is given by the 

following Hanjalic and Vasic formulation [5] for 
buoyancy driven flow: 
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The excessive production of k near the 

stagnation point is tempered by the modification of 

outlet with a 

50m-long  

diffusion zone 

symmetry  plane 

2  fuel pools of 

1,4 kW each 

lateral walls 

    wall  

ground 

top 

x 
z 

y 
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Kato and Launder [6] for the production term by 

shear: 

 

εSΩCP µ=  (19) 

 

And if the buoyancy is to increase the 
turbulence when the vertical turbulent heat flux is 

greater than zero, the contribution from the vertical 

heat flux should bear the same weight on the 

modifications to the shear stress as the horizontal 

one. So we modify the shear stress generation rate 

owing to buoyancy in the vertical plane (Liu and 
Wen [7]): 

 

( )( )θ u  θ u, wθmax  1 
2

1
θ βgu  G iiii3     

+=  (20) 

 

It will tend to narrow the vertical plume and to 

widen a little the hot layer. 

2.2. Radiation  

The radiative transport equation for the 

intensity for an absorbing and emitting medium is: 
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(21) 

 

where ξ is the line-of-sight distance in the 

direction of propagation of the radiant intensity I, κ 
is the absorption coefficient of the medium, and Ib 

is the local blackbody intensity. The development 

of the discretized form using the DOM is initiated 

by subdividing the solutions domain into a number 

of control volumes or quadrant. Application of Eq. 

(23) to discrete direction i yields in 3D [3]: 
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where Ii =I(x,y,z;µi,ηi,ζi) and i=1 to 4M, M 

denoting the number of discrete angles within a 
quadrant. Here we have M=6 for a S6 

approximation. 

 The finite-difference form of Eq.(22) is derived 

by applying this expression to the control volume, 

where is integrated over the six faces. The leaving 

intensities at these faces being approximated by: 
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where I
e
i, I

n
i, I

t
i are radiant intensities leaving 

the control volume by the east, north and top face 

respectively, and ψ is the finite-difference 
weighting factor, Eq. (22) yields: 
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Here ψ =1 for a “step” schema. 

2.3. Wall boundary conditions 

The radiative conditions at the walls are stated 
as follows (Sanchez et al [3] and Morvan et al [8]): 
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The wall temperature is determined by: 
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where the wall total heat flux is determined 

from the radiative heat flux, the natural and forced 

convective heat fluxes via the adiabatic condition: 
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The classical wall functions are used for the 

streamwise velocity, the turbulent kinetic energy 

and its dissipation rate: 
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New boundary conditions for the temperature 

variance and its dissipation rate are employed. In 
2

θ′ -equation where the diffusion to the wall is 

assumed to be zero, the generation and dissipation 

terms are modified to take account of the wall heat 

flux:  
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The dissipation rate 
θ

ε  is prescribed instead of 

obtaining from its equation: 
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Constant values for these equations are 

presented in the following table: 

 

Table 1: constant values 

Cp Prθ µ Cµ Cθ2 ξ η C 

1005 0.9 1.82e-5 0.09 0.18 0.6 0.6 0.22 

Ck Cε Cθ ew κ κθ Ka Ks 

0.22 0.16 0.28 0.9 0.41 0.45 0.1 0.01 

C1ε C2ε C3ε C1ε
θ C2ε

θ C3ε
θ C4ε

θ  

1.44 1.92 1 0.72 2.2 1.3 0.8  

2.4. Numerical methods 

This modelling is implemented into the 

commercially available code PHOENICS. The 

numerical approach is based on the finite-volume 

method calculated on a cartesian staggered grid of 

194x59x66 cells. A symmetry plane is used in the 

z-direction. The first near wall nodes are located in 

the turbulent region. The SIMPLEST algorithm [10] 

is adopted for pressure calculations. The convective 

terms are approximated by means of upwind 

scheme, at second-order for the velocity and at first 

order for the scalars. 

The fire is represented as a volume heat source 

with a specific heat flux per unit volume 

3. RESULTS 

The full scale fire tests [11] have been 

performed in the road tunnel of Toulon. The 

rectangular section is 6,7 m high, 220m long and 

10 m wide. The positive tunnel slope is 1%. 

A fire load of 2,8 MW was reproduced by two 

fuel pools 1m² area and placed at 1685 m from the 

entry. 

The five transversal sections were installed 

between –12m and +75m from the fuel pool 

location. They were provided with K or T type 

thermocouples and with Mc Caffrey velocity probes 

linked to differential pressure sensors. The 

contribution of turbulent structures smaller than 1 m 

is not taken in account, due to temporal filtering 

(one acquisition every 3 seconds). Variances of 

temperature and velocity have been roughly 

estimated from extrapolation of spectral densities. 

Experimental results show a sheared thermally 

stratified layer thickening with the abscissa and a 

diffusive thermal layer penetrating the return flow.  

An internal hydraulic jump is observed in the 

near field of the fire and a stable discharge 

configuration is obtained. 

Profiles of mean temperature and velocity are 

in good agreement with experimental data. Three 

models are proposed in order to compare: the 

present model (a), the actual four-equation model 

with a six-flux radiation model (b) (Spalding [12]), 

and a standard k-ε model with DOM radiation (c) 

(Figures 2 and 3). 

 

 
 (a)   (b) 

Figure 2: Mean longitudinal velocity: computed 

(lines) and measured (points) at 25, 53 and 75 m 

from fire. 

 

 
 (a)   (b) 

 
(c) 

Figure 3: Mean temperature: computed (lines) 

and measured (points) at 25, 53 and 75 m from 

fire. 

As observed, the k-ε model is more dissipative 

and isotropic, and so tends to destratify, than the 

four-equation model, thanks to 2

iθ βθηg
ε

k
C  for its 

contribution on stratification, opposite at 
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∂

∂  in Eq. (18). The six-flux model for 

radiation, due to its equation, creates a false-

diffusion for temperature into the cold layer and so 

affect the stratification. The DOM model can warm 

the ground without directly disturbing this cold 

layer by the middle-high section. 

 

The velocity and temperature variances 

decrease with the abscissa in the hot upper layer due 

to buoyancy effects that affect the turbulence 

(Figures 4 and 5). But in the cold layer the 

experimental data show that the closer to the fire 

source they are, the smaller they are. 

 

 
 

Figure 4: Variances of longitudinal velocity 

fluctuations computed (lines) and measured 
(points) at 25, 53 and 75 m from fire. 

 

 
     (a)     (b) 

 

Figure 5: Temperature variances computed 

(lines) and measured (points) at 25, 53 and 75 m 

from fire, in the longitudinal median plane (a) 

and in the plane close to the lateral wall (b) 
 

We can observe in Fig.4 the presence of two 

maxima in the profile of longitudinal variance 

fluctuations, one in the upper layer and the other in 

the cold layer (out boundary layers), and of a 

relaminarization zone between the two layers.  

For the variance of the temperature, the 

fluctuations increase with abscissa in the diffusion 

zone, involving destratification. The Fig.5 (b) 

shows the dynamical and thermal effects close to 

the lateral wall, and the correct behaviour of the 

simulation.  

 

The destratification of the flow with the 

abscissa is the result of a vertical diffusive 

exchange from the hot layer to the cold one (Fig.6): 

 

 
 

Figure 6: Vertical diffusion term for 

temperature  
 

4. CONCLUSION 

The simulations with the four-equation 

turbulence model of Hanjalic coupled with a 

radiation modelling (DOM) are compared to a full 

scale fire test. 

The main contribution was in modifying the 

boundary conditions for a high Reynolds number 

formulation for the temperature variance equation 

and its dissipation rate. 

The model provides an acceptably accurate 

method for simulation of stratified flow. The 

turbulence diffusion (anisotropy due to buoyancy) 

is well described as show the variance profiles. 

This modelling has been tested for a stably 

stratified flow (without ventilation), and it would be 

interesting to evaluate it in ventilated tunnel with 

strong three-dimensional effects (destratification 

mechanisms). 
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ABSTRACT  
Adjustable windows serve to regulate the 

natural ventilation of large workshops. The 
efficiency of the ventilation can be characterised by 
the number of air changes. For technological and 
health protection purposes there is a required 
“number of air changes per hour” which should be 
ensured for any weather conditions. For a fixed 
adequate number of air changes per hour the 
appropriate angles of window slats can be 
determined by using the numerical CFD simulation 
coupled with mathematical optimisation. The 
present paper introduces an application of this 
method for a smelter potroom. The FLUENT 
commercial software package was used for the 
numerical simulations and the DYNAMIC–Q 
optimisation algorithm for the mathematical 
optimisation. This paper represents an approximate 
solution for the automatic mesh generation needed 
for the three-dimensional optimisation, and an 
example of its optimisation.  

Keywords: CFD simulation, smelter pot room, 
air change number, natural ventilation, optimi-
zation 

1. INTRODUCTION  
The degree of natural ventilation in a large 

workshop is strongly dependant on the prevailing 
weather conditions. Ventilation depends especially 
on the wind speed and velocity profile of the wind 
[4]. In the case of natural ventilation, the only way 
to regulate the ventilation is to adjust the window 
slats. The relation between the angle at which the 
window slats are opened and the effectiveness of 
ventilation can be analysed by numerical 
simulation, assisted by wind tunnel measurements 
on scaled models [5]. The numerical simulation 
focuses on both the interior of the workshop and its 
nearby surroundings. In the first phase of the 

numerical simulation a two-dimensional model was 
used consisting of a characteristic cross-section of 
the workshop [6]. Simulations made by this simple 
(2D) model are relatively easy to perform, but have 
two main drawbacks. First of all, the side windows 
at both sides of the real workshop do not cover the 
wall continuously, because there are gaps (walls and 
columns) among them. The width of the side 
windows is approximately equal to the width of the 
wall between windows. Second, there are corridors 
among the smelter pots parallel with the 
characteristic cross-section that can not be modelled 
in two dimensions, therefore the flow pattern inside 
the workshop can never be realistically represented 
by this model. Therefore a three-dimensional model 
of the workshop has been developed [5]. Instead of 
modelling the complete workshop (440 m long) just 
one segment (approx. 9 m, having 4 smelter pots) 
has been considered for the 3D simulations. This 
model was validated by on-site measurements [7]. 
Both numerical simulations (based on the 2D and 
3D models) were carried out using the FLUENT 
commercial software package [1].  

An algorithm has been developed in which 
CFD simulations are coupled with a mathematical 
optimisation method, ensuring an appropriate 
degree of ventilation by finding the optimal opening 
angles of window slats for different weather 
conditions. The method was tested on the 2D model 
as its CPU time is short [8]. The name of the 
applied optimisation algorithm is DYNAMIC-Q 
[2,3]. This method is especially applicable for 
optimising complex and time-consuming CFD 
simulations, because it can find the target value 
within a few optimisation cycles. After success in 
2D optimisation, an extended 3D model was 
developed. Some simplification of the 3D model 
was needed and automatic grid generation was 
required to deal with the adjustable windows. This 
modification is detailed below.  
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2. COMPARISON OF 2D AND 3D 
SIMULATIONS 

The structure of the smelter potroom can be 
seen in its plexiglass model. Figure 1 shows the 
location of electrolytic smelter pots in 4 rows (176 
altogether in the actual potroom) and the adjustable 
side windows. 

 

Fig 1. The plexi-glass model of the workshop for 
wind-tunnel measurements 

The 2D model investigates a typical cross-
section which intersects the smelter pots (illustrated 
in Figure 2). The adjustable middle side windows 
can be seen, as well as the bottom and roof 
windows which are fixed fully open. 

 

Figure 2. The cross-section of the workshop for 
2D simulation 

The 3D simulation contains a segment of the 
workshop including one pot of each row. Figure 3 
shows that neither the middle windows nor the pots 
extend across the whole segment, and that is why 
the flow field is different from the 2D flow field. A 
typical setting of window slats was used for com-
parison between the 2D and 3D simulations. A typi-
cal example illustrates the differences between 
them. The wind has a parabolic wind-profile (at the 
height of m.z 510 =  the reference velocity is 

s/m.v 0510 = ) perpendicular to the longitudinal 
axis of the workshop. The ambient temperature was 
set to KT 3000 = . The opening angles of the middle 

windows are: �301 =x , �302 =x , �753 =x , 
�754 =x  (see Fig. 2. for determination of variables 

1x to 4x ). 

 

Figure 3. One segment of the workshop for the 
3D simulations  

Simulations made for the 2D and 3D models 
under the same boundary conditions gave the 
following results: the number of air changes per 
hour were h/.L D 4472 =  and h/.L D 3283 = , 
respectively. The number of air changes per hour L  
is defined by the following form: 
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where:  

V  volume of the pot room, 
ρ  the mean density of air in the pot room, 

mq  the net flow rate of fresh air enters through 
the windows.  

The required number of air changes per hour is 
h/L 300 = . 

The difference between the two models origi-
nates from the problems of the 2D model. The fact 
that DD LL 23 <  is caused by the assumption of 
windows of infinite length (i.e. with no wall be-
tween) in the 2D model. In the 3D model there are 
walls at both sides of a window, and their size ratio 
is 1 to 1. This means that even having the same 
geometry for 2D and 3D, the area through which air 
can flow is substantially less in the 3D model than 
in the 2D. In the 2D model there are no neighbour-
ing walls for middle window, so the air flows 
through the windows without any blockage; just the 
direction of the flow is influenced by the angle of 
the window slats. A substantial part of the incoming 
fresh air crosses the workshop quickly as a cross-
draft. Air exits the workshop also through the lee-
ward side windows, instead of just through the roof 
windows as was expected because of heat convec-
tion. Figure 4 shows this phenomenon by path lines. 
However, the situation is totally different in the 3D 
model. Here, the effect of the draft is minimal. The 
incoming fresh air mixes with the hot polluted air 

668



and the majority of it exits through the roof win-
dows (as expected). These effects are seen in Figure 
5. If the correct way of exit of the exhausted gases 
leads through the roof windows, then the number of 
air change per hour of the roof windows L′  should 
be considered. Its computed value for the 2D model 
is h/.L D 6172 =′  ( h/.L D 4472 = ), and for 3D 

h/.L D 7233 =′  ( h/.L D 3283 = ). Although DL2  
seems to be extremely high for a 2D model, only 
just over one-third of the exited air exits through the 
roof windows. In the 3D model the situation is re-
versed. In this case DL3  is less than DL2 , but most 
of the exhausted air mass exits through the roof 
windows ( DL3′ ).  

 

Figure 4. Path lines coloured by velocity magni-
tude [m/s] of the 2D model ( s/m.v 0510 = , 

KT 3000 = ) 

 

Figure 5. Path lines coloured by velocity magni-
tude [m/s] in the main cross-section of the 3D 
model ( s/m.v 0510 = , KT 3000 = ) 

  

Figure 6. Path lines coloured by velocity magni-
tude [m/s] at the height of ( m.z 51= ) by the 3D 
model ( s/m.v 0510 = , KT 3000 = ) 

The present investigation has proved the em-
pirical fact that the higher the reference velocity, the 

stronger the developed draft. This phenomenon 
appears also with the 3D model but only when the 
reference velocity is higher than s/mv 30 > . The 
phenomenon also depends on the opening angles of 
the window slats. Figure 6 shows the flow around 
the smelter pots in the 3D model. Naturally, a 2D 
simulation cannot display this. With the more real-
istic 3D model it was possible to perform a detailed 
analysis of the effect of ambient weather conditions 
on the ventilation of the potroom [5]. 

3. OPTIMIZING THE 2D MODEL 
Although the results of the 2D model are not 

sufficient for making conclusions and suggestions 
when handling real problems, they may help in 
identifying tendencies of the effects of weather 
changes. 2D simulations are also applicable for 
testing of combined CFD modelling and mathe-
matical optimisation, as shown in [9]. The objective 
function for the CFD optimisation is:  

 

0L)x(L)x(f −=  , (2) 

 
where L  is defined by Eq. (1). 

The design variables, adjusted in the optimisa-
tion, are the respective window angles 4321 x,x,x,x  
(see Fig. 2). The optimisation procedure searches 
for the minimum value of the objective function 
(see Eq. (2)), which corresponds to the best possible 
match between the actual and adequate number of 
air changes per hour. The optimisation is carried out 
for different prevailing wind velocities, correspond-
ing to different weather conditions.  

However the optimization process in 2D was 
done for the number of air change per hour of the 
roof windows L′  instead of L . In this case the 
entering fresh air mixes with the inner air (which is 
warm and polluted), and exits through the roof win-
dows. Exit through the side windows is to be 
avoided. 

4. 3D CFD MODEL FOR OPTIMIZATION 
When carrying out a 3D optimization, the vital 

point is to ensure automatic grid generation. The 
geometry should be changed with each optimisation 
cycle, as the opening angle of the middle windows 
is the design variable, and thus a new mesh is 
required. The volume elements should not be 
distorted during meshing. Mesh quality can be 
characterised by its “equi-angle-skew” factor. This 
is scaled from 0 to 1, with zero being good and 1 
poor quality, and for reliable results it should be 
under 0.8. The mesh quality affects the numerical 
simulation, and a smooth mesh is recommended. 
But in some special cases it is not so easy to do so. 
The case is even worth, when mesh should be 
generated automatically, without any human 
control. In the present model the geometry should 
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have been modified a little, in order to avoid such 
problems. In the present case, mesh quality 
problems may occur, especially with automatic 
meshing, if the windows are nearly closed. The 
window slats and the neighbouring walls intersect 

(see Fig. 7) at a critical angle ( �� 50 << x ). Our 
solution was to deform the neighbouring sections of 
wall coupled with the window slats. Figure 8 shows 
the modified geometry, where the window slats are 
dark-grey and its neighbouring walls are light-grey. 
In this way the angle x  is always equal to 0°. The 
effect of this modification on the geometry can be 
neglected.  

 

Figure 7. The critical side (middle) windows 

 

Figure 8. The modified wall geometry 

Figure 9 shows a set of variations of different 
opening angles of window slats (cf Fig. 3 for origi-
nal geometry). In the right upper corner of the fig-
ure a closed window is shown, and therefore the 
angle of the neighbouring walls does not require 
adjustment. 

We analysed the effect of the geometry modifi-
cation on the flow field and on ventilation. For 
comparative investigation, a typical weather condi-
tion and relatively widely opened middle windows 
were chosen. These conditions were used in Section 

2 for the comparison of 2D and 3D optimization. 
No significant differences in the global parameters 
of ventilation were found as a result of the modifi-
cation. The ventilation number changed from 

h/.L D 7233 =′  to h/.L m,D 3233 =′ .  

 

Figure 9. 3D model illustrating windows at dif-
ferent angles 

In the structure of flow and in the temperature 
field there is only a minimal difference. The effect 
of the modification was found to be negligible 
compared to the neglect of other factors from 
previous simplifications (internal columns, 
supporting pillars, exhaust pipelines, etc. were 
ignored). The effect of wall shape can be seen by 
comparing Fig. 5 (flat, unmodified wall) and Fig. 10 
(modified, wavy wall).  

 

Figure 10. Path lines coloured by velocity magni-
tude [m/s] in the main cross-section of the work-
shop for the modified 3D model ( s/m.v 0510 = , 

KT 3000 = ) 

The conclusion of the investigation is that the 
modified geometrical model is also suitable for 
modelling the ventilation of a workshop and for 
coupling with an optimisation procedure. Naturally, 
further possibilities will be investigated in order to 
find alternative methods for automatic meshing 
with less compromise. 

5. THE 3D OPTIMIZATION 
The modified 3D model used for optimisation 

was built into the DYNAMIC-Q optimization 
method. The objective function remains the same as 
defined in Eq. (2), as in 2D, but L′  was used in-
stead of L . The design variables of the optimisation 
were the middle window opening angles 

4321 x,x,x,x . The optimisation procedure was used 
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under different weather conditions. Here we present 
a case when the weather conditions were as used 
above, i.e. the reference velocity was s/m.v 0510 = , 

perpendicular to the length axis of the workshop, 
and the ambient temperature was KT 3000 = . 

Based on the results of the optimisation, we can 
find how to adjust the ventilation windows in dif-
ferent weather conditions in order to approach (or 
reach) the required number of air changes per hour 

h/L 300 =′ . 

Figure 11 and Table 1 show the changes of the 

0L(x)Lf(x) ′−′=  objective function in the main 

optimisation.  

Table 1. The results of optimisation cycles 
No. 
of 
cy-
cles 

)x(f
 

]1[ h/L′
 

][x �

1
 

][x �

2
 

][x �

3
 

][x �

4
 

0 6.04 23.96 30.00 30.00 30.00 30.00 
1 5.05 24.95 20.00 20.00 20.00 40.00 
2 4.94 25.06 14.08 26.68 10.00 30.37 
3 5.08 24.92 24.08 36.68 0.00 20.37 
4 4.83 25.17 14.48 29.19 0.00 29.86 
5 4.77 25.23 17.71 39.19 1.75 32.97 
6 4.63 25.37 13.23 34.38 0.00 37.61 
7 4.78 25.22 21.36 33.79 0.00 36.69 
8 4.73 25.27 11.36 43.79 10.00 46.69 
9 5.27 24.73 20.08 46.07 0.00 45.78 

10 4.45 25.55 10.08 36.97 0.00 55.78 
11 4.31 25.69 16.63 39.48 0.00 54.90 
12 5.83 24.17 26.63 49.48 10.00 44.90 
13 4.31 25.69 16.63 39.48 0.00 54.90 

 
Optimisation is complete in the 13th cycle as it 

has found the same minimum of the objective 
function as in the 11th optimisation cycle. Its value 
is: 

 

h
.L)(L)f( 0optopt

1
314=′−′= xx  . (3) 

4

4,5

5

5,5

6

6,5

0 2 4 6 8 10 12 14

Number of optimization cycles

O
b

je
ct

iv
e 

fu
n

ct
io

n
 |

L
' −

 L
' 0

| 
[1

/h
o

u
r]

 

Figure 11. The changing of the objective function 
according to the number of optimisation cycles 

Analysis of the results should be begun with the 
original problem, namely the number of air changes 
per hour of the workshop. Figure 12 illustrates the 

changes of the number of air changes per hour ac-
cording to the number of optimisation cycles. This 
figure includes the data system of the main- and 
sub-cycles of optimisation too. The DYNAMIC-Q 
algorithm uses a gradient based successive ap-
proximation of sub-problems, and therefore it is 
necessary to have sub-cycles, when just one design 
variable is changed. With four design variables, the 
number of sub-cycles in one main optimisation 
cycle is also four.  

Based on the results of the sub-cycles, the 
optimiser calculates the direction and degree of 
change for the design variables in the next main 
cycle.  

Figure 12 shows that in this case there was no 
sub-cycle that would give a better result than:  

h
.x'L .

opt
1

6925)( )011( = ,  (4) 

 
which is the optimum.  
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Figure 12. Number of air changes per hour ver-
sus optimisation cycle 

It is very interesting that the value of the number of 

air changes per hour 
h

L
1

46.25' )1.3( =  is very close 

to the optimum even as soon as in sub-cycle 3.1. 
The difference is only %.90 . This proves that the 
optimiser searched for the optimum in the proper 
direction and has almost found it within just a few 
cycles. The precise value of the final optimum has 
mathematical importance, but the improvement in 
ventilation is not significant. In order to choose 
among window settings giving similar results, other 
aspects can be taken into consideration, such as the 
temperature distribution in the workshop or the 
extent of the draft. The initial (cycle 0.0) opening 
angles of middle windows were: 

�3000
4

00
3

00
2

00
1 ==== ).().().().( xxxx . Figure 13 

shows the variation in the middle window opening 
angles according to the main and sub-cycles, and 
Fig. 14 illustrates them just in the main cycles.  
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Figure 13. Variation of the opening angles of 
middle windows for main and sub-cycles 

As was mentioned above, just one of the angles was 
modified in each sub-cycle shown in Fig. 13. In the 
optimisation algorithm the rate of change of the 

design variable, i.e. the step size, was set to �5 in 
the present investigation. 
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Figure 14. Variation of the opening angles of 
middle windows for main cycles 

Figure 14 shows that after the fourth main cycle 
the upper middle windows are closed or almost 

closed, having �� 20104404
1 ÷=÷ )..(x , �0)0.4(

3 =x , 
and this state seems to be stabilized. The lower 
middle windows tend to open to a larger extent, and 

moving from �30)0.4(
4

)0.4(
2 ≈≈ xx  (at the 4th cycle) 

to �5.39)0.11(
2 =x , �9.54)0.11(

4 =x  in the 11th cycle. 
In the meanwhile the number of air changes per 

hour increases just a little, from 
h

L
1

17.25' )0.4( =  to 

the value 25.69
h

1
, as shown in Eq. (4). Even the 

optimal number of air change per hour is substan-

tially (14%) lower than that required (
h

1
30 ). 

 

Figure 15. Path lines coloured by velocity magni-
tude [m/s] in the main cross-section of the 3D 
model at cycle 4.0 ( s/m.v 0510 = , KT 3000 = ) 

 

Figure 16. Path lines coloured by velocity magni-
tude [m/s] in the main cross-section of the work-
shop, 3D optimisation in cycle 11.0 

( s/m.v 0510 = , KT 3000 = ) 

Investigating the detailed structure of ventila-
tion in different optimisation cycles, we can con-
clude that:  
• Comparing the velocity field of optimisation 
cycle 4.0 (see Fig. 15) with cycle 11.0 (see Fig. 16), 
we find no significant difference between them. 
• Ventilation in the optimal case (see Fig. 16) is 
much more pleasant than that shown in Fig. 10. 
There is no crossdraft through the middle windows 
on the leeward side and no more eddies among the 
smelter pots, but there is an effective upstream. 
• The same conclusion can be drawn after analys-
ing the temperature fields (see Figs. 17 and 18). 
• The temperature fields at the operators’ level (at 

m.51  height) in different optimisation cycles do not 
change significantly, and Fig. 19 shows the tem-
perature field for the optimum. 
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Figure 17. Temperature field [K] in the mean 
cross-section of the workshop, modified 3D 
model in cycle 4.0 ( s/m.v 0510 = , KT 3000 = ) 

 

Figure 18. Temperature field [K] in the mean 
cross-section of the workshop, modified 3D 
model in cycle 11.0 ( s/m.v 0510 = , KT 3000 = ) 

 

Figure 19. Temperature field [K] in the operat-
ing level at height of m.z 51=  in cycle 11.0 of the 
3D optimisation ( s/m.v 0510 = , KT 3000 = ) 

6. CONCLUSIONS AND FUTURE PLANS 
To summarise the findings of this investigation, 

we can state that the combination of CFD simula-
tion and mathematical optimisation can be used 
successfully to determine optimal settings for the 
natural ventilation of a large workshop under differ-
ent weather conditions. This can be further devel-

oped by using inequality constraints. These can 
ensure the avoidance of drafts by monitoring air 
movement in the cross-sections of the leeward side 
windows. 

The DYNAMIC-Q algorithm contains the fol-
lowing inequality constraints [9]: 

 
m,...,,j,)(g j 210 =≤x . (5) 

 
The penalty function is defined by 
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For simplicity the penalty parameters 

m,,,j,j �21=ρ  take on the same positive value, 

µ=ρ j . It can be shown that, as µ  tends to infinity, 

the unconstrained minimum of )(p x  tends to the 
constrained minimum of the original problem. In 
the application of the dynamic trajectory method 
used here, and with the objective and gradient func-
tions appropriately scaled, the penalty parameter µ  

is introduced at a certain specified value, here 
210=µ , and then increased to 410=µ  when the 

intersection of active constraints is found.  
In case of using the inequality constraints it is 

possible to prevent the exit of air from the work-
shop through the leeward side windows. If the out-
flow is directed to the positive x  direction, and the 
x -velocity of each cell ( n ) of the middle windows 
is known, then it is possible to determine the direc-
tion of the flow, whether there is outflow, inflow or 
both. The maximum value of i,xv  should be found: 

 
)vmax(v i,xmaz,x = , ni ÷= 1   (8) 

 
From this value, the inequality function can be de-
termined as follows: 

 
0≤= )(v)(g max,x xx . (9) 

 
This means that if max,xv  is negative then all of 

the other velocity values are also negative, meaning 
that there is just incoming air. Application of this 
inequality constraint may increase the number of 
optimisation cycles and so lengthen the computa-
tional time. Another option is to make the bottom 
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windows fully adjustable (at present they have ver-

tical axes and are open at a fixed angle of �45 ). 
This would mean two further design variables. This 
solution makes the optimisation more complicated, 
but it can ensure better control over the flow field 
and ventilation of the workshop.  
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ABSTRACT 
A criterion to evaluate the particle sealing 

performance of an air curtain device (ACD) in two-
phase flow conditions is proposed, standing on the 
definition of an assessment parameter, the particle 
sealing efficiency. A numerical procedure to 
calculate that parameter is reported (including a 
Lagrangian tracking for the particulate phase and an 
Eulerian, control-volume type approach for the 
carrier fluid flow), and then applied to the two-
phase, ACD sealing of a working room with a 
particle-polluted outdoor environment. Pollution is 
represented by silica particles within the respirable 
size range, 1 µm≤ pd ≤10 µm, that may be either 
instantaneously or continuously released in the 
polluted outdoor domain. 

Keywords: aerodynamic sealing, air curtain, 
CFD, Lagrangian-Eulerian, multiphase flow, 
particle dispersion. 

NOMENCLATURE 
ACD air curtain device 
b [m] jet slot width 
Cp [mg/m3] average particle mass 

concentration 
(Cpi)0 [mg/m3] reference average particle 

concentration within the inner 
room 

Cµ [-] constant of the turbulence model 
(=0.09) 

gi [m/s2] gravity acceleration in direction i 
H [m] room height (Figure 1) 
Hd [m] height of the doorway (Fig. 1) 
J [-] total number of trajectories that 

cross an Eulerian control volume 
k [m2/s2] turbulence kinetic energy 

L [m] cumulative length of the two 
rooms (Fig. 1) 

mp [kg] mass of a single particle 
p
jm  [kg] particulate mass associated with 

trajectory j 
p
jm  [kg/s] particulate mass rate associated 

with trajectory j 
p

cell
m  [ kg ] particulate mass that occupies one 

Eulerian control volume at an 
instant t=t1 

Nj [-] number of particles in trajectory j 

jN  [s−1] number flow rate in trajectory j 
p [Pa] fluid pressure 
Re [-] Reynolds number 
Sφ  source term in Eq. (1) 
t [s] time 
t0 [s] initial instant of Lagrangian 

tracking 
t1 [s] subsequent instant in Lagrangian 

tracking (t1>t0) 
T [º C] temperature 
ui [m/s] velocity coordinate in direction i 

(Eqs. (2) to (4)) 
Vj [m/s] jet velocity 

relV  [m/s] particle-fluid relative velocity 
W [m] domain width (=1, in 2-D) 
x, y [m] space coordinates (Fig. 1) 
xi [m] space coordinate in direction i 

(Eqs. (2) to (4)) 
2-D two-dimensional type analysis 
Subscripts 
i inner 
o outer 
0 initial (t=t0) 
j trajectory j 
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Superscripts 
p particulate phase 
Greek symbols 

t∆  [ s ] Lagrangian time interval 
jt∆  [ s ] time of residence of trajectory j in 

an Eulerian control volume 
ε  [m2/s3] dissipation rate of k 
φ  generic variable in Eq. (2): i1,u ,T ,k ,φ ε≡  

φΓ  generic diffusion coefficient (Eq. (2)) 
µ  [kg/m/s] fluid dynamic viscosity 

tν  [m2/s] turbulent kinematic viscosity 
ρ  [kg/m3] fluid density 

pρ  [kg/m3] particle density 

sη  [-] particle sealing efficiency 
ψ  [m2/s] stream function (2-D) 
Ψ  [-] dimensionless stream function 

1. INTRODUCTION 
The principle of aerodynamic sealing through 

the use of air curtain systems is commonly used to 
confine environments with specific conditions. The 
basic idea is to reduce the airflow through adjoining 
spaces, while preserving an easy access between 
them. Through the use of an air curtain system, it is 
thus possible to divide a whole domain into two or 
more sub-domains with controlled atmospheres, 
where the ambient parameters (temperature, 
humidity, air quality, among others) are kept within 
acceptable, pre-defined levels dictated by economic, 
comfort or health impacts. Aerodynamic sealing 
devices can be used either in single phase or 
multiphase flows. In the latter case, most of the 
present technological devices employed in the 
control of particle pollution were conceived and 
developed − and are operated − on an empirical 
basis. However, the relevant physics can be better 
understood and predicted through the use of 
techniques for numerical calculation and 
experimental measurement that have been recently 
made available and progressively became 
indispensable engineering design and assessment 
tools. 

Several studies on aerodynamic sealing with air 
curtains are reported in the available literature (see 
e.g. [1-10]). In the last decades, numerical 
predictions have been conducted by the present 
team on single phase aerodynamic sealing between 
two adjoining spaces [11-15]. Namely, in a recent 
paper [16], a numerical study, dedicated to the 
influence of dynamic and geometrical parameters 
on the sealing efficiency of a downward-blowing air 
curtain device (ACD), is reported. The ACD is 
installed between two contiguous rooms with 
distinct ambient temperatures. Two-dimensional 
numerical predictions are performed by using an 
Eulerian, control-volume type approach to solve the 
differential equations governing the fluid flow. A 

global, yet detailed characterization of the airflow 
pattern is made and guidelines are provided for the 
appropriate operation of such devices. 

On the multiphase side, numerical prediction of 
particle dispersion in fluid flow has been addressed 
in a great number of relevant, recent researches [17-
19] (see e.g. [20], for a review on the subject). As a 
contribution in this direction, a two-dimensional 
calculation procedure was recently developed and 
validated by Oliveira et al. [21] for the transport of 
particles in the laminar or turbulent flow of a carrier 
fluid. A Lagrangian type approach was used in the 
model to calculate both particle velocities and 
trajectories. 

In this work, the above mentioned Eulerian 
fluid flow and Lagrangian particle-tracking 
procedures are briefly recalled and then applied to 
the two-phase, aerodynamic sealing of a working 
room with a particle-polluted outdoor environment, 
which is simulated here by a similar adjacent 
compartment. Dilute conditions are assumed to hold 
for the present solid, dispersed phase. The ratio of 
the density of the carrier fluid (air) to that of the 
dispersed phase (respirable silica particles) is thus 
sufficiently low for aerodynamic drag, gravity and 
fluid pressure gradient to be the only significant 
forces responsible for particle inertia. The effect of 
airflow turbulence upon particle dispersion is taken 
into consideration through a stochastic generation 
of fluctuating fluid velocity. Results for the 
dispersed phase, obtained from the space 
distribution of particle velocity and position, 
include the pattern of particle trajectories and the 
evaluation of particle mass transfer between the two 
adjoining rooms. A definition for particle sealing 
efficiency is proposed and then used in two distinct 
situations, to illustrate a performance evaluation of 
the ACD. 

2. STUDIED CONFIGURATION 
The configurations under analysis correspond 

to typical situations where the thermal and particle 
leakage between a room and its outdoor 
environment can be significantly reduced by means 
of an ACD installed on top of a permanently open 
doorway. A single phase laboratory study by the 
present team [22] was formerly addressed to a 
configuration of that type, which is thus adopted as 
a reference case for the numerical predictions of 
this paper. A commercial ACD is mounted above a 
2 m high, 1.12 m wide doorway that connects two 
equal, contiguous 36 6 3.27m× × sized rooms. Prior 
to the measurements, the laboratory ambient air was 
uniformly conditioned to 25 ºC in the “inner” room 
(with the ACD installed) and to 35 ºC in the “outer 
room” (a warm outdoor environment, e.g., in 
summertime), while the doorway was kept sealed 
by a plastic sheet, witch was then removed. A 
transient tracer gas technique and a concentration 
decay method were used to assess the convective 
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heat/mass transfer across the doorway, with the 
ACD switched on and off. 

3. NUMERICAL MODELLING 
The geometry of the calculation domain 

corresponds to the vertical plane of symmetry at 
half-width of the rooms, as represented in Figure 1, 
together with the relevant boundary conditions and 
dimensions.  
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Figure 1. Geometrical configuration and 
dimensions of the calculation domain (b=4.5 cm). 
 

It is assumed that the ACD is mounted on the 
dividing wall at the height of the doorway, Hd=2 m, 
and that the jet slot width is b=4.5 cm. Ceiling, 
floor, concrete beam and separating wall are all 
assumed to be adiabatic. On the other hand, the 
extreme (nominal) temperature levels of the rooms 
are specified by imposing those values in the wall-
adjacent control volumes. The hypothesis of two-
dimensionality (2-D) means that any gradient 
normal to the plane of the calculation domain is 
neglected. In practice, this assumption corresponds 
to a configuration where both the air curtain and the 
doorway would size the whole width of the rooms 
(W = 6 m). Accordingly, in the present two-
dimensional analysis, the quantities estimated after 
the numerical simulation results (e.g. heat and mass 
transfer rates) should be understood as meaning per 
unit width of the calculation domain and, therefore, 
of the air curtain. 

3.1. Eulerian representation of the 
continuous phase 

The confined, turbulent flow of the carrier fluid 
(air) is considered to be two-dimensional, 
incompressible, steady-state in average and the 
Boussinesq approximation is assumed to hold for 
the air physical properties. The numerical method is 
based on the solution of the Reynolds-averaged 
equations for the conservation of mass, momentum 
and thermal energy. In analogy with laminar flow, 
the turbulent stresses and the heat fluxes that arise 
in these equations are related to the mean velocity 
and temperature gradients through the Boussinesq 
concept of eddy viscosity, νt. In the k-ε model, here 
employed in a high-Reynolds-number version 
together with two-layer wall functions, tν  is 
obtained from the usually called Prandtl-
Kolmogorov relation: 

 
2

t /C kµν ε=  (1) 
 

thus implying the solution of two further transport 
equations for the turbulent kinetic energy, k, and its 
dissipation rate, ε. The set of equations to be solved 
can be cast into a general conservation equation: 

 

( )i
i i i

u S
x x xφ φ

φφ Γ
∂ ∂ ∂

= +∂ ∂ ∂ 
 (2) 

 
where i1,u ,T ,k ,φ ε≡  is a general dependent 
variable, to which are associated specific values or 
expressions for the corresponding effective 
diffusion coefficient, φΓ , and source term, Sφ . 
Equation (2) represents mass, momentum or energy 
conservation if the general variable φ  is specified 
as unity, velocity component iu , or temperature T, 
respectively. 

The partial differential equations are here 
discretized using the finite volume method 
described in [23] and the convective fluxes at each 
control volume face are approximated with the 
hybrid central/upwind difference scheme. Velocities 
and pressures are calculated by the SIMPLEC 
algorithm and the discretized equations are solved 
by a tri-diagonal matrix algorithm. Following a grid 
dependence analysis, a 80×80 staggered grid is used 
for the present calculations: uniformly distributed 
along Oy and gradually compressed from the lateral 
walls towards the central plane. Uniform profiles 
are specified at the jet slot section to all variables. 
In order to ensure steady-state distinct thermal 
conditions in both rooms, temperature is specified 
at the (vertical) lateral room walls: Ti=25 ºC at the 
right side wall (room with “indoor” controlled 
ambient); To=35 ºC in the left side wall that limits 
the “outdoor” environment (cf. Fig. 1). All iterative 
calculations are started from initial uniform fields in 
the interior flow domain, namely zero mean 
velocity and T=To (left side half), T=Ti (right side 
half). Further details are available in reference [16]. 

3.2. Lagrangian tracking procedure for 
the particle phase 

The solid phase is assumed to be composed of 
hard, spherical, non-rotating, smooth, elastic 
particles of uniform diameter pd , mass pm  and 
mass density pρ , where the superscript “p” is used 
to identify the particulate phase. In the problems 
considered here, the only significant forces acting 
on each particle are the drag, gravitation and local 
pressure gradient forces. The equation of motion for 
a single particle of unit mass is thus reduced to the 
following form (cf. [24]): 
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where the three terms of the right-hand side 
represent, in the same order, the forces that were 
mentioned above and are responsible for the particle 
acceleration (left-hand side). In Eq. (3), the particle 
Reynolds number pRe  is based upon the relative 

velocity prel 2( )i iV u u= − . Particle location, p
ix , 

is related to the instantaneous particle velocity, p
iu , 

by the following equation:  
 
p

pi
i

dx
u

dt
=  (4) 

 
The integration of Eqs. 3 and 4 is performed 

numerically through a fourth-order Runge-Kutta 
procedure. The particle position and velocity are 
thus calculated for a time level t+∆t as functions of 
the corresponding values that are available for the 
previous time level, t. The effect of fluid flow 
turbulence upon particle dispersion is based on the 
concept of particle-eddy encounters: the 
instantaneous fluid velocity components to be used 
in Eq. (3) are estimated by superimposing, on the 
corresponding mean values, fluctuating components 
that are obtained through stochastic generation (see 
[25] for further details). The presence of solid 
boundaries is modelled through elastic collisions 
with introduction of a restitution coefficient. The 
trajectory calculation is terminated if the particle is 
captured in the ACD (particle filtering) or when the 
(preset) running time expires.  

In the problem addressed here, particle 
concentration (≤ 10 mg/m3) is low enough for the 
influence of the particulate phase upon the carrier 
fluid (two-way coupling effect) to be neglected. In 
other words, fluid flow calculations are first 
performed without taking into account the presence 
of particles. In order to simulate an outdoor, 
uniformly polluted environment, a number of 
particle injection points are evenly distributed in the 
left side room. Once the flow field is obtained from 
the Eulerian calculation procedure, particles are 
then injected through those injection points and 
their trajectories are tracked by the Lagrangian 
procedure. 

 4. RESULTS AND DISCUSSION 

4.1. The carrier fluid flow 
The airflow streamline pattern is represented in 

Figure 2. Three main distinct flow regimes can be 

identified within the studied range of values of the 
air curtain jet velocity (0 ≤ jV ≤ 9 m/s), as follows.  

i) In the natural convection regime (zero or 
rather low jet velocities, cf. Fig. 2a), the flow is 
mainly dominated by buoyancy forces and 
characterized by a single recirculating cell that 
covers the whole volume of both rooms and totally 
deflects the jet (if any). In the limiting case of no jet 
at all (Vj= 0), taken here as a reference for later 
estimation of sη , the heat transfer rate between both 
rooms is maximal. 

ii) For the highest values of Vj, a forced 
convection regime prevails: the jet inertial forces 
are dominant, the air curtain is continuous and 
stable all the way down to the floor, and the airflow 
pattern is practically Reynolds number independent. 
Two main recirculation cells of opposite signs are 
visible, one in each room (cf. Fig. 2c). The 
recirculation in the inner room is more intense, as it 
is reinforced by both the ACD jet and intake. 
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Figure 2. Streamline patterns illustrating the 
three flow regimes: a) natural convection; b.1) 
and b.2) mixed convection and c) forced 
convection. [Ψ=ψ/(Vj b);Ψ=1 means a volumetric 
flow rate equal to that of the air curtain.] 
 

iii) For intermediate jet velocities (cf. Figs. 2b.1 
and 2b.2), a mixed convection regime occurs, where 
the jet initial momentum is the same order of 
magnitude as the transversal, buoyancy-generated 
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forces that tend to deflect it prematurely and/or 
destabilize it, if it ever reaches the floor. Two main 
recirculating cells are now present in the inner 
room, while a single one persists in the outer room. 
In the light of this global analysis, the ACD should 
work near the lower limit of the forced convection 
regime. 

4.2. The two-phase flow 
According to the one-way coupling hypothesis 

accepted here, all the above mentioned (steady-
state) configurations of the carrier fluid are thus 
kept unchanged during the whole (transient) 
procedure of particle tracking. Actually, the 
evaluation procedure presented below indicates that 
when the air curtain jet does reach the floor in 
stable conditions, particle sealing is virtually perfect 
(only turbulent diffusion may be responsible for 
leakage), and thus the sealing efficiency is nearly 
unity for all particle diameters. In order to test the 
evaluation procedure for the particle sealing 
performance of the ACD, it is thus preferable to 
make it work in such conditions where its 
performance is only partial and considerably 
sensitive to both fluid flow and particle 
characteristics. This is the reason why the following 
evaluation of the ACD performance is established 
by comparison of particle transport infiltration into 
the inner room for the flow conditions of Fig. 2b.1 
(partial sealing) with those of Fig. 2a (no sealing at 
all, reference condition). 

The proposed evaluation procedure for the 
ACD sealing capability is now illustrated in two 
distinct, alternative scenarios: i) instantaneous 
particle release; ii) permanent particle release. In 
both cases, particles are released in the domain with 
zero initial velocity and then entrained by the fluid 
flow itself. An approximately uniform space 
distribution of pollutant concentration in the 
outdoor environment, opC , is generated here by a 
number of 64 injection points, evenly distributed 
throughout the whole volume of the left side room. 
For the particulate phase, solid silica particles are 
considered ( pρ =2.65×103 kg/m3), the corresponding 
diameter, pd , ranging within typical respirable 
particle sizes (1 µm ≤ pd  ≤ 10 µm). 

i) Instantaneous particle release. The number 
of particles, jN , simultaneously injected at each 
injection point j is adjusted as a function of particle 
size, in order to ensure that the initial (instant of 
injection, 0t t= ) concentration of pollutant is the 
same for all particle sizes and equal to 10 mg/m3, a 
realistic value for practical applications. Once all 
the particles are simultaneously released in the 
outdoor environment (leading to opC = 10 mg/m3 at 

0t t= ), the main goal is to analyse how the global 
particle concentration in the inner room, opC , 
evolves with time, 0t t>  ( ip 0C =  at 0t t= ). Along 

its own trajectory j, a particle with mass pm  is 
representative of a number jN  of analogous 
particles, introduced in the domain through the 
same injection point, at the same injection instant 
(as if each injection point were actually a localized 
“injection cloud”). Each trajectory j is thus 
associated with a particulate mass given by 

p p
jjm N m= . The numerical process of particle 

tracking makes it possible to localize any particle at 
any instant, 1t , thus meaning that the mean particle 
concentration within the inner room, ipC , may be 
easily determined at that same instant. Being zero at 

0t t= , the average concentration ipC  actually 
quantifies the mass of particulate phase that crossed 
the doorway, from left to right, during the time 
interval 0 1t t t≤ ≤ . This particle mass leakage, ipC , 
is then used to evaluate the particle sealing 
performance of the ACD. For that purpose, the 
sealing efficiency, sη , is defined as a dimensionless 
parameter that quantifies the ratio between actual 
and ideal sealing effect, with reference to the open-
door situation (jet velocity j 0V = , i i 0p ( p )C C=  − 
ACD absent or not in function − hereafter 
considered as the reference or open door situation). 
The parameter sη  is estimated by dividing the actual 
reduction of particle mass leakage, [ i 0 i( p ) pC C− ], 
by the maximum possible reduction, ( )i 0Cp , 
leading to: s i i 01 p /( p )C Cη = − . According to this 
definition, s 0η =  means no sealing at all, while 

s 1η =  would mean no leakage at all, i.e., ip 0C = . 
 

 
 

Figure 3. Pattern of p 1d mµ=  particle 
trajectories for 0 300t t s≤ ≤ . Fluid phase as in 
Fig. 2b.1. 

 
For the case where the ACD is active, with the 

jet velocity equal to jV = 2 m/s, the trajectories 
described by silica particles with diameter 

p 1d mµ= , between the instants 0t t=  and 

0 300t t s= + , are represented in Figure 3. For the 
sake of clarity, only a limited number of trajectories 
are actually shown. Particles injected in the central 
region of the left side room are trapped within the 
fluid main recirculation; in contrast, those injected 
in the periphery of the same room are entrained in 
the outer fluid recirculation (see Fig. 2b.1), and thus 
successively visit both the inner room and its 
external environment. As a consequence, the mean 
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particle mass concentration in the inner room, ipC , 
changes from zero (at 0t t= ) to a very pronounced 
first oscillation (corresponding to the first passage 
of particle cloud) and then to a progressively more 
damped oscillating behaviour about a nearly 
constant time mean. This is shown in Figure 4, 
where the same time evolution for Vj = 0 (ACD shut 
down) is also included for comparison. 
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Figure 4. Instantaneous particle injection: 
influence of the ACD on the Cpi initial time 
evolution. 

 
According to this latter figure and as a first 

approach, a running period of 5 minutes (300 s, the 
running time used for Fig. 3) seems sufficient for 
nearly regular particle patterns to have been 
established in time. 
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Figure 5. Instantaneous particle injection: 
influence of the ACD on Cpi, at instant t = 300 s, 
and resulting sealing efficiency, ηs, for different 
particle diameters. 

 
A comparison is thus performed in Figure 5, for 

300t s=  and different particle sizes, between the 
mean particle concentration within the inner room 
(which means particle leakage from left to right, 
through the central plane), when the ACD is 
switched on (Vj = 2 m/s) and off (Vj = 0). The 
evaluation of the particle sealing efficiency, sη , is a 
direct result of that comparison, and is also 

represented in the figure. Although general and 
simple, the calculation procedure adopted in this 
example to determine the particle concentration ipC  
is only valid for instantaneous particle injection. It 
is thus not applicable when particles are 
continuously injected throughout time, as in the 
following case. 

ii) Permanent particle release. In this second 
scenario, each particle trajectory j is associated with 
a particle mass rate, p p

jjm N m= , where the number 

flow rate, jN , is the number of particles per second 
that travel along that same trajectory. Each control 
volume of the Eulerian mesh may be crossed by one 
or more particle trajectories. The follow up 
Lagrangian procedure allows one to calculate the 
time of residence of each trajectory j within every 
cell of the Eulerian mesh. Denoting this residence 
time of trajectory j, within a specified control value, 
by jt∆ , the particulate mass that occupies that cell 
at any instant 1 0t t>  is given by: 

 

( )3p p p
cell 16

J

j j
j

m d N tπρ
=

= ∆∑  (5) 

 
where J is the number of particle trajectories (if 
any) crossing the cell at that instant, 1t . Summing 
up the p

cell
m  contributions for all Eulerian cells 

within the whole or part of the flow domain yields 
the total particulate mass contained in that flow 
domain, at that same instant. The mean particulate 
concentration ipC  results from applying that sum to 
all Eulerian cells within the inner room, and then 
dividing the result by the inner room volume. 
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Figure 6. Permanent particle injection: influence 
of the ACD on Cpi, at instant t = 300 s, and 
resulting sealing efficiency, ηs, for different 
particle diameters. 

 
In the example represented in Figure 6, the total 

(total meaning the whole set of injection points) 
mass flux of particle injection is 0.5 mg/s for all 
considered particle diameters, so that, for instance, 
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the calculation of p 5d mµ=  mean particle 
concentration in the inner room yields ipC  = 5.77 
mg/m3 for 1 300t s= , when the ACD is shut down 
( j 0V = ). The meaning of the curves in this figure is 
analogous to the ones in Fig. 5. 

It is interesting to note that in both examples of 
instantaneous and permanent particle release, the 
sealing efficiency is relatively poor for the smallest 
particles. This is probably due to the very low 
inertia inherent in that particle size, thus meaning 
that the local action of the ACD jet hardly succeeds 
in interfering with the trend of those particles to 
simply follow the main flow. On the other side, the 
inner room particle concentration tends to decrease 
with increasing particle size. Actually, the 
trajectories of the biggest particles are clearly 
influenced by their own weight: for p 15d mµ>  (not 
shown), the trend for gravity deposition is quite 
apparent.  

Owing to the continuous injection of particles 
in the present case, the mean particle concentration 
is permanently increasing in both rooms, as 
illustrated in Figure 7. Accordingly, the ACD 
sealing efficiency could also have been based on the 
increasing rate of ipC , ipC , rather than in ipC  itself. 
This would not be a problem, since Eq. (5) allows 
the determination of ipC  at any time. 
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Figure 7. Permanent particle injection: influence 
of the ACD on the Cpi initial time evolution. 

 
Obviously, the two-phase flow conditions 

addressed above are far from exhaustive. However, 
the definitions of sealing performance and the 
corresponding evaluation procedures are reliable, 
simple to implement and can be easily applied in a 
fairly large range of practical applications. 

5. CONCLUSIONS 
A simple yet general numerical procedure to 

assess the particle sealing performance of an air 
curtain device (ACD) was proposed and 
successfully implemented in two illustrative 
examples of two-phase, non isothermal, highly 

recirculating turbulent flows. The performance 
evaluation stands on the definition of an assessment 
parameter, the particle sealing efficiency. It is based 
on the numerical prediction of particulate 
concentration within the domain region that the 
ACD is meant to protect against pollution. In both 
cases studied here, pollution is represented by solid, 
silica respirable particles ( p1 10m d mµ µ≤ ≤ ), that 
are either instantaneously or permanently injected 
in the polluted outdoor domain. These two distinct 
situations require two qualitatively different 
calculation procedures for the particulate phase 
concentration within the calculation domain. The 
two-phase flow conditions addressed in this work 
are two-dimensional in nature. However, the 
extension of the proposed assessment procedure to 
three-dimensions is quite straightforward and will 
be published in a near future. 
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ABSTRACT 
Drop-on-Demand (DOD) technology enables to 

control the ejection of drops, from a vertically 
capillary nozzle, by piezoelectric stimulation. DOD 
applies in microfluidics, from the ink-jet printers to 
Bio-MEMS. This study emphasizes on the 
numerical simulation of the drop evolution during 
its formation and ejection by DOD technology. The 
highly distorted interface evolution represents an 
axisymmetric transient free-boundary problem, 
which is modelled here through a Boundary 
Element Method. An irrotational flow model can 
reproduce most observed experimental data on drop 
size, velocity, frequency, and conditions for non-
satellite formation. Viscous effects are included to 
some extent, as it is allowed for potential flows of 
fluids with constant viscosity, the normal viscous 
stress at the interface being expressed in terms of 
the velocity potential. The time progression is made 
with a 4th order Runge-Kutta explicit numerical 
scheme. The time step is varied upon a stability 
criterion. The interface evolution is determined 
through a Lagrangian description of a variable 
number of nodes, unevenly redistributed on the 
boundary at each time step. The numerical code 
accuracy is evaluated through the global mechanical 
energy balance, expressed only in surface integrals 
terms. Our computed results fit well the available 
DOD data for ejected drops with volume of 
picolitres order. 

Keywords: Boundary Element Method, drop 
formation, Drop-on-Demand, ink-jet fluid 
microdispensing, interface distortion 

NOMENCLATURE 
Fr [-] Froude number 
H [1/m] total curvature 
M  observation point 

P  singularity point 
R [m] orifice radius; length scale 

21  , RR  [m] local principal radii of curvature 
Re [-] Reynolds number 
We [-] Weber number 
dA [m2] axisymmetric surface element 
g [m/s2] gravity 
n [m] normal co-ordinate 
r [m] radial co-ordinate 
s [m] curvilinear abscissa 
t [s] time 
v [m/s] velocity 
z [m] axial co-ordinate 

s∆  [m] arc length 
t∆  [s] time step 
Ω   domain in a meridian plane 
Σ   surface; interface 
β  [rad] azimuthal angle 
φ  [m2/s] velocity potential 
µ  [Pa⋅s] dynamic viscosity of the liquid 
ρ  [kg/m3] density of the liquid 
σ  [N/m] surface tension 
Subscripts and Superscripts 
D domain 
L liquid 
P related to the singularity point 
W solid wall 
n normal direction 
z axial direction 
* dimensionless variable 

1. INTRODUCTION 
There are two main approaches in ink-jet 

printing technology [1]. 
Within the “Continuous, Charge and Deflect” 

ink-jet printing technology, also called CIJ for 
Continuous Ink-Jet, the fluid under pressure issues 
from an orifice and breaks up into uniform drops by 
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the amplification of capillary waves induced onto 
the jet, usually by an electromechanical device. The 
ejected drops are electrically charged and deflected 
to their desired location. This approach is suitable 
for high-speed coverage of relatively large areas. 
The “Continuous, Charge and Deflect” ink-jet 
printing technology has been studied for the past 30 
years: the characteristics of the ejected drops, as 
well as the conditions for satellite droplets 
formation are well known and analysed in [2-5]. 

Within the now more widely used “Drop-on-
Demand” (DOD) ink-jet printing technology, 
smaller drops can be ejected from the device orifice, 
by applying a stimulation method (piezoelectric, or 
thermal). A DOD device produces drops of 20-100 
microns in diameter, which are approximately equal 
to the diameter of the drop generator orifice. The 
DOD technology enables to control the size, 
velocity and frequency of the ejected drops. The 
piezoelectric DOD ink-jet method is commonly 
used, and the present paper will focus on it, i.e. on 
the drop ejected at a capillary nozzle tip, when a 
voltage pulse is applied to the nozzle-transducer, 
which is placed up-stream of the nozzle on the 
capillary. Piezoelectric ink-jet print heads have 
dominated the DOD industrial and commercial 
market for last two decades, because they offer high 
jetting frequency, long life expectancy, and the 
ability to jet a wide range of fluids under harsh 
working conditions [6]. The piezoelectrically driven 
DOD ink-jet printing technology has been studied 
experimentally [7-9] and/or numerically [10-12], in 
order to depict the ejected drops characteristics, and 
the conditions for non-satellite formation. The drop 
behaviour depends on the velocity profile at the 
orifice level, thus on the nozzle-transducer [6, 9, 
and 13]. The characteristics of the ejected drops are 
also influenced by the fluid properties [14, 15]. 

The DOD study is sustained by its many 
applications in microfluidics, ranging from the 
classical ink-jet printers, to various microdispensers 
and nanolitre dispensers [16-18] in chemical and 
pharmaceutical engineering, to jet printing for large 
area electronics [19, 20], as well as to DNA chips 
(the deposition of polymeric fluids on microchips 
for DNA in-situ synthesis) [21]. 

The present paper points on the numerical 
simulation of drop evolution during its formation at 
a vertical capillary tip, and its ejection by 
piezoelectrically driven DOD technology. The 
phenomenon involves strong nonlinear and coupled 
effects. The rapidity of the phenomenon, of 
microseconds order, and the space scales, of 
microns order, induce difficulties in experimental 
investigations. The advantage of numerical 
computations consists in analysing a large spectrum 
of droplet sizes, velocities, frequencies, and 
conditions for non-satellite formation. The 
modelling is achieved through an axisymmetric 
Boundary Element Method (BEM), assuming an 

irrotational flow of a viscous fluid [22], by using a 
personal numerical code built in Fortran. The 
numerical code has been validated in ultra-high 
speed interface hydrodynamics, especially to 
simulate the collapsing interface evolution for 
bursting bubbles at a free surface, finalised by 
microjet breaking and droplets ejection [23, 24]. 

Initial conditions, boundary conditions, and 
governing motion equations for the physical model 
are depicted in the second section of the present 
paper. The numerical procedure is outlined in the 
3rd section. Results and comments are presented in 
the 4th section. 

2. PROBLEM STATEMENT 
An axisymmetric liquid domain LΩ  is 

considered in a meridian plane rOz (Figure 1). 
Inside the capillary nozzle, the domain is bounded 
by the liquid surface LΣ  in a radial direction. 
Laterally, it is bounded by the vertical solid wall 

WΣ  of the cylindrical nozzle, and at its bottom by 
the gas-liquid interface (drop surface) Σ , which is 
attached at the nozzle orifice edge. The orifice level 
is set at 0=z . 

 

Figure 1. Geometrical configuration and 
boundary conditions 

An outward normal unit vector is considered on 
the domain boundary. On the Oz axis, at the liquid 
surface LΣ  level, the curvilinear abscissa s is set to 
zero; its value increases when moving to the right 
along LΣ , then downward along the wall WΣ , then 
along the drop surface Σ , and reaches its maximum 
at the drop apex, on the Oz axis. Between the 
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tangential unit vector at any point on the boundary, 
and the radial unit vector, the azimuthal angle is 
denoted as β . 

The orifice radius R is adopted as length scale, 
Rσ  as pressure scale, ( )ρσ R  as velocity scale, 

where σ  is the surface tension and ρ  is the liquid 
density. The ratio between the length and velocity 
scale gives the time scale. Accordingly, the Weber 
number equals the unity, 1=We , the Froude number 
is ( )2gRFr ρσ= , and the Reynolds number is 

µρσRRe = , where µ  is the dynamic viscosity 
of the liquid. Dimensionless variables will be 
denoted with an asterisk. At the free drop surface, 
the adjacent gas pressure is assumed to be constant, 
since the gas inertia is neglected. 

A potential liquid flow assumption is 
appropriate because of the impulsive character of 
the phenomenon. The dimensionless equations 
governing the potential liquid flow are classically 
the Laplace equation 02 =∇ ∗φ  for the velocity 
potential ∗φ , and the Euler’s equation. The velocity 
v is defined by its normal component ∗∗ ∂∂ nφ , and 
tangential component ∗∗ ∂∂ sφ . In this type of 
model, viscous effects can be partially considered 
through a boundary condition, namely the normal 
momentum balance at any point of the interface Σ , 
which includes the normal viscous stress at the 
interface: ( )nv ∂∂ n2µ , where nv  is the normal 
component of the velocity. 

Combining the Laplace equation and the 
Euler’s equation in order to reduce the pressure 
terms, yields the dimensionless Bernoulli’s 
equation, i.e. the local time derivative of the 
velocity potential: 

 
( )

2

22
2

2 ∗

∗∗∗∗

∗

∗

∂
∂

−−−−=
∂
∂

nReFr
z

We
Hv

t
φφ . (1) 

 
The dimensionless total curvature is written 

( )∗∗∗ += 21 11 RRH , where ∗
1R  and ∗

2R  are the 
corresponding dimensionless local principal radii of 
curvature. There are distinct forms of Eq. (1) on the 
axis of symmetry Oz, and outside. The singularities 
at 0=∗r  are removed by taking into account that on 
the Oz axis, the axisymmetric curvature, 

( ) ∗∗ = rR βsin1 2 , equals the planar curvature, 
∗∗ ∂∂= sR β11 . The expressions of the normal 

second derivative of the velocity potential 
22 ∗∗ ∂∂ nφ  outside of the symmetry axis Oz, and on 

that axis, are defined in [23, 25]. 
Initial and boundary conditions are functions of 

the stimulation process, i.e. they depend on the 
excitation waves that are converted into velocity 
variations at the capillary nozzle tip. The 
hydrodynamics of the viscous liquid inside the 

capillary nozzle has been obtained by solving the 
Navier-Stokes equation [9, 26]: the imposed 
periodical wall deformation produces perturbations 
of the pressure field inside the capillary, and 
subsequently perturbations of the velocity field. So, 
the velocity reaches a peak during the voltage pulse, 
and relaxes after. For example [9], over a period of 
0.1 ms, and voltage pulse duration of 20 µs, the 
maximum axial velocity inside the capillary nozzle 
varies between about 3.2 m/s (at a voltage of 50 V) 
and 6.5 m/s (at 100 V). 

Firstly, the resulting time dependent axial 
velocity profile inside the capillary nozzle 
(parabolic Poiseuille profile), has been averaged to 
obtain the mean axial velocity profile [26], for a 
voltage of 80 V. Secondly, its averaged form has 
been approximated for the BEM computations. The 
dimensionless time dependent normal velocity 
profiles ( )∗∗∗ = tvv nn  from Figure 2 are considered for 
BEM computations within this paper. The upper 
frame of Fig.2 corresponds to distilled water: at the 
initial moment, and over the first 8.5% of each 
period between two consecutive voltage pulses, the 
normal velocity value is set to ( ) 2n =∗∗ tv . The lower 
frame of Fig.2 corresponds to ink: at 0=∗t , and 
over the first 9.9% of each period (of 3.42 
dimensionless duration) between two consecutive 
voltage pulses, the normal velocity is ( ) 5.2n =∗∗ tv . In 
both frames, drop ejection instants are marked (by 
triangles). Ink drop ejection requests a higher 
maximum ∗

nv  value inside the capillary (so, a higher 
voltage), and a shorter period (ink being 8.7 times 
more viscous than water). 
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Figure 2. Dimensionless profile of the time 
dependent normal velocity inside the capillary 
nozzle, for water (a) and ink (b), used in BEM 

For the BEM computations, the normal velocity 
profile ( )∗∗∗ = tvv nn  inside the capillary nozzle (Fig. 
2) is inserted as a Neumann type boundary 
condition on the liquid surface LΣ  (Fig. 1). A 
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Neumann type boundary condition also corresponds 
to the solid wall WΣ , where the normal velocity is 
zero. At the initial moment, the boundary conditions 
of Dirichlet type on the interface Σ  are: 

( ) ( )00 n === ∗∗∗∗∗ tvztφ . For further moments, the 
velocity potential ( )0>∗∗ tφ  on Σ  is obtained within 
the BEM (Fig. 1). 

In the absence of non-linear analytical tests, the 
evaluation of numerical code accuracy is checked 
through the global mechanical energy balance, 
expressed only in surface integrals terms [23]: 
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where ΣΣΣΣ ∪∪= WLD  is the liquid domain 
boundary; ∗dA  is the dimensionless axisymmetric 
surface element. The dissipation of the mechanical 
energy due to shear viscosity depends only on the 
normal component of the velocity, and on the 
normal second derivative of the velocity potential, 

22 ∗∗ ∂∂ nφ . Upon azimuthal integration, the 
mechanical energy balance deals with line integrals 
of the terms computed through the BEM, thus being 
easy to implement in the computational procedure. 

3. NUMERICAL METHOD 
The Boundary Element Method has been used 

in modelling the drop formation of the continuous 
jet [3], or the jet atomization [29], but under simpler 
assumptions, like the pure potential fluid flow, and 
even the absence of the gravity in [29]. Within the 
present study, the DOD modelling is achieved 
through a BEM, by assuming a potential flow of a 
viscous fluid [22]; it is a new approach for this type 
of process, and first results are presented in [26]. 

The drop surface Σ , highly distorted during its 
formation, represents a transient free-boundary 
problem that involves two types of calculations. We 
have indeed to cope with the task of calculating the 
potentials at a sequence of instants K,2,{ ∗∗∗ ∈ ttt ∆∆  

( ) },1 , KK ∗− tk ∆ . The small time step ∗t∆  is 
selected according to rules further defined. Firstly, a 
time-stepping scheme applied to Eq. (1) allows to 
link known values of the position of fluid particles 
on the interface, and of the velocity potential values 
on the same interface, evaluated at ( ) ∗∗ −= tkt ∆1 , to 
the corresponding values of these quantities at the 
following instant ∗∗ = tkt ∆ . Then, the potential 
values being known from this first type of 

calculation on the interface Σ , and the normal 
velocity components being also known on 

WL ΣΣ ∪  at ∗∗ = tkt ∆ , the Laplace equation can be 
solved with the BEM, to obtain the velocity 
potential values at the same instant ∗∗ = tkt ∆  in the 
whole liquid domain. The time stepping technique 
requiring the normal component ∗∗ ∂∂ nφ , and 
tangential component ∗∗ ∂∂ sφ  of the velocity [27] 
on the interface Σ , can then be used again to 
connect the instants ∗∗ = tkt ∆  and ( ) ∗∗ += tkt ∆1 . 

Within the second type of calculation, the 
Boundary Element Method allows replacing the 
Laplace’s equation extended in the whole liquid 
domain LΩ , by a second kind Fredholm integral 
equation extended only on the domain boundary 

DΣ . For this direct BEM computation, the velocity 
field is generated by source and normal doublet 
type singularities spread over DΣ . The integral 
equation on DΣ  is written: 
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where ∗MP  is the dimensionless distance between 
the observation point DM Σ∈  and the singularity 
point P. The kinetic conditions of Neumann type on 
the surfaces LΣ  and WΣ , where the normal velocity 
is known, as well as of Dirichlet type on the 
interface Σ , where the velocity potential is known, 
have been already depicted in the previous section 
(Fig.1). 

The temporal interface evolution, which is 
based on Eq. (1), allows a Lagrangian description of 
a variable number of nodes ( ) ( )( )∗∗∗∗ tztr  ,M , 
representing the position of fluid particles, unevenly 
redistributed on the boundary ( )∗tDΣ  at each 
instant, with respect to some criteria like the 
adaptation at the surface gradients [23]. This leads 
to a concentration of nodes at places where the 
interface’s curvature is important, or where two 
portions of the interface approach one another. 
Thus, the simulation of the interface evolution is 
performed during the whole process, without 
applying any smoothing techniques that can affect 
the physics of the phenomenon. 

The time step ∗t∆  is varied in accordance with 
a stability criterion, linked to the gravity-capillary 
dispersion equation [28]: 
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where ∗
mins∆  is the minimum value of the arc length 

measured between two consecutive points of the 
boundary ( )∗tDΣ . 

The time progression is made with an explicit 
numerical scheme of 4th order Runge-Kutta type. 
Within this scheme, the material derivative of the 
velocity potential is defined by: 
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The derivatives of the polar co-ordinates are: 
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4. RESULTS AND COMMENTS 
The numerical modelling of drop evolution 

during its formation at a vertical capillary tip, and 
its ejection by piezoelectrically driven DOD 
technology has been systematically performed for 
distilled water and ink (at 20ºC), for different 
orifice sizes, [ ] mR µ 100 ;13∈ , in order to compare 
numerical and experimental data. Ink’s physical 
properties [9, 26] are: 3 1019 mkg=ρ , =µ  

3107.8 −⋅ sPa ⋅ , and mN 034.0=σ . According to 
the investigated orifice sizes, the Froude and 
Reynolds numbers vary between the limits 

[ ]39544 ;743∈Fr , [ ]58 ;6.30∈Re  for distilled water, 
and [ ]01252 ;340∈Fr , [ ].766 ;44.2∈Re  for ink. The 
Weber number equals always the unity, 1=We , 
because of the scale choice. We note that for small 
orifices, the Froude number has greater values, so 
the gravity becomes negligible in this case. On the 
other hand, the Reynolds number has small values, 
especially for ink, so the viscous effects may be 
important. In this paper the model includes partially 
viscous effects, namely those characteristic to 
irrotational flows. These effects show themselves 
via the normal viscous stress at the interface. 
Irrotational flow is usually a good approximation 
for low viscosity fluids, set in motion from rest. 

We present in Figures 3 and 4 the interface 
temporal evolution during the DOD process, for a 
water drop, and an ink drop, issuing into air. For 
water, the orifice radius is mR µ 35= , and the 
characteristic numbers are: 6064=Fr , 1=We  and 

3.50=Re . For ink, the orifice radius is mR µ 13= , 
and the characteristic numbers are: 20125=Fr , 

1=We  and 44.2=Re . 
The dimensional volume of the ejected water 

drop is of pl 77 . The equivalent radius of that drop 
(the radius of a sphere with the same volume) is of 

mµ 6.42 . The dimensional volume of the ejected ink 
drop is of pl 58.5 , and its equivalent radius is of 

mµ 11 . Thus the ejected drop size is respectively 
about 75%, and 85% of the orifice size, for water, 
and ink case, which is consistent with available 
DOD data. 
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Figure 3. Superposed profiles (upper image), and 
some characteristic profiles at specified time ∗t  
in separate frames (lower images), of the 
interface evolution, for a water drop formed by 
piezoelectrically driven DOD technology at an 
orifice of radius mR µ 35=  

The temporal variation of the velocity of the 
interface apex (i.e. the normal velocity of the node 
placed on the interface, on the Oz axis), during the 
interface evolution, is presented in Figure 5, for the 
water case (upper frame), and ink case (lower 
frame). The instant corresponding to drop ejection 
is marked on the figure, for both cases. The ejection 
time is 61.2=∗t  for the water drop, and 416.3=∗t  
for the ink drop. For water, the interface apex 
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oscillates during the first 20% of the time period, 
and also after the drop ejection instant, and recovers 
its initial shape at the end of the time period. Due to 
the viscosity, which damps inertial effects, the 
interface apex for ink is more stable, and after the 
drop ejection instant, the interface recovers quickly 
its initial shape, so the DOD process can continue 
after a shorter time period. This should help 
working at a higher frequency with ink. 
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Figure 4. Superposed profiles (upper image), and 
some characteristic profiles at specified time ∗t  
in separate frames (lower images), of the 
interface evolution, for an ink drop formed by 
piezoelectrically driven DOD technology at an 
orifice of radius mR µ 13=  

The conditions for obtaining different drop 
shapes immediately after ejection have been 
examined. We did recover the observed columnar 

liquid bridge joining the nascent drop to its parent 
body. This stage precedes necking and drop 
separation. In Figs 3 and 4 it is not clear whether 
the effective necking occurs at the upper or lower 
part of the column. The break-up occurs at the 
upper part of the column, at 872.0−=∗z  for water, 
and 966.0−=∗z  for ink case. The ejected drop 
shape is like the one plotted at 581.2=∗t  in Fig. 3 
(just before the water drop detachment at 61.2=∗t ), 
or like the one plotted at 411.3=∗t  in Fig. 4 (just 
before the ink drop detachment at 416.3=∗t ). 
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Figure 5. Temporal variation of the interface 
apex velocity during the DOD evolution, for the 
water case (upper frame), and ink (lower frame) 

At the necking instant, unbalanced surface 
tension rapidly accelerates liquid in both liquid 
bodies [30]: this is the recoil stage. Waves due to 
separation then propagate along the column that has 
become a drop tail and may generate one or several 
satellites. This stage is difficult to be captured 
numerically in all the details. However some 
attempts have been made to describe the unique 
satellite formation. As the ejected ink drop from 
Fig.4 has a thin neck, it can be assumed that there 
will be a second pinching at the connection between 
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the long neck and the parent drop. That will lead to 
a satellite, which size can be estimated from the 
neck volume (a quasi-cylindrical shape, of 0.974 
height and 0.026 mean dimensionless radius); the 
corresponding dimensional volume of the satellite is 
of pl 0045.0 , and equivalent radius of about mµ 1 . 
This represents a ratio of 0.09 between the satellite 
radius and its parent drop radius. 

With respect to industrial applications, there are 
desirable configurations as those leading to a simple 
neck pinching and drop detachment, but also 
undesirable configurations that must be avoided 
(e.g. with a wide neck). For too small values of the 
velocity inside the capillary nozzle, drops may not 
be successfully ejected (e.g. for the same Fr and Re 
values as in Figs. 3 and 4, for a maximum value of 

6.0n =
∗v  for water, and 2n =

∗v  for ink, there is no 
drop ejection). In those cases, the interface grows at 
the beginning because of the velocity pulse, but the 
liquid has not sufficient inertia, and capillary effects 
pull back the interface to the orifice, then the drop 
hangs up and oscillates slowly. 

Our computed results fit well the available 
numerical and experimental DOD data [8-12] for 
drops with volume of picolitres order. Encouraging 
agreement is obtained, but the numerical model will 
require added sophistication, like the evaluation of 
the whole viscosity effects, which would result in 
the introduction of the rotational part of the flow, 
before detailed agreement can be expected, 
especially for ink drops, which are much viscous 
than water. Moreover surfactants tend to migrate to 
interface when area is created during growth in 
order to restore the interfacial equilibrium 
conditions. As this process has a long time scale 
compared to hydrodynamic scales, they may affect 
the end of drop formation. 

5. SUMMARY AND PERSPECTIVES 
The Drop-on-Demand numerical simulation 

was made through a Boundary Element Method, by 
taking into account the capillary effects and only 
partially the viscous effects. In order to prevent 
numerical instabilities, the progression time step 
was obtained from a gravity-capillary waves 
stability criterion. The precision of the numerical 
code was checked through the global mechanical 
energy balance. 

Our computed results fit well the available 
numerical and experimental data, for water and ink 
drops, with volume of picolitres order. 

The present modelling can be refined in the 
future, by introducing the Helmoltz decomposition 
[31] in order to incorporate the rotational part of the 
velocity field, thus to evaluate the whole viscosity 
effects. We have to address the vorticity – stream 
function formulation of axisymmetric unsteady 
incompressible flows in conjunction with moving 
boundaries. The BEM leads in these cases to 

domain integrals that detract from the boundary 
only features. There are several techniques to 
preserve advantages of the BEM and to extend its 
theoretical foundations and numerical 
implementation to tackle this broader class of 
equations. One technique that we will use is based 
on the Greengard and Strain algorithm [32]. 

ACKNOWLEDGEMENTS 
This work has been supported by the 

Programme ECO-NET from the French Ministry of 
Foreign Affairs, under the project “Stimulation et 
formation de goutte à la demande: étude 
expérimentale et numérique des effets non-
linéaires” (2004-2005), led by professor A. 
Soucemarianadin from LEGI Grenoble, and by the 
Romanian National University Research Council 
(CNCSIS), under the project “DOD numerical 
simulation, applied in microfluidics” (2004-2005), 
Grant A-1405, led by S.-C. Georgescu. 

REFERENCES 
[1] Le, H. P., 1999, “Progress and Trends in Ink-Jet 

Printing Technology”, In: Recent Progress in 
Ink Jet Technologies II, ed. E. Hanson, IS&T, 
Springfield, pp. 1-14. 

[2] Pimbley, W. T., and Lee, H. C., 1977, “Satellite 
Droplet Formation in a Liquid Jet”, IBM J. Res. 
Develop., Vol. 21 (1), pp. 21-30. 

[3] Hilbing, J., and Heister, S., 1996, “Droplet size 
control in liquid jet breakup”, Phys. Fluids, 
Vol. 8 (6), pp. 1574-1581. 

[4] Lopez, B., Soucemarianadin, A., and Attané, P., 
1999, “Break-up of Continuous Liquid Jets: 
Effect of Nozzle Geometry”, J. Imaging Sci. 
Techn., Vol. 43 (2), pp. 145-152. 

[5] Soucemarianadin, A., Pierron, P., Normandin, 
M., Clermont, J.R., and Attané, P., 1999, 
“Modeling of Liquid Jet Break-up and Drop 
Formation”, In: Recent Progress in Ink Jet 
Technologies II, Springfield, pp. 218-222. 

[6] Chen, T., 2005, “Recent Advances in 
Piezoelectric Inkjet Print Head Technology”, 
Proc. IS&T’s NIP21, Baltimore, pp. 268-268. 

[7] Bogy, D. B., and Talke, F. E., 1984, 
“Experimental and Theoretical Study of Wave 
Propagation Phenomena in Drop-on-Demand 
Ink Jet Devices”, IBM J. Res. Develop., Vol. 28 
(3), pp. 314-321. 

[8] Blumberg, A., and Semiat, R., 2002, “Velocity 
Measurements of Ink Drops Ejected from a 
Piezoelectric DOD Print Head. I Technique 
Presentation, II Parameters of Ejecting Signal”, 
J. Imaging Sci. Techn., Vol.46 (2), pp. 171-189. 

690



[9] Cittadino, J. M., Mendes, E., Soucemarianadin, 
A., 2005, “A Tool for Monitoring Piezoelectric 
Micro-Pumps”, Proc. IS&T’s NIP21, Baltimore, 
pp. 278-282. 

[10] Fromm, J. E., 1984, “Numerical Calculation of 
the Fluid Dynamics of Drop-on-Demand Jets”, 
IBM J. Res. Develop., Vol. 28 (3), pp. 322-333. 

[11] Shield, T. W., Bogy, D. B., and Talke, F. E., 
1987, “Drop Formation by DOD Ink-Jet 
Nozzles: A Comparison of Experiment and 
Numerical Simulation”, IBM J. Res. Develop., 
Vol. 31 (1), pp. 96-110. 

[12] Feng, J., 2002, “A General Fluid Dynamic 
Analysis of Drop Ejection in Drop-on-Demand 
Ink Jet Devices”, J. Imaging Science and 
Technology, Vol. 46 (5), pp. 398-408. 

[13] Bugdayci, N., Bogy, D. B., and Talke, F. E., 
1983, “Axisymmetric Motion of Radially 
Polarized Piezoelectric Cylinders Used in Ink 
Jet Printing”, IBM Journal of Research and 
Development, Vol. 27 (2), pp. 171-180. 

[14] Bruce, C. A., 1976, “Dependence of Ink Jet 
Dynamics on Fluid Characteristics”, IBM J. 
Res. Develop., Vol. 20 (3), pp. 258-270. 

[15] Magdassi, S., Ben-Moshe, M., Berenstein, L., 
and Zaban, A., 2003, “Microemulsion Based 
Ink-Jet Ink: Properties and Performance”, J. 
Imaging Sci. Techn., Vol. 47 (4), pp. 357-360. 

[16] Koltay, P., Birkle, G., Steger, R., Kuhn, H., 
Mayer, M., Sandmaier, H., and Zengerle, R., 
2001, “Highly Parallel and Accurate Nanoliter 
Dispenser for High-Throughput-Synthesis of 
Chemical Compounds”, Proc. IMEMS 
Workshop, Singapore, pp. 1-10. 

[17] Wallace, D., and Hayes, D., 2002, “Solder 
Jet™ - Optics Jet™ - AromaJet™ - Reagent Jet 
- Tooth Jet and Other Applications of Ink-Jet 
Printing Technology”, Proc. IS&T’s NIP18, San 
Diego, USA, pp. 228-235. 

[18] Chen, C.-T., Chiu, C.-L., and Chen, S.-S., 2004, 
“Simulation and Experiment of Micro-Lens 
Fabrication Using Droplet Deposition Method”, 
Proc. IS&T’s NIP20, Salt Lake City, USA, pp. 
265-268. 

[19] McDonald, M., Heun, S., and Tallant, N., 2002, 
“Advances in Piezoelectric Deposition of 
Organic Electronic Materials”, Proc. IS&T’s 
NIP18, San Diego, pp. 433-436. 

[20] Shah, V., and Hayes, D., 2002, “Trimming and 
Printing of Embedded Resistors Using 
Demand-Mode Ink-Jet Technology and 
Conductive Polymer”, Proc. IPC Printed 
Circuits Expo, Long Beach, USA, pp. 1-5. 

[21] Kuroiwa, T., Ishikawa, N., Obara, D., Vinet, F., 
Ang, E. S., Guelbi, A., and Soucemarianadin, 
A., 2003, “Dispensing of Polymeric Fluids for 
BIO-MEMS Applications”, Proc. IS&T’s 
NIP19, New Orleans, USA, pp. 884-890. 

[22] Joseph, D. D., Liao, T. Y., and Hu, H. H., 1993, 
“Drag and moment in viscous potential flow”, 
Eur. J. Mech. B-Fluids, Vol. 12 (1), pp. 97-106. 

[23] Georgescu, S.-C., Achard, J.-L., and Canot, É., 
2002, “Jet drops ejection in bursting gas bubble 
processes”, Eur. J. Mech. B-Fluids, Vol. 21, pp. 
265-280. 

[24] Canot, É., Georgescu, S.-C., and Vincent, S., 
2005, “Test-case No 21: Gas bubble bursting at 
a free surface, with jet formation (PN-PE)”, In: 
Validation of Advanced Computational 
Methods for Multiphase Flows, eds. H. 
Lemonnier, D. Jamet, O. Lebaigue, Begell 
House Inc., New York, Chapter 19, pp.135-142. 

[25] Georgescu, S.-C., 1999, “Evolution d’une bulle: 
Formation à partir d’un orifice et éclatement à 
la traversée d’une surface libre”, PhD Thesis, 
Institut National Polytechnique de Grenoble. 

[26] Georgescu, S.-C., Canot, É., Broboană, D., and 
Soucemarianadin, A., 2005, “Numerical 
Simulation of Drop-on-Demand Jetting 
Applications in Microfluidics”, EUROMECH 
Colloquium 472 «Microfluidics and Transfer», 
Grenoble, France, pp. 139-140. 

[27] Machane, R., and Canot, É., 1997, “High-order 
schemes in Boundary Element Methods for 
transient non-linear free surface problems”, Int. 
J. Numer. Methods Fluids, 24, pp. 1049-1072. 

[28] Canot, É., 1999, “Stability Criteria for 
Capillary/Gravity Free-Surface Waves in BEM 
Simulations of Viscous Potential Flows”, Proc. 
Int. Conf. Boundary Element Techniques, ed. 
M. H. Aliabadi, London, U.K., pp. 321-330. 

[29] Spangler, C., Hilbing, J., and Heister, S., 1995, 
“Nonlinear modeling of jet atomization in the 
wind-induced regime”, Phys. Fluids, Vol. 7 (5), 
pp. 964-971. 

[30] Peregrine, D. H, Shoker, G., and Symon, A., 
1990, “The bifurcation of liquid bridges”, J. 
Fluid. Mech., Vol. 212, pp. 25-39. 

[31] Machane, R., Achard, J.-L., and Canot, É., 
2000, “A new velocity-vorticity Boundary 
Integral Formulation for Navier-Stokes 
equations”, Int. J. Numer. Methods Fluids, Vol. 
34, pp. 47-63. 

[32] Greengard, L., and Strain, J., 1990, “A fast 
algorithm for the evaluation of heat potentials”, 
In: Communications on Pure and Applied 
Mathematics, XLIII, John Wiley & Sons, pp. 
949-963. 

691



Conference on Modelling Fluid Flow (CMFF’06)
The 13th International Conference on Fluid Flow Technologies

Budapest, Hungary, September 6-9, 2006

BASICS OF THE NUMERICAL SIMULATION OF OIL DROPLET
FORMATION IN THE CRANKCASE OF AN IC ENGINE

Wilfried EDELBAUER1, Heinrich KRATOCHWILL1,
 Günter BRENN2, Reinhard TATSCHL3

1 Corresponding Author. Austrian Center of Competence for Tribology, AC²T research GmbH. Viktor Kaplan-Straße 2, A-2700
Wr.Neustadt, Austria. Tel.: +43 316 787 1902, Fax: +43 316 787 777, E-mail: edelbauer@ac2t.at / kratochwill@ac2t.at
2 Institute of Fluid Mechanics and Heat Transfer, Graz University of Technology, Austria. E-mail: brenn@fluidmech.tu-graz.ac.at
3 Advanced Simulation Technologies, AVL List GmbH, Graz, Austria. E-mail: reinhard.tatschl@avl.com

ABSTRACT
Due to the increasing demand for high

efficiency of Internal Combustion (IC) engines,
engineers are compelled to pay attention to the
complex two-phase flow of oil and air in the
crankcase. Reduction of the ventilation losses and
limitation of the oil consumption due to oil droplets
leaving the crankcase are the targets of
optimisation.

The aim of this work is to provide a better
understanding of the flow phenomena in the
crankcase and to model formation and transport
processes of the two-phase flow. Oil disintegration
at the crank drive and oil atomisation due to blow-
by effects at the piston rings are the major sources
for the oil droplets. Droplet formation due to
condensation of evaporated oil components is not
considered due to negligible contribution in
simulations of a few engine cycles.

Model correlations have been implemented into
a multi-phase CFD code. Separate simulations of
the blow-by gas flow and the oil disintegration at
the crankweb have been performed on simplified
crankcase geometries. Besides the oil droplet
propagation, the simulations show that blow-by
generates small droplets with diameters of a few
microns, while large droplets are generated by the
oil disintegration at the crankweb.

Keywords: blow-by, CFD, crankcase, multi-
phase, rotary atomisation

NOMENCLATURE
A [m²] area

KC, [-] model constants

FK [-] fluid number
M [N/m³] momentum transfer rate
R [J/kgK] gas constant

V [m³] volume
We [-] Weber number
Y [-] total mass fraction
Z [-] Ohnesorge number squared
d [m] diameter
g [m/s²] gravitational acceleration
m [kg] mass
p [N/m²] pressure
t [s] time
u [m/s] absolute velocity vector
α [-] volume fraction
γ [-] model constant
Γ [kg/m³s] mass transfer rate
κ [-] adiabatic exponent
µ [Ns/m²] dynamic viscosity
ν [m²/s] kinematic viscosity
ρ [kg/m³] density
σ [N/m] surface tension
ω [rad/s] angular velocity

Subscripts and Superscripts
32 Sauter mean value
cir circumferential
crn crankcase
cyl cylinder
disc disc/crankshaft
drop droplet
g gaseous phase
i chamber
j,k phase indices
l liquid (here oil)
n number of phases
rad radial
t turbulent

1. INTRODUCTION
Due to the motion of the crank drive, an airflow

is created in the crankcase which carries lubricating
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oil droplets. For the droplet formation processes,
one can distinguish between processes producing
small droplets with diameters less than 10 µm, the
oil mist, and processes producing large droplets and
splash oil [1]. It is believed that the liquid
disintegration of oil on the moving crank drive,
especially at the rotating crankwebs, and the splash
oil from the piston cooling jets are the major
sources for large droplets. Condensation of
evaporated oil and unburnt fuel components, as well
as droplet formation due to blow-by at the piston
rings, are most certainly the sources for oil mist. On
the one hand, the airflow which carries the oil
droplets is required to wet the cylinder wall and to
guarantee sufficient lubrication between piston and
cylinder. On the other hand, oil droplets leaving the
crankcase through the ventilation system would
cause high oil consumption, if they were not
separated by the oil mist separator. The propagation
of the oil droplet flow is therefore a matter of
particular interest in the crankcase.

The present study treats the oil detachment
from the crankwebs and the atomisation due to
blow-by as the most relevant processes of droplet
formation. It is done in separate models which yield
the base for multi-phase CFD simulations [2].
Condensation is neglected because it is slow and its
contribution in simulations of a few engine
revolutions is small. Piston cooling jets are only
used in engines with high thermal load, and hence
they are not yet treated in the current investigations,
which are the first step in CFD simulations of the
crankcase flow.

The models of droplet formation are
implemented into the commercial multi-phase CFD
code AVL FIRE. Simplified geometries are used for
the CFD simulations to show the influence of the
models in separate calculations. Oil and gas are
treated as separate, interpenetrating phases. The
inter-phase exchange terms take into account the
interactions between the phases and introduce the
specific physics of the problem. The analogy to
rotary atomisation is used to describe the liquid oil
disintegration on the rotating crankwebs, which are
modelled, in a first step, as cylindrical discs. To
determine the blow-by gas flow at the piston rings,
a zero-dimensional chamber model is used. A
further semi-empirical model describes the
generation of the atomised oil droplets due to the
blow-by gas flow. Finally, these models act as
boundary conditions for the oil and gas phases of
the CFD simulations which describe the transport of
the oil droplets in the crankcase.

Section 2 of the present paper describes the
applied multi-phase conservation equations, the
analogy to rotary atomisation for the oil
disintegration at the crankweb and the blow-by
model. Section 3 shows the results of the CFD
simulations. At the current stage, separate
simulations for rotary atomisation and blow-by are

presented to show the effects of the models. In
future work these models will be combined.

2. THEORY

2.1 Multi-phase Conservation Equations
The flow simulations are based on the Eulerian

multi-phase approach, where the conservation
equations are solved for an arbitrary number of
interpenetrating phases [3]. Each phase is
characterised by its volume fraction α, and all
volume fractions sum up to unity. Eqs. (1) and (2)
below describe the conservation of mass and
momentum for phase k. The terms Γ and M on the
right hand sides of Eqs. (1) and (2) account for the
interaction between the phases. Γ represents the rate
of mass transfer, e.g. by condensation and
evaporation, and M represents the forces between
the phases, such as drag, which act between the
gaseous and the liquid phases. In addition, the
conservation equations for enthalpy, turbulence
kinetic energy and turbulence dissipation rate are
solved (not shown here).
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Two phases are used for the simulation of the
crankcase flow – air as the continuous phase and
liquid oil as the dispersed phase. A droplet diameter
must be specified for the oil phase to take into
account the dynamic interaction with the air by drag
forces. Condensation and evaporation of oil droplets
is not considered in this study. Therefore the term Γ
in Eq. (1) is zero. The basis for the simulations is
the CFD software package AVL FIRE. The models
for liquid disintegration on the crankweb and the
blow-by gas flow used in the multi-phase
simulations are described in the subsequent
sections.

2.2 Rotary Atomisation on Crankwebs
Due to the motion of the crank drive, the

lubricating oil is separated from the moving parts,
especially from the rotating crankwebs. The liquid
disintegration on rotary atomisers is a very similar
physical process, and hence it is reasonable to use
this process as an analogy. Depending on the fluid
properties, disc diameter, oil volume flow rate and
rotational velocity, the oil forms a liquid rim along
the disc edge [6] and disintegrates according to
different disintegration regimes. There are drop-
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wise, ligament and sheet disintegration [5]. Very
high rotational velocity may result in atomisation
into small droplets without rim formation along the
edge.

Figure 1 shows the oil volume flow rate over
one side of the crankweb depending on the engine
speed. This curve results from one-dimensional
simulations of the oil flow in the lubricating oil
circuit. It is assumed that approximately half of the
oil passing the bearing disintegrates at the edge of
the rotating crankweb. In Figure 2, the correlations
describing the different disintegration regimes
reported by different authors, [4] in Fig. 2 top and
[5] in Fig. 2 bottom, are compared. The volume
flow rate curve of Fig. 1 is applied on three
different disc diameters of 50, 100 and 200 mm. The
dimensionless parameters from Eqs. (3) to (6) are
combined to determine the coordinate axes of the
disintegration regime map as defined from Eqs. (7)
to (10). One can see that the angular velocity ω is
the dominating parameter of the ordinates. There is
a good agreement between the disintegration regime
correlations from [4] and [5], because in both maps
the volume flow rate curves pass the regimes of
drop-wise, ligament and sheet disintegration in a
similar way.

Figure 1. Oil volume flow rate over the
crankweb in [l/min]
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For the flow simulation it is necessary to
estimate the droplet diameter, which depends on the
disintegration regime, the fluid properties, the
volume flow rate and the rotational speed. Eqs. (11)
and (12) show the droplet diameter correlations for
drop-wise and ligament disintegration, respectively,

as presented in [6]. Eq. (13) represents the droplet
diameter correlation for sheet disintegration, which
is taken from [7] and adapted for the present
application.
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Figure 2. Comparison of the different
disintegration regime correlations according to
[4] (top) and [5] (bottom) for the oil volume flow
rate curve at three disc diameters
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The estimated droplet diameter depending on
the engine speed is shown in Figure 3 for the three
disc diameters. The disintegration regimes have
been distinguished according to the correlations
shown in Fig. 2 bottom. It is evident that the droplet
diameter is reduced with increasing engine speed. A
slight discontinuity in the graphs is due to the
transition from ligament to sheet disintegration. The
radial component of the droplet velocity at the edge
of the disc is derived from a mass balance for
ligament disintegration [6]. The circumferential
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velocity of the disc edge determines the tangential
velocity component.

Figure 3. Diameters of detached droplets

2.3 Atomisation Due to Blow-by
The atomisation of oil due to blow-by gas is a

major source for the small oil droplets in the
crankcase. Blow-by is the leakage of gas from the
combustion chamber into the crankcase. The gas
leaks down between the piston rings and the liner,
as well as through the piston ring gaps. Due to the
high velocity of the blow-by gas jet, small droplets
are stripped from the wall oil film, which represent
a fraction of the oil mist in the crankcase. For the
flow simulation in the crankcase, the introduced gas
and oil mass flow rates, and the estimated oil
droplet diameters are boundary conditions of
interest. The mass flow rate of the blow-by gas is
calculated using a zero-dimensional chamber model
[8, 9], as shown in Figure 4. The captured volumes
between the piston rings represent the chambers.
The number of chambers is defined by the number
of compression rings and the oil control ring. Three
piston rings, two compression rings and one oil
control ring, e.g., result in two chambers of the
model.

Figure 4. The Chamber model describes the
blow-by generation in the combustion engine.

The time dependent pressure and temperature in
the combustion chamber and in the crankcase are
boundary conditions for the chamber model. The
change of state is calculated by Eqs. (14) and (15)
below. The gas mass flow rate from one chamber
into the other is calculated by Eq. (16) and depends
on the pressure difference between the chambers. In
the case of supercritical pressure ratio, choked flow
occurs, and the speed of sound is the upper limit of
the gas velocity. Combining Eqs. (14) and (16) and
applying them to every chamber leads to a system
of ordinary differential equations of first order,
which is solved with a Runge-Kutta scheme. The
results are the time dependent pressure variation
inside the chambers and the gas mass flow rate over
the piston rings, as shown in Figure 6. The mass
flow rate across the oil control ring acts as a
boundary condition of the CFD simulation and
represents the mass entering the crankcase.
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It is assumed that a certain fraction of the oil,
which is contained in the chambers between the
piston rings, is atomised by the high-speed blow-by
gas jet [1]. Figure 5 illustrates the oil atomisation
process at the oil control ring. The amount of this
oil fraction corresponds to a fictitious oil film
thickness, which is stripped during the engine cycle
and has to be estimated for the simulation. The
Sauter mean diameter of the atomised droplets is
calculated with Eq. (17). This semi-empirical
correlation is derived from the atomisation of a
liquid jet by a surrounding gas jet [10].

Figure 5. Oil atomisation due to blow-by

695



( )

4
1

gl

2
1

l

g
g

4
3

g

2
1

4
1

gl
2
1

drop32,

1

γ68.0

uuu

d

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=

ρ
ρ

ρ

σνρ

(17)

Figure 6. Calculated pressure and gas mass flow
rate due to blow-by from the chamber model

Referring to Fig. 6 it is important to mention
that the ignition top dead center (ITDC) is placed at
0 deg CA. In the graph of the chamber pressure it is
interesting to see that the pressure in the
combustion chamber decreases below the pressure
of chamber 1 at approximately 80 deg CA. After
this time, gas flows back from chamber 1 into the
combustion chamber. From the pressure peak in
chamber 2 at about 200 deg CA it is evident that
there is a time delay for the mass flow rate from the
combustion chamber to the crankcase. This time
delay increases with engine speed. For the CFD
simulation the mass flow rate from chamber 2
passing the oil control ring into the crankcase is the
relevant blow-by boundary condition. The average
gas mass flow rate is about 0.19 mg/s resulting in 6
m/s inlet velocity. The maximum blow-by mass
flow rate occurs at 200 deg CA.

3. CFD SIMULATIONS
In section 2 the theoretical background of the

oil droplet formation was shown. The air and oil
flow is represented by a multi-phase approach. The
models of rotary droplet atomisation and blow-by

gas mass flow provide the boundary conditions for
the simulation of the oil droplet formation and
propagation. The introduced oil is defined by its
volume fraction and the inlet velocity. This study
shows the rotary atomisation and the blow-by in
separate simulations. In the future these two models
will be combined into one simulation.

3.1 Simulation of Droplet Detachment
from Crankwebs

A simplified crankshaft is used to investigate
the oil droplet detachment from a rotating
geometry. The computational grid is shown in
Figure 7. The simplified crankshaft consists of two
cylindrical discs. The rotating part of the mesh
rotates together with the crankshaft. The fixed part
of the mesh is stationary and is connected to the
rotating part by a sliding interface. Inlet boundaries
are defined at the edges of the discs. The oil flow
from the bearings along the wall of the crankwebs is
not modelled. The engine speed is 4000 rpm, and
one revolution of the crankshaft is simulated.

Figure 7. Computational grid with simplified
crankshaft for droplet detachment

The inlet velocity at the disc edge is a
composition of radial and circumferential
components. The volume fraction of the oil phase is
defined by the amount of oil leaving the bearings
and moving to the edge of the disc. Table 1 contains
four selected oil volume flow rates and the
calculated components of the detachment velocities.
The volume flow rate of inlet 1 is taken from Fig. 1,
and the others are used to show the influence of
variations.
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Table 1. Boundary conditions at inlets
Inlet ddisc

[mm]
Voil

[l/min]
ucir

[m/s]
urad

[m/s]
1 100 0.57 20.9 2.15
2 100 0.3 20.9 1.13
3 70 0.7 14.7 3.15
4 70 0.2 14.7 0.9

From this data the disintegration regimes from
Fig. 2 and the oil droplet diameters are calculated
for the inlets. For the momentum exchange between
the droplets and the gaseous phase, one
representative oil droplet diameter has to be
determined. Therefore the average value of the four
inlets of 139.8 µm was calculated. This value
confirms the assumption that rotary atomisation is a
source for large droplets in the crankcase.

Figure 8 shows the oil volume fraction in a cut
through inlet 1 and a cut along the crankshaft axis.
The higher the density of the iso-lines, the higher
the amount of oil mass. The smaller disc has a
smaller circumferential velocity at the edge, and
hence the oil detaches with a lower velocity.
Nevertheless, there is a strong oil flow from inlet 3,
which has the highest volume flow rate.

Figure 8. Oil volume fractions at 6 and 15 ms

After one revolution, i.e. 15 ms, the oil has
reached the outer wall and accumulates there. Only
the oil of inlet 4, which has the smallest volume
flow rate and the smallest circumferential velocity,
does not reach the wall within the simulation time.

The velocity distribution of the oil phase in cuts
through inlets 1 and 4 is presented in Figure 9. After
entering the flow field, the droplets slow down and
move to the outer wall on nearly straight
trajectories. For an observer rotating with the disc,
the droplets move away on an involute [6]. Besides
the aerodynamic drag, the gravitational force acts
on the droplets, creating a slight difference to an
axially symmetric result.

Figure 9. Velocity vectors of the liquid oil phase
at 6 ms (left) and 15 ms (right) (absolute values
in m/s)

3.2 Blow-by Flow Simulation
The flow simulation with blow-by boundary

conditions was done on a simplified crankcase with
two 90-degrees cylinder sectors. The crankshaft and
the connecting rod are not modelled and the bottom
of the piston is assumed to be flat. The
computational grid is shown in Figure 10. The
zoomed window shows the blow-by inlet at the
position of the piston skirt, where the piston
diameter is usually slightly reduced. The boundary
conditions, as velocities and mass flow rates of air
and oil, are calculated using the equations of section
2.3. The engine speed is 3000 rpm and five engine
cycles are simulated. Initial conditions used in the
crankcase are 1 bar for pressure and 373 K for
temperature. The simulation starts from rest with
cylinder 1 in the top dead center and cylinder 2 in
the bottom dead center (BDC). The calculated
diameter of the atomised droplets is about 4.6 µm.
This value confirms the assumption that blow-by
atomisation is a source of small droplets in the
crankcase.

Figure 11 shows the gas velocities and the oil
mass fraction in the symmetry plane through the
cylinder axes at 180 deg CA. The dark regions of
the oil mass fraction indicate an increased
concentration of oil droplets. The blow-by gas jet
along the liner wall can be seen, which produces a
remarkable oil droplet cloud there. In addition, the
three-dimensional flow transports some oil radial
inwards under the flat piston.
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Figure 10. Computational grid with blow-by
inlet

Figure 11. Oil mass fraction and velocity vectors
at 180 deg CA close to the blow-by inlet region

Figure 12 shows the gas velocities and the oil
mass fraction in the symmetry plane through the

cylinder axes at 270 and 1800 deg CA. For this plot
the velocities were interpolated onto a coarser grid
to get a smooth velocity vector distribution for
showing the overall flow field. Due to starting from
rest, the velocity field is not yet fully developed
during the first engine cycle. It is evident that, at
270 deg CA, the piston velocity is dominant. As a
consequence of the coarser resolution of the
velocity plot, the blow-by jet of cylinder 2 is not
visible at BDC for 1800 deg CA. Although the
induced recirculation can be observed.

The oil mass fraction at 270 deg CA is different
in the two cylinders, as the cylinders start at
different positions. Piston 1 starts at TDC,
producing a gas and oil jet pushed forward by the
piston motion. Thereafter this oil cloud is partially
sucked back into cylinder 1, following the upward
motion of the piston. Piston 2 starts at BDC,
depositing some oil along the liner, as the blow-by
inlet velocity is of the order of the mean piston
velocity of about 8 m/s. During the downward
motion, the deposited oil is accumulated and
transferred in a radial direction towards the cylinder
axis.

At 1800 deg CA, the oil is already distributed in
the whole crankcase. In the cylinders, the maximum
oil concentration is located close to the liner. Also,
in the region near the cylinder axes, an increased oil
concentration is visible. In the case presented, the
overall oil concentration in the flow field increases
continuously, as a crankcase ventilation system is
not modelled.

Figure 12. Oil mass fraction (top) and velocity
vectors (bottom) at 270 deg CA (left) and 1800
deg CA (right)
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4. SUMMARY
The aim of this work was to develop basic tools

for the simulation of air and oil two-phase flows to
improve the understanding of the complex flow
phenomena in the crankcase of IC engines. The oil
atomisation was investigated separately for the
rotating crankshaft and for the blow-by at the piston
rings. Simplified physical models are used on
simple crankcase geometries. Extended modelling,
improved boundary conditions and the combination
of the presented models in one single simulation
will be the next steps.
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ABSTRACT 
This paper reports the results of mathematical 

modelling and simulation of two-phase flow near 
the outlet of six different industrial fan-spray 
atomizers under different operating conditions. 

The Finite Volume Method, implemented in the 
commercial code, Fluent V.6.2, has been used to 
solve the mathematical model numerically, whilst 
the Volume of Fluid (VOF) approach has been 
employed to track the interface between liquid and 
gas. Surface tension effects have been included 
using the Continuum Surface Force method (CSF). 

Results from simulation have been validated 
with experimental data and compared with those 
from previous works. Interesting conclusions about 
sheet thickness, velocity and vorticity of the flow 
have been obtained; some of them differ from 
hypotheses assumed in previous works. These 
conclusions may reflect the way in which break-up 
models are used to obtain drop size and break-up 
length.  

Keywords: CFD, Fan-spray atomizer, Liquid 
sheet, Two-phase flow. 

NOMENCLATURE 
A [m2] cross-sectional area 
C, C’ [-] constants 
K [m2] sheet thickness factor 
Q [m3/s] flow rate 
L [m] break-up length 
U [m/s] sheet velocity 
dD [m] drop diameter 
r [m] radial coordinate 
α [-] volume fraction 
δ [m] sheet thickness 

ϕ [rad] angular coordinate 
µ [N·s/m2] fluid viscosity 
ρ [Kg/m3} fluid density 
σ [N/m} surface tension 
θ [rad] sheet angle 

Subscripts 
0  outlet 
S  sheet 
R  rim 
T  total 
1  primary phase, air 
2  secondary phase, water 

1. INTRODUCTION 
Liquid atomization and spray processes take 

place in a multitude of technical applications, from 
combustion of liquid fuels to agriculture. For this 
reason these processes are the object of active 
research and the number of theoretical and 
experimental works devoted to analysing the basic 
mechanisms of instability and atomization of liquid 
streams is considerable. An understanding of the 
mechanisms governing these processes improves 
the possibility of optimising atomizer design, 
whereby spray characteristics can be adapted to 
their respective applications. 

The field of atomization has yielded many 
theoretical works based on the linear and non-linear 
mathematical stability analysis of jets and liquid 
sheets [1]. These works, from the earliest of 
Rayleigh [2], Taylor [3], Squire [4], Hagerty and 
Shear [5] or Dombrowski [6] up to those of the 
present day, have provided a lot of important 
information about atomization mechanisms. 
However, they have been limited to the analysis of 
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very simple flow configurations. Consequently, 
several important effects remain to be adequately 
considered, such as certain more complex nozzle 
configurations, turbulence, non-linear effects and a 
complete description of the interaction between 
liquid and gaseous phase. 

Numerical techniques of Computational Fluid 
Dynamics have been used to study atomization and 
spray processes. Complex mathematical models 
have been employed in the analysis, capable of 
including the effects mentioned previously. Works 
that have used more complex mathematical models 
can be separated into two groups. On the one hand, 
there are those studies whose models focus on the 
direct simulation of the instability mechanisms 
which lead to the disintegration of the liquid stream: 
[7], [8], [9], [10] and [11]. Even though they 
reproduce more of the physics of the process, they 
are not usually used to study real atomizer 
configurations due to limited computational 
resources. On the other hand, there are those works 
which don’t attempt to simulate the instability and 
break-up processes, thereby reducing computational 
requirements. They analyse real atomizer 
geometries and obtain useful information about the 
flow very near the outlet of the atomizer, upstream 
of the break-up point. This information can be used 
as input in break-up models to obtain spray 
characteristics. 

Currently, the thrust is towards the 
development of mathematical models and 
simulation techniques which are capable of 
analysing real atomization systems and which take 
greater account of the physics of the atomization 
process [12],[13]. 

Several works which belong to the second 
group use the Volume of Fluid (VOF) approach to 
model and simulate the two-phase flow inside and 
outside Simplex atomizers. This type of atomizer is 
widely used in combustion applications, and has 
been analysed in a multitude of works [14], [15], 
[16] and [17]. 

In contrast, Fan-Spray atomizers, which are 
widely used in agricultural and painting 
applications, although studied by Dombrowski et al. 
[6], have not been deeply analysed using 
Computational Fluid Dynamics Techniques. In fan-
spray atomizers the spray is produced by 
disintegration of a liquid sheet formed as the liquid 
leaves the outlet (Figure 1). The liquid flow at the 
sheet (as well as its interaction with the surrounding 
gaseous phase) has several special features that 
make it complex. For example, due to surface 
tension, the boundaries of the liquid sheet contract, 
forming a curved rim as the sheet extends from the 
outlet of the atomizer. 

 

Figure 1: Break-up and disintegration of fan-
spray liquid sheet 

Certain characteristic design parameters of 
these atomizers refer to sheet thickness and liquid 
velocity in the sheet. Several studies assume the 
magnitude of the liquid velocity in the sheet to be 
constant and its direction radial. Consequently sheet 
thickness varies with the radial coordinate, r, 
measured from the atomizer outlet according to the 
following expression [6], [18]: 

 

r
K

=δ  (1) 

 
where K is the sheet thickness factor. Its value 
depends on the fluid atomised, the operating 
conditions and the design of the atomizer. 
These hypotheses have been partially proven 
experimentally [6], [19]. 

In this paper the results of mathematical 
modelling and simulation of two-phase flow near 
the outlet of different industrial fan-spray atomizers 
are presented. Hypotheses mentioned previously 
concerning the outflow of fan-spray atomizers are 
checked by means of simulation using CFD 
techniques. Moreover, valuable information which 
may be used as input in break-up models to 
calculate the spray drop-size and break-up length 
[20], [21] has been obtained. For example, the 
break-up model proposed by Dombrowski and 
Hooper [18] established that the drop-size and 
break-up length of fan sheets depended on the sheet 
thickness factor and the air-liquid relative velocity. 
The expressions derived from this model for long 
wave disturbances are the following: 
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2. PROBLEM DESCRIPTION 

 

Figure 2: Exterior geometry of an analysed 
design 

2.1. Description of the atomizers 
Six different commercial designs of fan 

atomizer have been analysed. A description of their 
interior geometry can be found in reference [22]. 
The geometry of the outlet orifice of one of the 
analysed designs is presented in Figure 2. 

2.2. Description of mathematical model 
A mathematical model has been developed to 

study the two-phase flow that takes place near the 
outlet of the atomizer. 

2.2.1. Governing equations 
The fluids employed are water, which is 

assumed to be incompressible and whose properties 
are considered constant (ρ2=998.2 kg/m3, 
µ2=1.003·10-3 Pa·s) and air, whose properties are 
also considered constant (ρ1=1.225 kg/m3, 
µ1=1.789·10-5 Pa·s). Previous simulations [22] have 
shown that the flow at the atomizer outlet is 
turbulent, and in all cases the Reynolds Average 
Navier-Stokes (RANS) approach is used to model 
the turbulence effects. The standard k-ε turbulence 
model is used to calculate the effective viscosity. 

2.2.2. Flow domain 
The external geometry of each design has been 

accurately modelled in order to observe the 
corresponding effect on flow. 

The geometry of the nozzles, permits the 
domain to be simplified using two planes of 
symmetry (Figure 3). Thus only a quarter of each 
design has been modelled. As simulating the 
appearance and growth of dynamic disturbances, 
which lead to the atomization of the liquid sheet, is 
not considered, this assumption has been perfectly 
accepted. 

Fixing the limits of the domain requires care. It 
might seem that simply enlarging the domain 
should provide better results. However, it is also 
necessary to consider that the liquid sheet narrows 
very rapidly, such that its thickness downstream 
determines a limit superior to the extension of the 
domain if a good balance between space resolution 

in the sheet and number or cells of the model is 
desired. As mentioned previously, the mathematical 
model used is not capable of reproducing the 
destabilisation and break-up of the sheet. 
Consequently, the simulation of an extensive 
domain doesn’t necessarily fit its real behaviour 
because it breaks up at a certain distance from the 
nozzle. 

In spite of this shortcoming, a simulation with a 
larger domain has been carried out to confirm the 
above. The results show a series of phenomenon 
that, due to the previous sheet break-up, don’t 
appear in real flat sheets. 

The break-up length of the flat sheet and its 
angle have been experimentally measured for all the 
nozzles under different operating pressures. These 
results, together with the height of the boundary 
layer created on the interface, have been used to 
establish the minimum dimensions for the domain. 
The values of these dimensions (xmax, ymax, zmax), 
nondimensionalized with a characteristic length, i.e. 
the maximum height of the atomizer’s outlet, can be 
seen in Figure 3.  

 

Figure 3: Dimensions of the flow domain 

2.2.3. Boundary conditions 
Previous simulations of the interior flow of 

these atomizers under different operating pressures 
[22] provided profiles of velocity (Ui), turbulent 
kinetic energy (k) and dissipation ratio of k (ε). 
These profiles have been imposed at the outlet of 
the nozzle as boundary conditions.  

At the atmosphere boundaries a uniform zero 
value of gauge static pressure has been prescribed. 

At the solid walls a no-slip condition has been 
imposed on fluid velocity. 

Finally, at both symmetry planes the normal 
velocity component and the normal gradients of all 
other variables have been set to zero. 

2.2.4. Discretization and resolution 
The mathematical model is solved numerically 

by first discretizing the flow domain into a grid and 
then discretizing the governing equations. 

The flow domain has been discretized using 
high quality cells, most of which are hexahedral in 
shape. The number of cells is about 106. The 
maximum height of the atomizer’s outlet contains 

10
0

max ≈
h

x
5

0

max ≈
h

z

2
0

max ≈
h

y

y

xz

702



30 grid points. At the end of the domain there are at 
least 10 nodes within the width of the sheet, which 
ensures an acceptable resolution. 

The CFD code, Fluent V.6.2, is used to solve 
the mathematical model numerically. It employs the 
Finite Volume Method to discretize the flow-
governing equations.  

The Volume of Fluid (VOF) approach [23] is 
considered the most appropriate as it is designed for 
two or more immiscible fluids where the position of 
the interface is of interest. 

Its formulation is based on the fact that two or 
more phases do not interpenetrate, so in each cell 
the sum of volume fractions of all phases must be 
unity. 

A single momentum equation is solved for the 
entire domain, and the resulting velocity field is 
shared by both phases. 
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With regard to turbulence quantities, a single 

set of transport equations is solved and, as for the 
momentum equations, the resulting variables are 
shared by the phases throughout the field. 

The tracking of the interface is carried out by 
solving a continuity equation for the volume 
fraction of water (secondary phase): 
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The volume fraction equation is not solved for 

the primary phase (surrounding air), but computed 
from the following constraint:  

 
121 =+ αα  (6) 

 
Depending on the local value of αi, the values 

of properties and variables, namely density, 
viscosity, etc., are evaluated with the following 
expression 

 
( ) 1222 1 φαφαφ −+=  (7) 

 
and assigned to each cell within the domain. 

Finite volume formulation demands the 
convective and diffusive fluxes through the control 
volume faces to be computed and balanced with 
source terms within the cell itself. The VOF model 
implemented in Fluent has four schemes for the 
calculation of face fluxes, depending on the type of 
interface reconstruction method used: Geometric 
Reconstruction, Donor-Acceptor, Euler explicit, and 
Euler implicit.  

The last one can be used for both time-
dependent and steady-state calculations, whereas 
the other approaches are valid only for time-
dependent calculations. In order to obtain the face 
fluxes, the implicit scheme applies the same 
interpolation treatment to the cells lying near the 
interface as to those that are completely filled with 
one of both phases. 

This scheme has been considered to be the most 
suitable for the present purpose, as transient flow 
behaviour is not of interest, the steady-state solution 
is not affected by the initial conditions and each 
phase has an independent inflow boundary. 

Surface tension effects along the interface have 
been included in the model. The surface tension 
model in Fluent is the continuum surface force 
(CSF) model developed by Brackbill et al. [23]. 
With this model, the surface tension effects become 
a source term in the momentum equation.  

The governing equations are linearized and 
solved using the pressure-correction algorithm 
SIMPLE for pressure-velocity coupling.  

Second-order schemes are employed to 
discretize the governing equations. An upwind 
scheme is used for convective terms, whereas a 
centred scheme is adopted for diffusive terms. 
Pressure interpolation to cell faces is performed 
using coefficients of the momentum equations to 
avoid pressure checker-boarding 

2.2.5. Convergence criteria 
In order to check the convergence of the 

iterative procedure all the scaled residuals of the 
variables are diminished under 10-5. 

3. RESULTS AND DISCUSSION 

3. 1. Results 
 The air-liquid interface has been obtained from 

the values of flow variables provided by 
simulations. It has been considered as interface that 
iso-surface having a constant value of liquid 
volumetric fraction equal to 0.5. 

 

Figure 4: Coordinates System 

To present the results of the study, cylindrical 
coordinates (r,ϕ) have been adopted, as shown in 
Figure 4. The reference frame origin is fixed at the 
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pressure centre, i.e. at a point inside the atomizer 
determined by the sheet angle at the outlet [8].  

Values of the thickness factor, calculated with 
Eq. (1), have been obtained at different radial 
distances. In Figure 5, the results for two different 
circumferential surfaces are presented. 
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Figure 5: Variation of the sheet thickness factor 
with the angular coordinate (a) Near the outlet 

(b) Further downstream of the outlet 

Once the sheet surface and its thickness are 
defined as a function of radial and angular 
coordinates, δ(r,ϕ), information about the shape and 
volumetric flow of the sheet and its rim are 
obtained. 

 

Figure 6: Sheet thickness variation with radial 
coordinate (mm) 

Values of cross-sectional area (AS), flow-rate 
(QS) and mean velocity (US) of the sheet have been 
adimensionalized with their corresponding values at 
the outlet. These magnitudes have been defined 
neglecting the rim as: 
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where ϕR is the angle at which the rim starts. 

These parameters, calculated for one of the 
analysed designs under an operating pressure of 3 
bar, are shown in Table 1. Similar magnitudes have 
been obtained for the rim of the sheet, as shown in 
Table 2.  

Table 1. Sheet nondimensional quantities 

(r-rO)/hO AS/AO QS/QT US/UO 
0 100.0% 100.0% 1.00 

0.425 60.7% 99.0% 1.57 
0.85 59.5% 98.8% 1.59 
1.275 59.0% 98.5% 1.59 

1.7 58.6% 98.1% 1.59 
2.125 58.2% 97.8% 1.59 
2.55 58.0% 97.5% 1.59 
2.975 57.7% 97.2% 1.58 

3.4 57.5% 96.9% 1.58 
3.825 57.3% 96.6% 1.58 
4.25 57.0% 96.3% 1.57 

Table 2.  Rim nondimensional quantities 

(r-rO)/hO AR/(AR+AS) QR/QT UR/UO 
0.425 1.4% 1.0% 1.7 
0.85 1.8% 1.2% 1.07 
1.275 2.2% 1.5% 1.09 

1.7 2.6% 1.9% 1.13 
2.125 3.0% 2.2% 1.15 
2.55 3.4% 2.5% 1.17 
2.975 3.7% 2.8% 1.19 

3.4 4.1% 3.1% 1.2 
3.825 4.4% 3.4% 1.21 
4.25 4.7% 3.7% 1.2 

 
These quantities have also been calculated for 

the rest of the designs, obtaining very similar 
values. 

Other interesting results are the radial and 
tangential velocities of the sheet and the vorticity 
distribution throughout the flow domain, as can be 
seen in Figures 7, 8 and 9. 

 

Figure 7: Radial Velocity (m/s) at the nozzle 
outlet and a radial plane 
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Figure 8: Tangential Velocity (m/s) at different 
circumferential surfaces 

 

Figure 9: X Vorticity (s-1) at the symmetry plane 
YZ 

3.2. Experimental validation 
To validate the results obtained by means of 

numerical simulation it would be necessary to 
measure experimentally both sheet thickness and 
velocity. However, it has been very difficult to 
carry out experimental measurements, due to the 
dimensions of both the nozzles and the sheet. 

An interferometric technique, proposed by 
Dombrowski [6], [25] has been used to measure the 
sheet thickness experimentally. Basically, this 
technique consists of illuminating the sheet with a 
light beam of a specific wavelength. Due to changes 
in the sheet thickness, intervals of constructive and 
destructive interference appear, as shown in Figure 
10. Measuring the distance between two bright 
intervals, q and t, the thickness factor of the sheet 
can be calculated using the following expression: 

 

qt rr

tq
n

K 11cos2 −

−
⋅

⋅
=

β
λ  

(11) 

  
where  λ is the wavelength of the light beam. 
 n is the refractive index. 
 β is the angle of refraction of the light in the 

sheet. 

 rq and rt are the radial coordinates 
corresponding to the qth and the tth intervals. 

With this technique, values of K have been 
measured for all the designs under different 
operating pressures. 

 

Figure 10: Image taken with the interferometric 
technique 

As the pressure is increased, all the nozzles 
exhibit the same behaviour, as noticed previously 
by Fraser et al. [20]: at low pressures the sheet is 
completely flat and fringes are perfectly visible. At 
higher pressures disturbances appear, making the 
identification of fringes difficult. Finally, when a 
certain pressure is reached, the sheet becomes 
turbulent and, due to random disturbances, no 
fringes can be observed. This critical pressure 
varies depending on the design. 

These experimental values have been compared 
with data from simulations. In only one of the six 
analysed designs has it been possible to see fringes 
clearly. For this atomizer, the values of the 
thickness factor obtained from interferometry differ 
by 15% from those obtained using simulation. 

Velocity distributions obtained with 
simulations are in agreement with those observed 
by Stetler et al. [26], who measured the velocity in 
liquid sheets from fan-spray atomizers similar to 
those analysed in this work with an LDA system.  

4. CONCLUSIONS 
The main conclusions of the present work 

concern changes of sheet thickness with the radial 
coordinate, the velocity of the fluid within the sheet 
and the flow vorticity. 

Regarding sheet thickness, the analysis 
undertaken shows that, from a certain distance 
downstream of the outlet, sheet thickness follows 
Eq. 1. Moreover, the thickness factor cannot be 
considered constant; rather, it is dependent on the 
angular coordinate (Figure 5). The shape of the 
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outlet in its immediate vicinity has a strong 
influence in the sheet thickness. 

In agreement with several previous works, the 
simulations show that, from a certain distance 
downstream of the nozzle, the velocity of the sheet 
is constant and mainly radial with a slight tangential 
component. However, in the region near the outlet, 
the liquid in the sheet has an appreciable tangential 
component. The radial velocity of the fluid in this 
region also suffers an increase from the value at the 
outlet, reaching a maximum and then decreasing to 
a value that remains constant as the liquid goes 
downstream of the sheet. A further conclusion 
related to those presented above is the difference 
observed between the mean velocity at the atomizer 
outlet and that reached in the sheet. Simulations 
have shown the latter to be 55% higher than the 
former. This fact, observed previously by Stetler et 
al. [26], would invalidate the assumption made in 
several works, which considers both velocities 
equal [6], [21]. 

In fact, the velocity of the liquid in the rim is 
more similar to the velocity at the outlet. 

Regarding the vorticity, the highest values are 
located near the surface of the sheet, those in the 
rest of the flow domain being negligible. Even the 
vorticity conveyed from inside the atomizer is 
diffused downstream of the outlet. This result 
confirms the fact used in several works [10], [27], 
that the sheet surfaces are vortex sheets at the 
inviscid limit.  

Finally, mention can be made of the fact that 
several conclusions reached in this study can affect 
the way in which break-up models are used. For 
example, some of these models [6], use the sheet 
velocity and the thickness factor as inputs to predict 
the mean drop size and break-up length. 
Estimations of these inputs can be the velocity at 
the outlet, obtained from the discharge coefficient 
and the operating pressure, and a mean value of the 
thickness factor calculated with the following 
expression [28]: 

 

θ2⋅
=

O

T

U
QK  (12) 

 
where QT is the flow rate, UO is the mean velocity 
and θ is the sheet angle, at the atomizer outlet. 

The velocity and the thickness factor obtained 
with latter estimations are significantly different to 
those obtained from simulations, as are the results 
obtained when they are used as inputs in break-up 
models.   
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ABSTRACT 
Numerical simulation plays an established role 

in diesel engine development. New injection 
systems and increased expectations regarding 
prediction of emissions however have induced the 
introduction of new approaches in mixture 
formation simulation. The implementation of 
separate models for simulation of primary fuel 
breakup leads to more detailed and more accurate 
simulation results. The aim of this paper is to 
introduce some special aspects of using a 
commercially available combination of spray 
submodels. The results are compared to 
measurement data concerning spray penetration, 
micro and macro spray cone angel, and Sauter 
Mean Diameter, and are comprehensively assessed 
in terms of droplet size class distribution. 

Keywords: diesel injection, CFD, primary breakup 

NOMENCLATURE 
Ci [-] breakup model constants 
Cµ [-] turbulence model constant 
D [m] droplet diameter 
SMD [m] Sauter Mean Diameter 
We [-] Weber number 
a [m] stable droplet radius 
k [m2/s2] turbulent kinetic energy 
n [-] number of droplets 
r [m] actual droplet radius 
t [s] time 
u [m/s] relative velocity 
ε [m2/s3] turbulent dissipation rate 
τ [s] characteristic breakup time 
Λ [m] wavelength of fastest growing 
  surface wave 
Ω [1/s] growth rate of fastest growing 
  surface wave 
ρg [kg/m3] density at ambient pressure 
σ [N/m] surface tension 

1. INTRODUCTION 
Diesel engines experienced a great 

development in the past decade in performance as 
well as concerning the decreasing level of 
emissions. However, this development is continued 
to be driven by new emission legislation and market 
forces aiming at more economical powertrains. 
These requirements lead to more sophisticated 
mixture preparation philosophies and more 
advanced fuel atomization devices. 

Computational Fluid Dynamics (CFD) has been 
commonly used for over two decades in the 
automobile industry, and also specifically in 
internal combustion engine development. For 
accurate, time resolved, 3 dimensional simulation of 
a whole engine cycle mixture preparation has to be 
modelled by means of a number of submodels and 
implementation of time step subcycles. 

Numerical simulation of spray breakup has 
experienced a great development in the last decade, 
and the methods suitable to capture the breakup 
regimes typical in diesel engines have also 
improved in accuracy. However, new mixture 
preparation and combustion strategies such as 
HCCI (Homogenous Charge Compression Ignition) 
or application of multiple injection have shown the 
limits of capabilities of the generally available 
models.  

Based on these new needs, new approaches as 
well as new submodels have been recently 
developed and implemented into the specialized 
commercial code FIRE. The aim of this paper is to 
introduce a representative configuration of an up to 
date diesel spray calculation, based on using a 
primary breakup model in Lagrangian approach. 

2. BREAKUP OF FLUIDS 
Fluid columns break up into ligaments or 

droplets, and these latter break up into further 
droplets according to different, simultaneously 
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acting mechanisms, depending on a number of 
physical characteristics. 

The most important quantity summarizing the 
influential factors concerning the intensity and type 
of breakup is the Weber number, calculated with 
droplet (or nozzle orifice) diameter, but with 
ambient gas density according to Eq. (1). 

 

σ
ρ Du

We g
2

=  (1) 

 
In general it can be stated that the higher the 

Weber number, the more intensive the breakup is, 
thus ranging from Rayleigh type of breakup through 
first and second wind-induced breakup to 
atomization. In case of our investigations the 
general Weber number far exceeds the highest limit 
of regime switch, therefore the breakup process is 
characterised by properties of the regime 
“atomization”. 

The subsequent breakup of ligaments and 
droplets can also be classified according to Weber 
number. It ranges from bag breakup through bag 
and stamen type of breakup to boundary layer 
stripping and catastrophic breakup, with increasing 
Weber number. For diesel conditions boundary 
layer stripping, capillary wave detachment (Kelvin-
Helmholtz instability) and catastrophic breakup by 
Rayleigh-Taylor waves are typical. 

3. BACKGROUND OF CALCULATION 

3.1. Applied CFD software 
The software applied for the calculations is the 

8.4 version of FIRE, a commercial CFD code 
specialised on internal engine related simulations. 
The code features a number of submodels for 
modelling the phenomena related to spray 
formation, as described in section 3.3. 

3.2. General framework of the 
Lagrangian spray modelling approach 

3.2.1. Discrete Droplet Model 
In the generally used approach the droplets are 

tracked in a Lagrangian way in a gas flow field, 
which latter is treated by conservation equations for 
mass, momentum and energy as well as turbulence 
in an Eulerian frame of reference. 

The typical number of droplets arising during a 
high pressure diesel injection is in the order of 
magnitude of 106-108. Therefore the registration and 
tracking of each and every individual droplet is not 
practical and not even necessary. 

Therefore, in the Discrete Droplet Model 
(DDM) a high number of droplet types is 
represented by so called parcels, and in each parcel 
the number of droplets contained is determined. 
Within one parcel, the droplets have uniform 

properties (diameter, velocity, temperature etc.), so 
in this sense a parcel behaves like one drop with the 
additional information on the number of identical 
droplets represented. 

Hence, the calculation is not necessary to be 
performed for every single droplet, however, the 
diversity of droplets is still well represented.  

3.2.2. Subcycling and rate approach 
The calculation of the parcel movement is done 

with a subcycling procedure between the gas phase 
time steps taking into account the forces exerted on 
parcels by the gas phase as well as the related heat 
and mass transfer. In an analogous way the gas 
phase receives the forces resulted from spray 
movement as source terms in the next gas time step. 

A commonly used approach for mathematically 
expressing breakup is the rate approach. It grabs the 
phenomenon through the velocity of loss of droplet 
radius, as expressed in Eq. (2). 

 

τ
ar

dt
dr −

−=  (2) 

 
The submodels for breakup used in most of 

CFD codes all aim at determining the value of 
stable radius a and characteristic breakup time τ 
determining the breakup rate.  

3.3. Submodels in a spray calculation 
For each important phenomenon (e.g. breakup 

or evaporation) related to the properties of a spray 
we are seeking, there are a number of alternative 
submodels we can choose from. 

Since research of spray simulation started to 
become intense in the early 80s, it became clear that 
the crucial point in accurate estimation of important 
spray characteristics is the extent of appropriateness 
in modelling of breakup. Although the efforts spent 
on understanding and modelling of other important 
mechanism such as evaporation or droplet collision 
have been also considerable, the most interest was 
captured by breakup models. 

The early attempts (for detailed descriptions see 
[1]) were focusing on finding one particular analogy 
by which the breakup – characteristic for one 
specific breakup regime – can as accurate as 
possible be accounted for. Despite different 
underlying mechanisms the results gained from 
these models were in many cases similar, and after 
careful calibration they were applicable to a certain 
range of operating conditions. 

However, with the continuous and intense 
increase of injection pressures characteristic to new 
diesel engines, it became clear that this approach to 
uniformly handle the whole breakup process 
delivers in certain cases unsatisfactory results. 

To overcome these difficulties there have been 
efforts [2, 3] to combine different analogies in one 
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single breakup model. These models usually used 
physical properties of the spray, such as Weber 
number to determine which of the equations of the 
model should be applied for a certain parcel. 

Through these attempts the earlier stages of 
breakup could be better captured, and the 
applicability of the simulation could be successfully 
extended to higher injection pressure cases. 

In commercial application of CFD software the 
use of one of these single breakup models for 
modelling the entire breakup process is still usual, 
thanks to its easy use and satisfactory results in a 
considerable part of applications. However, for 
more sophisticated calculation these methods can 
no longer considered to be satisfactory. 

Therefore, in up to date calculation methods 
these models are used only for predicting the 
breakup once the initial liquid column had been 
disintegrated into ligaments or droplets, and they 
are – in this relation – called secondary breakup 
models. The breakup phenomena occurring before 
that are handled by separate models, called primary 
breakup models [4, 5]. 

The models used in present study are discussed 
in the following paragraphs. 

3.3.1. Secondary Breakup Model: Wave 
The Wave breakup model implemented in FIRE 

is based on the work of Reitz [6], and can be 
considered to be the most commonly used 
(secondary) breakup model. 

The basic idea of this model is that breakup of 
liquid drops occur due to initial surface 
perturbations, amplified by the flow passing by the 
droplet. According to the rate approach, the stable 
diameter of the droplet and the characteristic 
timescale of breakup under the prevailing 
circumstances are sought. 

 

Figure 1. The stable diameter of a droplet 
resulted from breakup according to Reitz [6] 

As shown in Figure 1, the stable diameter of a 
droplet, resulting from a breakup is proportional to 
the wave length of the fastest growing surface wave 
(a=C1Λ) while the breakup time is calculated with a 
number of factors as follows: 

 

ΛΩ
=

rC 726.3
2τ  (3)

When exposed to certain conditions, the 
droplets of a parcel start “loosing” diameter as 
prescribed by the Eq. (2) In basic case, the mass 
shed from these droplets throughout subsequent 
breakup subcycles is accumulated, and when the 
breakup effectively happens, all drops in the parcel 
receive the diameter calculated based on this shed 
mass loss (the shed mass is also split up to drops 
with identical diameter). Hence, the mass in a 
parcel is always conserved (not considering 
evaporation, or child droplet production as 
described later), only the number of droplets 
contained is changing according to droplet 
diameter. 

As this model was formerly used for simulating 
the entire breakup process of a spray, there have 
been observations that the model – due to this 
working principle – does not deliver enough small 
droplets near the nozzle. Therefore, a child 
production mechanism was inserted into Wave, 
which is available also in the currently used version. 

When the child production mechanism is 
switched on, a certain amount of the mass shed is 
used to create a new parcel. These – so called child 
– droplets immediately have the diameter of a stable 
droplet, which is in most cases much lower than the 
value reached by the parent droplets during the 
available time, on their way towards the stable 
diameter. Hence, an adjustable proportion of small 
droplets is available in the vicinity of the injection 
nozzle. 

3.3.2. Primary Breakup Model: Diesel 
Breakup 

The Diesel Breakup model implemented in 
FIRE is also based on the rate approach, and 
represents a combination of the aerodynamic 
mechanisms already know from Wave and another 
approach based on [7] taking into account effects of 
turbulence contained in the droplets “historically”, 
i.e. based on the preceding nozzle flow conditions. 

In order to account for these breakup forces 
arising from turbulence, a time resolved information 
concerning nozzle flow conditions is necessary. In 
our case it is available from a nozzle file, which is a 
result of previous calculations aiming to deliver 
time and space resolved information about the fluid 
exiting the nozzle hole. [8] In beginning of each 
time step, the spray model reads the necessary data 
from the nozzle file, and applies the appropriate 
values for each droplet. 

In each spray subcycle time step breakup 
velocity is calculated for both breakup mechanisms, 
and the faster breakup will be applied for the 
considered droplet. The stable diameter and the 
characteristic time scale for breakup are in both 
cases adjustable through parameters, hence the 
dominance of one or the other model can artificially 
be influenced.  

710



The equations for aerodynamic breakup are 
identical with those of Wave model. The stable 
diameter and the characteristic time scale for 
turbulent breakup contain the properties of nozzle 
flow turbulence, as described in Eqs. (4) and (5): 

 

εµ

5.1
75.0

3
kCCa =  (4)

 

ε
τ µ

kCC4=  (5)

 
Once a droplet reaches the conditions described 

in the code, e.g. critical transition Weber number, it 
is handed over to the secondary breakup model. 

3.3.3. Evaporation Model: Dukowicz 
Evaporation models account for the mass and 

heat transfer from the droplets to surrounding gas. 
Since the calculation with Lagrangian method uses 
only one phase (the gas phase), the vapour resulted 
in this process is contained and transported in the 
gas as separate species. 

The evaporation model is responsible for 
determination of the mass transfer and the change in 
droplet temperature through energy transfer. In 
equilibrium the heat flow between droplet and gas 
is only to supply the energy necessary for 
evaporation, otherwise a change in droplet 
temperature also occurs. 

The model elaborated by Dukowicz [9] is one 
of the common evaporation model in diesel 
simulations. It utilizes the analogy between heat and 
mass transfer, and determines the proportion of 
these two rates. 

3.3.4. Other spray models: collision, 
turbulent dispersion, droplet drag 

Besides the three most influential models 
discussed in the past sections, there are also other 
models which have an impact on spray formation. 
However, in the current investigation they play a 
minor role. 

After a number of test runs in the framework of 
earlier investigations the collision model based on 
Schmidt’s model was found to represent a 
reasonable compromise between accuracy and 
calculation time. 

The interaction of drops with the individual 
turbulent eddies can not be resolved by the flow 
field, therefore a turbulent dispersion model is used. 
The instantaneous gas velocity within a turbulent 
eddy is estimated from the mean gas field velocity 
and turbulence kinetic energy. 

For estimation of drag coefficient drops are 
pretended to have spherical form, however a 
correction due to oscillation of droplets is taken into 
consideration. 

4. CALCULATION SETUP 
A diesel direct injection into a non deforming 

calculation domain with cold ambient gas was 
examined. Only one hole of the multi-hole injection 
nozzle was simulated. 

4.1. Characteristics of Calculation 
The most important characteristics of the 

calculation can be summarized in Table 1. 

Table 1. Characteristics of calculation 

Injection time 2 ms 
Total simulated time 8 ms 
Length of time step 1e-5 s 
Maximum number of 
    iterations per time step 100 

Injection pressure 87.5 MPa 
Total volume injected 1.01316e-8 m3 

Gas pressure 2.1e+6 Pa 
Gas temperature 293 K 

4.2 Computational Domain 
A fully structured domain was used with only 

hexagonal cells. The total number of cells is 45144. 

5. RESULTS BACKGROUND 

5.1. Qualification of Results 
The most common basis of judgment 

concerning the quality of a spray simulation is the 
temporal development of spray tip penetration. 
When measurements are available, this property is 
investigated in almost all cases. 

Another important field of investigation 
concerns the size of droplets. This is an important 
quantity regarding the evaporation capability of the 
spray, which is determinative for the subsequent 
combustion processes. Because of this aspect, the 
most commonly used mean quantity for sprays 
regarding diameter is Sauter Mean Diameter, 
defined in Eq. (6). 

 

∑
∑

∆

∆
=

nD
nD

SMD 2

3

 (6) 

 
Depending on the measurement available, the 

SMD is either determined as global SMD (whole 
spray), or SMD for a certain part of the spray (spray 
axis, a fixed cut or a point in the spray). The 
measurement of SMD requires increased investment 
into the measurement procedure, therefore it is not 
available in many cases. Hence, some of the 
currently used models were also calibrated without 
information regarding this important quantity.  
[10, 2] 

A further aspect of examination is the shape of 
the spray, which – besides the optical, quantitative 
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comparison – can qualitatively also be captured. For 
this purpose the micro and the macro spray angle is 
to be measured and compared. According to a 
commonly used definition, micro spray angle refers 
to the cone angle of the first 1 mm of the spray, 
while macro spray angle means the cone angle for a 
larger portion of the spray. 

5.2. Measurement Data 
The conditions of the simulation have been 

chosen according to a set of measurements, which 
have been provided in a research cooperation of 
Toyota Central Research and Development 
Laboratory (TCRDL) and Dosisha University. [11] 

Spray tip penetration was determined for the 
whole injection process, and 0.3 ms thereafter. 

SMD was measured in a 1 mm radius vicinity 
of a fixed location, time averaged between 3 to 8 ms 
after start of injection. The measurement location is 
positioned ahead of the maximum spray tip 
penetration at the end of injection. The time 
window is chosen in a way that the tip of spray is 
already passed through the measurement point 
when measurement starts. Hence, a more realistic 
measurement data, relevant for the whole spray is 
believed to be received. 

Micro spray angle is measured with the first  
1 mm of the spray cone, while macro spray angle is 
defined as the cone angle of the first 70 % of the 
whole spray. 

5.3 Simulation Output Data 
The code FIRE delivers time and spatial 

resolved data about the spray and about the whole 
domain. The frequency and the content of these 
outputs are determined by the user. 

Global SMD and penetration data is available 
from the standard outputs of FIRE. For 
determination of SMD in the measurement volume 
used in the measurements, a user function was 
implemented, too. However, as it turned out from 
the results, there was another way – based on 
another approach – to gain more appropriate 
comparison data. This involves measurement of all 
droplets passing through an entire cut at the same 
distance to the nozzle, as the measurement volume. 
The reason for using this simulation data instead of 
the smaller measurement volume for the purposes 
of comparison is to avoid misrepresentation of 
droplet diameters characteristic for the entire spray, 
because of an effect described in section 6.4. 

6. RESULTS 
In this paper, a sample set of results is 

presented. All chosen results show a very good 
agreement with measurement concerning 
penetration. 

However, depending on some slight changes in 
settings, they exhibit significantly different SMD 
values (of ±30%) and SMD distributions. 

6.1. Settings of Presented Cases 

6.1.1. General Settings 
In current investigation, in order to maintain 

comparability, and to see the effect of single 
changes, most of the breakup parameters are kept to 
be constants for all cases. 

The parameter influencing characteristic 
breakup time (c2) for secondary breakup is set to 
40, while the parameter of stable diameter is 
remained at the value recommended by most of 
literature sources (c1=0.61). The parameters 
determining child droplet production are set to 
realize a perceptible, but rather low proportion of 
child droplets, except the cases where they were set 
to 0 in order to cease child production in secondary 
breakup. 

In case of primary breakup, there are two 
mechanisms available and competing with each 
other to determine breakup. The parameters of these 
mechanisms were set so that breakup under control 
of turbulent breakup is explicitly favoured. 
Parameters concerning stable diameter remained the 
same in both cases (c1=0.61 and c3=5), just as the 
characteristic breakup time parameter of 
aerodynamic breakup remains constant (c2=80), 
while that of turbulent breakup is varied according 
to the goal of the investigation.  

Hence, it is set either to c4=1 to guarantee fast 
diameter decrease of drops, or c4=7 to sustain larger 
– parent – diameters for longer droplet lifetime. 

The rest of primary breakup parameters are set 
to have recommended values, except the parameter 
influencing spray angle, which has been 20 % 
increased to better match experimental data. 

6.1.2. Case Specific Settings 
The two basic variations are represented by the 

two different values for characteristic breakup time 
of primary turbulent breakup mechanism. The other 
dimension of changes is represented by the use or 
release of child droplet mechanism for one or both 
of the breakup regimes (primary and secondary). 

These settings are summarized in Table 2. 

Table 2. Calculation variations 

Child 
production 

Fast breakup 
(c4=1) 

Slow breakup
(c4=7) 

Both Case_1A Case_1B 
Only primary Case_2A Case_2B 
None Case_3A Case_3B 
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6.2. Penetration Curves 
As shown in Figure 2 the penetration curves of 

all variations give a good agreement with 
measurement data. 

Figure 2. Penetration curves of all cases 

6.3. Spray Angle Values 
After prior adjustment of the main parameter 

influencing spray angle (c11 of Diesel Breakup), all 
micro and macro spray cone angle results were in 
less than 10 % proximity of measured values, and 
showed little change from calculation to calculation. 
Hence, these parameters did not prove to be critical 
concerning the prediction capability of calculations. 

6.4. SMD Values 
As discussed earlier, the measurement was 

carried out in 1 mm vicinity of a fixed point ahead 
the spray tip penetration by the time of end of 
injection. In case of simulation, besides the user 
function created to provide the same type of data, 
two other methods were also used to determine size 
characteristics of spray. In Table 3 the results for all 
these three methods are presented.  

As clearly visible from the displayed values, the 
three different methods did not always deliver 
similar values. This of course also might be due to 
real physical differences (since we measure 
different extent of the spray), but it is interesting to 
focus our attention on the evolution of these 
differences in case of different settings. 

It is obvious that the cases in the first column of 
results show much smaller difference between the 
SMD values according to different computational 
determination methods, while those in the second 
column show considerable differences except the 
last case. 

Table 3. SMD values for all cases according to 
different methods 

[in µm] Case_1A Case_1B 
measurement 23.2 
user function 16.5 19.1 
cut average 17.0 22.9 
global value 17.3 25.1 
 Case_2A Case_2B 
measurement 23.2 
user function 16.5 24.6 
cut average 17.4 27.8 
global value 17.9 29.5 
 Case_3A Case_3B 
measurement 23.2 
user function 16.7 30.9 
cut average 16.4 31.4 
global value 16.4 31.2 

 
The reason for this phenomenon is to be sought 

in the differences of breakup time. All the cases in 
the first column undergo fast breakup (low 
characteristic breakup time parameter). It means 
that the droplets, behave potentially as parent drops 
lose their diameter rapidly, and hence lose on 
velocity also faster. As a result of this, they are not 
able to produce so many – and so small – child 
droplet (the higher the velocity difference, the 
smaller child droplets are being produced). 

In the cases in the second column, the 
characteristic breakup time parameter is set to be 
higher, therefore the droplets retain their diameter – 
and thus velocity – longer. Because of that, they are 
able to produce a large number of – very small – 
child droplets.  

An exception from this is represented by 
Case_3B, where child production is switched off. 
As we can see in Table 3, the SMD results are in 
this case just as close to each other, as in cases with 
lower characteristic breakup time parameter (and 
therefore smaller child droplet production). 

This phenomenon is supposed to be due to the 
effect that smaller droplets possess a significantly 
lower momentum to “resist” the flow of 
surrounding gas. Hence, they rapidly lose their 
outward directed radial velocity component, and 
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tend to travel with inward directed entrained gas 
towards the axis of the spray. 

It means that the cases with relatively large 
proportion of child droplets articulate an effect that 
exist independently concerning very small droplets, 
and hence, mislead the computational determination 
focusing only on the 1 mm surrounding of a point 
located on the axis of spray. Better interpreted, the 
user function correctly measures the droplets 
passing through its measurement volume, but these 
droplet do not represent the entirety of the spray. 

The question might arise that a similar effect 
can cause similar phenomenon in reality. However, 
the problem in case of calculation is the unevenness 
of size distribution, i.e. the presence of 
disproportionately large amount of very small 
droplets (which are extremely sensitive to this 
phenomenon). 

In this term, the symptom experienced in case 
of these size determination discrepancies highlight a 
conceptual weakness of the idea of child 
production. It is that a reasonable SMD value is 
targeted with a number of larger than average 
parent droplets (accounting for most of the injected 
mass), and a high number of very small child 
droplets. 

To confirm this theory it is reasonable to 
investigate the size distributions of each case. 

6.5. SMD Distributions 
In order to obtain information about the portion 

of different size classes of the entire spray, a user 
function was implemented to collect information 
about all the droplets passing through planes 
perpendicular to spray axis, at different – user 
defined – distances from nozzle position. 

From aspect of the phenomenon discussed in 
previous section, it is reasonable to choose the same 
cut as for the collection of SMD values, and the 
time frame 3 to 8 ms after injection start. 

The droplets passing through this cut are 
averaged with number, surface and mass, and are 
displayed in 1 micron size classes. The curves 
represent a cover curve of all bar charts of a 
quantity (curves are used instead of bar charts for 
better visibility).  

As it can be seen in the diagrams of Figure 3, 
the size distributions of these cases are significantly 
different. In the first four cases, where child 
production is allowed at least in one of the breakup 
regimes, there is a higher number of smaller 
droplets. However, in cases of fast breakup (1A and 
2A) the injected mass is evenly distributed among 
the size classes, and the surface weighted size 
distribution (which relates to SMD) peaks at one 
single size class, with a more or less even 
triangulate shape around it.  

Contrary to this, in cases where a slower 
breakup is allowed (1B and 2B), the number of very 
small droplets resulted in child breakup process is 

extremely high, but the mass remains 
predominantly in the parent droplets. As a result of 
this phenomenon, the surface weighted distribution 
shows in both cases an unfavourable bimodality. It 
means that the average SMD is produced in these 
cases from a bimodal spectrum of a large number of 
much smaller, and a large mass of larger droplets. 

 

Figure 3. Size distribution of all cases 

In Cases 3A and 3B no child production was 
allowed, hence the three distributions are almost the 
same. In case of fast breakup the mass is still evenly 
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distributed among size classes, while in case of 
slow breakup it has a clear peak at around 30 
micron. 

Based on these finding we can state that 
investigating only one single SMD value created 
with any of the methods might be misleading if the 
composition of the droplet size spectrum has an 
importance (for example in cases of detailed 
emission simulations). However, for usual diesel 
combustion calculations the evaporation velocity of 
the entire spray is well represented by one single 
SMD, calculated in a way that avoids the improper 
sampling resulted as a side effect of size spectrum 
bimodality.  

5. SUMMARY 
A high pressure diesel injection process was 

simulated with the specialized commercial code 
FIRE, with 6 different parameter settings. All 
calculation showed good agreement with 
measurement data concerning spray penetration, 
micro and macro spray cone angle data. However, 
regarding SMD, there were significant differences 
between the cases, and also between the results 
gained with different sampling methods. 

Based on the analysis of SMD size class 
distributions, it was shown that the models with 
child production can result in bimodal droplet size 
spectrum. The extent of this effect however, is 
strongly dependent on the promptness of breakup, 
determined through other model parameters. 

There is an ongoing research of the authors 
aiming a more realistic modelling of child droplet 
size distribution. 
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ABSTRACT 
 

Volume-fraction weighted and Reynolds 
averaged momentum transport equations are solved 
in an Euler/Euler approach to numerically simulate 
the turbulent, dispersed two-phase flow in a two-
dimensional channel. Particular attention is given to 
the modeling of turbulent diffusion, assuming local 
equilibrium but introducing individual terms for 
particle/fluid drag interaction, particle collisions 
and trajectory crossings. 

These influences have been quantified in terms 
of partial viscosities, a restitution power and a 
turbulence structure parameter. Boussinesq 
approximations have been used for each phase and 
their interaction. The results show improvements 
over conventional Euler/Euler modeling schemes 
and advantages and disadvantages over 
Euler/Lagrange schemes are discussed. 

Keywords: particle diffusion, particle/particle 
collision, particle/turbulence interaction, 
particle/wall collision, two-phase flows 

 

NOMENCLATURE 
 

Ca [-] turbulence structure parameter 
C1 [-] e-production coefficient 
C2 [-] e-dissipation coefficient 
C3 [-] e-drag coefficient 
E [-] log-wall law coefficient 
Z [-] mass loading 
g [ms-2] gravity constant 
k [m2s-2] turbulent kinetic energy 
p [Pa] static pressure 
q [m2s-2] phase velocity covariance 
u [ms-1] velocity 
ut [ms-1] turbulent velocity 
u+ [-] characteristic velocity 
x [m] distance 

y+ [-] characteristic wall distance 
Pw [Pams-2] wall turbulence production 
a [-] volumetric fraction 
ea [m2s-3] effective power loss 
eb [m2s-3] ea viscous component 
ed [m2s-3] ea crossing trajectory component 
ec [m2s-3] ea collision component 
ep [m2s-3] ea drag component 
et [m2s-3] tubulence dissipation 
k [-] Prandtl constant 
m [kgm-1s-1] dynamic viscosity 
na [m2s-1] effective diffusion coefficient 
nt [m2s-1] turbulent diffusion coefficient 
pa [m2s-3] effective restitution power 
pb [m2s-3] pa viscous component 
pd [m2s-3] pa crossing trajectory component 
pc [m2s-3] pa collision component 
pp [m2s-3] pa drag component 
r [kgm-3] density 
sk [-] Schmidt constant for k 
se [-] Schmidt constant for e 
ta [s] effective diffusion time scale 
tp [s] drag relaxation time scale 
tw [Pa] wall shear stress 
 
Subscripts and Superscripts 
C continuous phase 
D dispersed phase 
c collision component 
d crossing trajectory component 
p drag component 
b viscous component 
− temporal mean 
<> volume fraction weighted averaged mean 
{} deviation of  <>-averaged values 
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1. INTRODUCTION 
 
The momentum transport equation includes a 

turbulent diffusion term, which characterizes 
motion not resolved by the convective term. This 
turbulent diffusion depends on the turbulent kinetic 
energy and the characteristic turbulent time scale. 
Based on "Csanady’s Approximation" (Csanady, 
1963), the time scale of the dispersed phase is 
coupled with the turbulent time scale of the 
continuous phase. This time scale quantifies the 
diffusion intensity and is influenced by the drag 
interaction of the particles with the viscous gas 
phase and inter-particle collisions.  

 
 

2. MATERIALS AND METHODS 
 
Modeling the diffusion character of particle 

flows transported in a viscous carrier phase the 
diffusion is not dominated by the eddy dissipation 
as it is in turbulent shear flows in a continuous gas 
phase. This dispersed phase diffusion is 
characterized by unsteady drag influences and 
crossing trajectory characteristics defined by the 
correlation of the velocities of the continuous phase 
and the dispersed phase itself. 

 

2.1.  Transport Equations 
The Reynolds averaged, volume-fraction 

weighted momentum transport equations for the 
continuous and the dispersed phase read:  
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where k stands for C (continuous phase) and D 

(dispersed phase). A negation notation is used here, 
i.e. CDDC == ,  The drag force relaxation time 
scale τp

k depends on the particle Reynolds number, 
based on the velocity difference between the 
continuous and the dispersed phase (Schiller et al., 
1933), see e.g. Crowe et al. (1998). The equation 
terms are described with the help of an  averaging 
operator <.>k (see, e.g. Politis, 1989). 
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The fluctuation of the filter variable is written:  
 

{ }k kϕ ϕ ϕ= − < >   
 
Collision and crossing trajectory terms were 

approximated by Grad (1949) and Csanady (1963).  
The sum of pressure gradient of the continuous 
phase and gravity forces the particle motion as the 
lift force in case of  a hydrostatic motion. τij

k 
defines the viscous stresses inside the phase k. 
Because of the character of the dispersed phase τij

D  
is zero. 
The underlying turbulence model for both phases is 
based on the Boussinesq analogy, employing eddy 
viscosity as the model quantity, whose formulation 
was provided in the framework of the standard k-ε 
modeling concept. kC defines the turbulent kinetic 
energy of the continuous phase. The corresponding 
variable of the dispersed phase kD describes the 
particle velocity variance at a point. 
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The transport equations for the turbulent kinetic 

energy kk and its dissipation rate εt
k differ from 

those for a single-phase flow by several additional 
production terms and the modified dissipation. This 
total turbulent kinetic energy loss εαk in the present 
model arises from relative drag and particle 
collision processes.  
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(3) 

 
Because of the different phase velocities inside 

the drag relation term a general formulation is 
needed for the complimentary index of k. For this 
notation a little circle used (C°=D, D°=C). The 
velocity covariance qk=<{uιk}k{uιk°}k°>k of He and 
Simonin (1993) represents the trace of the velocity 
vector correlation tensor of both phases:  
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(4) 

which completes the present three-equation 
model for each of both phases. Velocity 
correlations, representing the turbulent momentum 
diffusion are modeled by the following Boussinesq 
approximations:  
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(5) 

 
The diffusivity coefficients of momentum and 

turbulent transport equations are given by the 
characteristic diffusion time scale ταk. 

 
2 1,
3 3

k k k k k k
t k qα α αν τ ν τ= − = −  (6) 

 
To close the present formulation of particle and 

carrier gas phase motion this time scale has to be 
modeled. 

 

2.2.  Diffusion Modelling 
Based on this model of momentum diffusion, 

which depends on the velocity gradients of the 
diffusing phase, the characteristic diffusion time 
scales have to be defined by the velocity correlation 
and its associated loss rate εαk. Local equilibrium 
describes the equivalence of production and loss of 
turbulent kinetic energy. Assuming ∂/∂x1≈0 yields 
an expression (i=1, j=2) for the non-diagonal 
element of the Reynolds stress tensor. 
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With the definition of the turbulence structure 

parameter Cα
k of the phase k  

 
the turbulent viscosity is calculated using the 

turbulent kinetic energy kk, its loss rate and the 
turbulence structure parameter. Based on the 
diffusivity definition (Eqn. 8) the turbulent time 
scale is also defined by these values:  
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(9) 

 
With the definition of the restitution power παk, 

the turbulent viscosity is determined by the 
turbulent kinetic energy and the restitution power. 
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The power παk describes the restitution of 

turbulent shear forces based on the dissipation and 
structure of turbulence and reduces the turbulent 
diffusion. 

 

2.3.  Restitution Power 
This restitution power consists of the partial 

powers defined by four different effects (see table 
1), which are described in the following subsections 
with the indices β, p, c and d. The total turbulence 
loss rate εαk is given by the sum of individual loss 
rates (εγk, see table 1): 
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d p cα βε ε ε ε ε= + + +  (11) 
 
The different diffusion rates and turbulence 

loss rates are induced by the viscous turbulent shear 
stress (πβk,εβk: Jones et al., 1972), crossing 
trajectory effects (πd

k,εd
k: Csanady, 1963), drag 

forces (πp
k,εp

k: Schiller et al., 1933) and collision 
terms (πc

k,εc
k: Jenkins et al., 1985). Adding together 

these influences, the new restitution power term of 
the turbulent diffusion is modeled.  
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Simulating the general restitution power παk 

and energy loss εαk the resulting turbulence 
structure parameter Cα

k is computed in the 
following way:  
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The turbulent time scale ταk depends on the sum 

of all diffusion rates: 
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 This way of calculation yields a deterministic 

method to compute the turbulent time scale, which 
is needed for the calculation of the general turbulent 
viscosity of both phases (Eqn. 7).  
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Table 1: Diffusion rates and turbulence loss 
components 
 

 

2.4.  Boundary Conditions 
The wall shear stress of the particle phase is 

defined analog to the carrier phase with the 
modified turbulence structure parameter Cα

k: 

 
The stress coefficient   is calculated by the void 

velocity scale u+
k based on the “Logarithmic-Wall 

Law” (κ=0.41 ; E=8.431) and the turbulent time 
scale ut

k . 
 

 
Resulting from this modeling the wall shear 

stress of the momentum equation 
 

 
and the turbulence production at  the wall 

 
are determined in this modified way 

corresponding to the standard wall law. 
 
Analog to the turbulence generation of the 

continuous phase the particle velocity variance is 
increasing near the wall. The turbulence structure 
parameter of the continuous phase Ca

C=Ö(εαC/παC) 
mainly depends on the viscous character of  the 
continuous phase itself. The turbulence structure 
parameter of the dispersed phase Ca

D=Ö(εαD/παD) is 
predicted by collision and crossing trajectories 
effects. 

 
 

3. RESULTS 
 
 This model was validated using 

experimental data of 70μm copper particles in a 
fully-developed channel flow [Exp.: Kulick et al., 
1994]. The results using the present model 
(Eul./Eul. [2]) were also compared with the results 
obtained by an Euler/Lagrange scheme [Huber et 
al. 1994, Sim.: Kohnen 1997 (Eul./Lag.)] and a 
well-known Euler/Eulerian diffusion approach [He 
et. al. 1993, Sim.: Groll et al. 2002 (Eul./Eul. [1])]. 
Gravity acts in the positive x-axis direction. The 
channel flow Reynolds number, based on channel 
height (2h=40mm) and single phase channel 
centerline velocity (U0

C=10.5m/s) is Re2h=27600. 
The flow is regarded as fully developed after 125 
channel heights and at this position it is assumed 
that the particle velocity and particle turbulence has 
reached an asymptotic state. The copper particles 
have a density of ρD=8800kg/m3 and a diameter of 
Dp=70μm. The inlet mass loading of particles is 
Z0

D=10% and the parameter of elasticity is 
ec

D=0.90. The results obtained using the present 
method were also compared with the computational 
results obtained by an Euler/Lagrange scheme 
(Kohnen, 1997). 

 
Fig. 1 shows the normalized particle stream-

wise mean velocity UD/U0
C, its normalized standard 

deviation values uD/U0
C and the normalized 

standard deviation of the particle velocity 
magnitude uD

mag/U0
C.  
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FIGURE 1: Normalized stream-wise particle 
mean velocity UD, normalized stream-wise 
standard deviation uD and normalized standard 
deviation uD

mag of the particle velocity magnitude 
in the fully developed, particle-laden channel 
flow 

 
Comparing the present model (Eul./Eul. [2]) 

with a standard particle diffusion model (Eul./Eul. 
[1]), the velocity and the standard deviation of the 
velocity magnitude of the present model agree 
better with the Euler/Lagrangian results. 

Because of the assumed isotropy of the present 
model, the standard deviation of the stream-wise 
particle velocity does not agree as well with the 
predicted standard deviation of the particle velocity 
magnitude. 

 

 

 

 
 
FIGURE 2: Turbulent kinetic energy loss 

rate εαk, turbulence restitution power παk and the 
turbulence structure parameter Cα

k of the dis-
persed phase (D) and the continuous phase (C) 

 
The characteristic model values describing 

diffusion: the energy loss rate of the turbulent 
kinetic energy εαk, the restitution power παk and the 
turbulence structure parameter Cα

k are shown in 
Fig. 2. The dissipation loss of the continuous phase 
and the restitution power of the dispersed phase 
dominate over the respective values of the other 
phase. 

As expected the turbulence structure parameter 
of the dispersed phase Cα

D decreases near the wall, 
because of the decreasing ratio Ö(εαD/παD) against 
the nearly constant turbulence structure parameter 
of the continuous phase Cα

C.  Comparing the 
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positions of these restitution maxima of the 
momentum diffusion with local minima of the 
turbulence structure parameter Cα

D (Fig. 2, right) 
near the wall the difference between the different 
kinds of diffusion, with and without viscous 
turbulence dissipation, in dispersed and continuous 
phase are shown. 

 
 

4. SUMMARY 
 
 Using this kind of diffusion blending, 

simulations are able to give better results for 
turbulent wall layers of the dispersed phase, 
including their turbulence production. The 
prediction of turbulent particle diffusion is limited 
by the quality of modeling of the momentum 
diffusion and the turbulence production of the 
dispersed phase. 

Compared to classical equilibrium models, 
which solve an additional differential equation for 
the energy loss, coming up to the dissipation rate in 
viscous systems, the energy loss of the dispersed 
phase is given by algebraic equations. The 
turbulence structure parameter remains nearly 
constant in the dissipative systems examined here. 
So the ratio of restitution and dissipation power of 
the involved submodels keeps also nearly constant.  

For the not viscous, dispersed phase the 
turbulence structure parameter decreases correspon-
ding to the high restitution and the locally low 
momentum diffusion inside the wall layer. This 
characteristic behavior is based on the additional 
restitution power without the corresponding loss 
rate induced by crossing trajectories effects. 

Basically the added modeling of the turbulence 
structure parameter influences the production of 
particle velocity variance near the wall in that kind, 
that the gradients of the stream-wise particle 
velocity agree much better with the measurement 
data. 
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ABSTRACT  
The Rotational Phase Separator (RPS) is a 

device to separate liquid or solid particles from a 
lighter or heavier fluid by centrifugation in a bundle 
of channels which rotate around a common axis. 
Originally, the RPS was designed in such a way that 
the flow through the channels is laminar in order to 
avoid eddies in which the particles keep circulating 
and do not reach the walls. However, in some 
applications the required volume flow of fluid is so 
large, that turbulent flow can no longer be avoided. 
Direct numerical simulation (DNS) of the flow in a 
rotating pipe and particle tracking in this flow are 
applied to study the influence of turbulence on the 
collection efficiency of the RPS. The results show 
that especially the collection efficiency for larger 
particles decreases due to the turbulence. For high 
rotational speeds the efficiency decreases further as 
the particles are trapped in a counter-rotating 
vortex. 

Keywords: Phase separation, Turbulence, DNS  

NOMENCLATURE  
D [m] pipe diameter 
L [m] pipe length 
R [m] distance between pipe 

  and rotation axis 
Re [-] Reynolds number 
U [m/s] velocity 
d [m] particle diameter 
f [N] force 
m [kg] mass 
r [m] radial coordinate 
t [s] time 
u [m/s] fluid velocity 
v [m/s] particle velocity 
x [m] position 
P [Pa] total pressure 
Ω [rad/s] angular velocity 

ρ [kg/m3] mass density  
µ [Pa s] dynamic viscosity 
ν [m2/s] kinematic viscosity 
τ [s] relaxation time 
ϕ [rad] tangential coordinate 
ω [1/s] fluid vorticity 
Subscripts and Superscripts 
ax axial 
p particle 
r radial 
τ friction φ  tangential 
Ω rotation 

1. INTRODUCTION  
The Rotational Phase Separator is a separation 

technology built around a rotating filter element 
comprising a multitude of small parallel channels. 
The filter element can be used in addition to a 
conventional tangential or axial cyclone to enhance 
the collection efficiency by one order of magnitude 
in terms of particle diameter [1-4]. Usually, the 
flow in the channels of the filter element is kept in 
the laminar regime to prevent capture of particles or 
droplets in turbulent eddies or swirls. In case of the 
tangential design (Figure 1), mainly used to 
separate droplets or particles from a gas flow, it is 
normally not a problem to design within this limit 
as the throughput is low compared to the flow area 
of the cyclone and filter element. In typical 
applications, the main design criterion is the 
pressure drop over the separator, while the 
dimensions are of less concern.  

The opposite holds for the axial version (Figure 
2) which is mainly used for in-line (offshore) 
separation of condensed or de-sublimated droplets 
from another liquid or gas flow. In those 
applications 100% collection of particles is not 
necessary and the laminar flow condition may 
impose a too severe restriction on the design. 
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However, in many cases the Reynolds number is 
low enough for the flow and particle behaviour to 
be studied in detail by means of direct numerical 
simulation of the fluid flow and Lagrangian particle 
tracking. In this study, the consequences of 
allowing low turbulent conditions in the channels of 
the filter element are investigated by comparing the 
results of an analytical model for the laminar 
regime with turbulent DNS results. 

 

Figure 1. RPS mounted in a cyclone in the 
tangential version 

 

Figure 2. Axial version of RPS in an inline con-
figuration, separating liquid droplets from a gas 

In section 2 of this paper the analytical model 
for the calculation of particle collection efficiency 
will be presented. Section 3 provides the governing 
equations and numerical method for the DNS of 
particle-laden flow in a rotating pipe and in section 
4 results are presented. Finally, in section 5 the 
conclusions of the paper and an outlook to future 
work are given. 

2. ANALYTICAL MODEL 
Brouwers [5] derived the elementary particle 

collection efficiency of the Rotational Phase 
Separator for channels with circular, triangular and 
sinusoidal shape in case the flow in the channels is 
laminar. At entry of the filter element, or soon after, 
the fluid co-rotates with the filter element. As we 
are concerned with particles (or droplets) in the 
micrometer range, inertial forces are neglected [6]. 

Whether a particle reaches the outer wall depends 
on the distance to be travelled by the particle, the 
centrifugal force, the axial velocity profile and the 
length of the channel. The centrifugal force depends 
on the angular velocity of rotation, the difference in 
mass density between particle and fluid, the 
viscosity of the fluid and the distance between 
particle and axis of rotation. The velocity at which 
the particles move radially can be calculated using 
Stokes’ law. Assuming a constant axial fluid speed 
uax and a uniform distribtion of the particles over 
the cross-sectional area, an expression can be 
derived for the smallest particle which is collected 
with 100% probability in a channel at a radial 
location R [5]: 
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Here µ denotes the dynamic viscosity of the fluid, D 
the pipe diameter, ρp the mass density of the 
particle, Ω the angular velocity and L the length of 
the pipe.  

Moving with the gas through the channel, all 
particles of a certain diameter will move with the 
same velocity in the radial direction. If a collection 
wall were absent, at the exit of the separation 
channel two cross sectional areas could be 
distinguished (see Figure 3): the cross sectional area 
of the channel itself and the cross sectional area 
formed by the particles. The ratio of particles that 
do not reach the wall to the total number of particles 
is equal to the ratio of the shaded area to the total 
cross section of the pipe. 

 

Figure 3. Centrifugally induced particle 
displacement in a circular channel 

To derive an expression for the particle 
collection efficiency in the presence of a Hagen-
Poiseuille velocity profile, the circular cross section 
is divided into a system of parallel planes within 
which the movement of particles takes place. 
Equation (1) can be used for the local conditions 
and integration gives after some algebraic 
manipulation the particle collection efficiency η in 
circular channels subject to Hagen-Poiseuille flow 
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if x≤(4/3)1/2 and η=1 if x≥(4/3)1/2. Here the 
dimensionless particle diameter x = dp/dp,100% and 
a = [1-(3x2/4)2/3]1/2. Using the same procedure also 
expressions for channels with a sinusoidal and with 
a triangular shape are derived. The results are given 
in Figure 4. 
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Figure 4. Collection efficiency of one channel of 
an RPS in laminar conditions for various 
channel shapes 

Although current production methods produce 
sinusoidal or rectangular channel geometries, the 
case of a circular geometry is adopted for this study 
as there are more reference cases available [7,8] and 
a DNS is more easily feasible.  

3. NUMERICAL METHOD 
In the DNS the three-dimensional Navier-

Stokes equation for incompressible flow is solved in 
a cylindrical geometry in the vorticity formulation. 
The equation is solved in a rotating frame of 
reference and reads: 

.
1

2)(

u

uruωu

∆+∇−

=×Ω+×Ω×Ω+×+
∂
∂ νP

t

ρ

 (3) 

   
Here, P denotes the total pressure, P=p+½ρu2, u 
the fluid velocity, ω  the fluid vorticity, ρ the fluid 
density, ν the kinematic viscosity and r the distance 
to the rotation axis. Compared to the Navier-Stokes 
equation in a stationary frame of reference, two 
additional terms appear. The centrifugal force, 

)( r×Ω×Ω , can be incorporated in the pressure [1]. 

The Coriolis force, u×Ω2 , does not depend on the 
distance to the rotation axis. Hence, the fluid 
velocity does not depend on this distance, which 
implies that in one DNS calculation the flow in all 
pipes in the bundle can be simulated. Note however, 
that the pressure field does depend on this distance; 
only the sum of the pressure and centrifugal 
pressure is independent of the distance to the 
rotation axis. 

In the DNS a pipe of a finite length equal to 
five times its diameter is taken with periodic 
boundary conditions in the axial direction. Since the 
tangential direction is periodic by definition, a 
spectral method with a Fourier-Galerkin approach 
in the two periodic directions is a natural choice. In 
the radial direction a Chebyshev-collocation method 
is applied, but, in order to avoid a large number of 
collocation points near the axis of the pipe, the 
radial direction is divided into five elements with a 
Chebyshev grid in each element [9]. The coupling 
between the elements is continuously differentiable. 
The choice for five elements is a compromise 
between collocation point distribution and accuracy. 
More elements can lead to a better distribution of 
collocation points, but, since the continuity 
conditions are imposed at the element boundaries 
instead of the Navier-Stokes equation, this results in 
a decrease in accuracy.  

For integration in time a second-order accurate 
time-splitting method is chosen. In the first step the 
nonlinear terms, including the Coriolis force, are 
treated in an explicit way. The nonlinear terms are 
calculated pseudo-spectrally by fast Fourier 
transform, where the 3/2-rule is applied to prevent 
aliasing errors. In the second step the pressure is 
calculated in such a way that the velocity field at 
the new time level is approximately divergence 
free. Finally, in the last step the viscous terms are 
treated implicitly. Since the Fourier modes can be 
completely decoupled, only a one-dimensional 
system of equations needs to be solved for each 
Fourier mode. The wall of the pipe acts as a no-slip 
wall. The wall boundary condition for the pressure 
follows from the wall-normal component of the 
Navier-Stokes equation, whereas the correct 
boundary conditions at the pipe axis follow from 
the property that the Cartesian velocity components 
and pressure are single-valued and continuously 
differentiable there. 

The mean axial pressure gradient is chosen in 
such a way that the volume flow, and hence the 
Reynolds number based on the bulk velocity, 
remains constant. The simulations are started from 
an arbitrary initial solution. After a large number of 
time steps a state of statistically stationary turbulent 
flow is reached. In [9] it is shown that for turbulent 
flow in a non-rotating pipe the DNS results for 
mean flow, velocity fluctuations and terms in the 
kinetic energy balance agree well with results of 
other DNS codes [10-12] and experimental results 
[13]. 

Particle-laden flows can be described in two 
different ways. In Lagrangian methods an equation 
of motion for each particle is solved, whereas in 
Eulerian methods the particles are described as a 
second phase for which conservation equations are 
solved. Lagrangian methods [14] are useful if the 
number of particles is not too large. Forces exerted 
by the fluid on the particles can easily be 
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incorporated and for low particle mass loadings the 
effect of the particles on the fluid and the effect of 
interactions between particles are negligible. 
Eulerian methods [15] are necessary if the number 
of particles is large. 

 We have chosen for a Lagrangian approach for 
two reasons. First, the number of particles is limited 
and the particle mass loading small, so that a 
Lagrangian method with one-way coupling is 
possible. Second, the length of an actual channel of 
an RPS is much larger than the length of the pipe 
used in the DNS. In Eulerian approaches a particle 
concentration field for the whole channel length and 
for each particle diameter would be needed, which 
leads to huge memory and computational resources. 
Hence, particles are tracked by solving an equation 
of motion for each particle. If x is particle position 
and v=dx/dt its velocity, the equation of motion 
reads in general [16]:  

 

∑= .f
v

dt

d
m  (4) 

 
Here, m denotes the mass of the particle and the 
right-hand side contains all forces acting on the 
particle. In the simulations considered here, we 
restrict to cases where particles are small and have a 
large mass density compared to the fluid mass 
density. As a result the only forces which cannot be 
neglected are the drag force and centrifugal force. 
This leads to an equation of motion of the form: 
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where pτ  is the particle relaxation time and r the 

position vector of the particle in the two-
dimensional plane perpendicular to the pipe axis. 
The standard drag correlation for particle Reynolds 
number, Rep, between 0 and 1000 is used [16]. Note 
that in contrast to the fluid velocity, the particle 
equation of motion depends on the distance between 
the pipe axis and axis of rotation through the 
centrifugal force. Since the particle relaxation times 
of the particles considered are very small, the inertia 
term in Eq. (5) could be neglected. However, since 
the equation is nonlinear in the particle velocity, it 
is easier to solve it in this way. A partially implicit 
two-step Runge-Kutta method is used to this end. 
Finally, the fluid velocity at the particle position, 
which appears in Eq. (5) is found from fourth-order 
accurate interpolation from its values at grid points.  

The particle simulations start from a fully-
developed turbulent velocity field with a 
homogeneous distribution of particles over the 
entire pipe. The initial particle velocity is chosen in 
such a way that its initial acceleration equals zero. 

In a real RPS the length of a channel is much larger 
than the length of the computational domain. 
Therefore, if a particle reaches the end of the 
computational domain in the axial direction, it is re-
inserted at the corresponding position at the pipe 
entrance until it has traveled an axial distance equal 
to the length of the real pipe. If a particle reaches 
the wall of the pipe before it travels the whole 
length it is considered as being collected. 

In an actual experiment where the particles are 
homogeneously distributed over the total flow 
domain, the number of particles that enter a channel 
of the RPS at a certain radial position, is 
proportional to the axial velocity at that position. 
Therefore, in the calculation of the collection 
efficience, each particle has a weight proportional 
to its initial axial velocity. 

The computer program has been implemented 
on a linux cluster of PC’s, where it is parallelized 
with the use of MPI. A full simulation of fluid and  
400,000 particles takes two weeks on 8 processors. 

4. RESULTS 
In this section results will be presented. We will 

consider only one test case. Results of other 
simulations will be presented elsewhere. The fluid 
flow is determined by two non-dimensional 
parameters, the bulk Reynolds number 
Re=UbD/ν, and the rotation Reynolds number 
ReΩ=ΩD2/(4ν), where Ub is the bulk velocity and D 
the diameter of the pipe. In the test case considered 
Re=5300 and ReΩ=980. The ratio of the rotation 
Reynolds number and the bulk Reynolds number is 
related to the rotation number used by Orlandi and 
Fatica [18]. The rotation number in our simulations 
equals 0.37. The DNS is performed with 106 
collocation points in the wall-normal direction and 
128 Fourier modes in both the axial and tangential 
direction. 

In the following, results of the fluid calculations 
will be presented and analysed first, and then the 
results of the particle simulations will be discussed.  

4.1. Fluid Properties 
In flow in a non-rotating pipe, time-averaged 

quantities depend on the radial coordinate only and 
the mean radial and tangential velocity components 
are equal to zero. This follows from the axial 
symmetry of the problem and the continuity 
equation. For rotating pipe flow, this symmetry is 
partly broken. Time-averaged quantities still depend 
on the radial coordinate only and from the 
continuity equation it still follows that the mean 
radial velocity component equals zero, but the mean 
tangential velocity is no longer equal to zero.  

A second difference between flow in a non-
rotating and in a rotating pipe is the region where 
the laminar Poiseuille flow becomes unstable. It is 
well known that linear stability theory predicts that 
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Poiseuille flow in a non-rotating pipe is stable at all 
Reynolds numbers. Transition to turbulence occurs 
through the nonlinear interaction of perturbations of 
finite amplitude. However, it has been shown that 
already a small rotation rate leads to linear 
instability [19-21]. The flow case we consider in 
this paper is at a bulk Reynolds number for which 
the flow without rotating wall is also turbulent. In 
Figure 5 the mean tangential velocity component in 
wall units is plotted as a function of the radial 
coordinate. In this figure also the result for the same 
bulk Reynolds number and ReΩ=490 is included. It 
can be seen that the mean tangential velocity is 
almost exactly linearly dependent on ReΩ  when 
scaled with the friction velocity, 
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Figure 5. Mean tangential velocity component in 
wall units 

The non-zero mean tangential velocity can be 
understood from the equation for the radial-
tangential component of the Reynolds stress tensor, 
which reads after disregard of the very small 
viscous terms: 
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In this expression primes denote the fluctuating part 
of a quantity, subscripts r and ϕ refer to the radial 
and tangential component and bars denote mean 
quantities. The third order moments appearing in 
Eq. (7) turn out to be very small throughout the 
pipe, whereas the last term on the right-hand side, 

which involves moments of pressure gradient and 
velocity component, is only significant close to the 
wall of the pipe. Furthermore, due to the behaviour 
of the tangential velocity component near the pipe 

axis ϕ
ϕ

u
dr

ud
r ≅  there. Therefore, Eq. (7) simplifies 

to ru Ω−≅ϕ close to the axis of the pipe. The 

results presented in Fig. 5 indeed agree with this 
behaviour close to the axis of the pipe. 

A further fluid property which is important for 
the understanding of particle behaviour is the 
fluctuating part of the fluid velocity in the plane 
perpendicular to the pipe axis. In Figure 6 the root-
mean-square of the tangential velocity component is 
plotted as a function of the radial coordinate in wall 
units. Included are results at ReΩ=490 and in a non-
rotating pipe. It can be seen that the rotation slightly 
increases the velocity fluctuations and this holds for 
all three velocity components. Moreover, it appears 
that the magnitude of the velocity fluctuations is 
almost equal to the maximum of the mean 
tangential velocity component in case ReΩ=980.  
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Figure 6. Root-mean-square of tangential 
velocity component in wall units 

 

4.2. Particle Behaviour 
Particle behaviour in turbulent rotating pipe 

flow can be understood from a simplified equation 
of motion in the plane perpendicular to the pipe 
axis. To this end all forces on the particle are 
disregarded except the linearized drag force and the 
centrifugal force. If r and ϕ are the radial and 
tangential coordinate of a particle, the equations of 
motion are: 
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The equations of motion contain three different 
terms: the mean tangential fluid velocity, which has 
Ωr as order of magnitude, the fluctuating velocity 
with the friction velocity uτ  as order of magnitude 
and the last terms on the right-hand side of Eq. (8), 
which represent the centrifugal velocity. For 
particles which are just separated in uniform 
laminar flow, the order of magnitude of the 
centrifugal velocity equals UaxD/L with L the length 
of the pipe. For situations relevant in practice, the 
centrifugal velocity is always smaller than the 
fluctuating velocity. In our example calculation the 
mean tangential velocity is only slightly smaller 
than the fluctuating velocity.  

Before turning to the simulation results, we first 
consider a calculation of a hypothetical velocity 
field in which the mean tangential velocity is 
present, but the velocity fluctuations equal zero. 
Note that this is not a laminar solution of the 
Navier-Stokes equation; it only serves to understand 
the nature of the different contributions to Eq. (8). 
In Figure 7 the collection efficiency for this 
hypothetical flow is compared with the collection 
efficiency for laminar Hagen-Poiseuille flow. The 
particle diameter is non-dimensionalized with the 
smallest diameter which is collected with 100% 
probability for uniform laminar flow. Fig. 7 shows 
that the collection efficiency is reduced 
dramatically by the presence of the axial vortex. 
Particles are trapped in this vortex and follow a path 
which differs only slightly from the path they would 
follow without centrifugal force. Only those 
particles which are initially close to the wall are 
collected. This situation is similar to the one 
obtained for laminar flow in a slightly tilted rotating 
pipe, which was studied by Brouwers [8]. Also in 
that case particles are trapped in the secondary flow 
perpendicular to the pipe axis, which results in a 
reduced collection efficiency. 

Next, we turn to particle behaviour in turbulent 
rotating pipe flow. In the simulation particles with 
diameters ranging between 0.1dp,100% and 1.6dp,100% 

are inserted in the flow, where dp,100% is the smallest 
particle collected with 100% probability in a 
uniform laminar flow. For each diameter 25,000 
particles are initially uniformly distributed over the 
pipe and their motion is subsequently tracked by 
solving their equation of motion until they either 
reach the wall of the pipe or travel over an axial 
distance larger than the length of the pipe, which 
equals 133.5D. The mass density of the particles 
equals 22.5 times the mass density of the fluid and 
only one pipe is considered with its axis at a 
distance of 26.7D from the rotation axis.  
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Figure 7. Collection efficiency for laminar flow 
with and without extra tangential velocity  

In Figure 8 the collection efficiency calculated 
in this simulation is compared with the result for a 
laminar Hagen-Poiseuille fluid velocity profile. 
Although the collection efficiency for a turbulent 
RPS is lower than for a laminar RPS, the reduction 
obtained is not as dramatic as for the hypothetical 
flow without turbulent velocity fluctuations shown 
in Fig. 7. Fig. 8 shows that the collection efficiency 
of the smallest particles is hardly affected by 
turbulence, whereas the reduction in efficiency for 
particles near dp,100% is almost 30%.   

This result can be explained in the following 
way. Particles with diameter equal to dp,100% will 
reach the collecting wall exactly at the end of the 
channel if they are located just opposite of the 
collecting wall at the beginning of the channel. In 
turbulent flow conditions the path of a particle 
becomes more irregular due to turbulent velocity 
fluctuations. The turbulent dispersion of particles at 
the end of the pipe depends on the magnitude of the 
velocity fluctuations and the time of travel and is 
for particles with diameter equal to dp,100% on the 
order of the diameter of the pipe. Hence, due to 
turbulent velocity fluctuations some of these 
particles will reach the collection wall at a more 
upstream axial position and will still be collected in 
turbulent flow, whereas other particles would reach 
the collection wall at a more downstream position 
and will not be collected in turbulent flow. Hence, 
the collection efficiency of particles with diameter 
close to dp,100% will decrease in turbulent flow.  

On the other hand, some of the particles with a 
diameter much smaller than dp,100% that are collected 
in laminar flow conditions, will not be collected in 
turbulent flow, whereas some of these small 
particles that are not collected in laminar flow, will 
be collected due to turbulent velocity fluctuations in 
turbulent flow. The effects of both phenomena on 
the total collection efficiency approximately cancel, 
so that the collection efficiency for small particles is 
approximately the same in laminar and turbulent 
flow. 
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Figure 8. Collection efficiency for laminar and 
turbulent flow  

Another conclusion that can be drawn from the 
simulation results is that dp,100% cannot be defined 
for turbulent flow conditions. Even for large 
particle diameters, some particles will be trapped in 
flow structures and will not reach the collecting 
wall before the end of the pipe.  

The results shown in Figs. 7 and 8 imply that 
the presence of turbulent velocity fluctuations 
counteracts the trapping of particles in the axial 
vortex. This is due to the fact that the tangential 
velocity fluctuations are as large as or larger than 
the mean tangential velocity. Two extra simulations 
have been performed to verify this. In the first the 
Coriolis force in the Navier-Stokes equation has 
been switched off, but the centrifugal force in the 
particle equation of motion has been kept. Hence, in 
this simulation the mean tangential fluid velocity in 
Eq. (8) equals zero, but the velocity fluctuations are 
almost the same. The resulting collection efficiency 
is only slightly higher than the turbulent result in 
Fig. 8. On the other hand, a simulation with an 
artificially increased mean tangential velocity by a 
factor of 3 resulted in a substantial reduction in 
collection efficiency. The collection efficiency 
obtained from these two simulations are compared 
with the results of the ordinary simulation in Figure 
9. 
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Figure 9. Collection efficiency for turbulent flow, 
turbulent flow without vortex and turbulent flow 
with increased vortex strength 

 

5. CONCLUSIONS AND FUTURE WORK 
In this paper we studied the effect of turbulent 

flow in the circular channels of a Rotational Phase 
Separator on the collection efficiency. To that end 
direct numerical simulation of the flow and 
Lagrangian particle tracking were performed. The 
results of the fluid flow show that an axial vortex is 
present in the flow, caused by the rotation, but, in 
contrast to the secondary flow in laminar flow in a 
slightly tilted pipe, this vortex hardly influences the 
collection efficiency for the parameter setting of the 
simulated test case. However, turbulent velocity 
fluctuations have a negative influence on the 
collection efficiency, especially for larger particles. 
One of the consequences is that dp,100%, the diameter 
of the smallest particles which is collected with 
100% probability, can no longer be defined for 
turbulent flow conditions. In order to meet design 
criteria in practice, the length of the RPS should be 
chosen about 20% larger than laminar design 
criteria prescribe to obtain the same collection 
efficiency. 

In the near future also other test cases will be 
performed. For other conditions, where particles 
and particle relaxation times are larger, inertial 
terms in the particle equation of motion will play a 
larger role. This implies that the results are also 
affected by turbophoresis [22, 23], which drives 
particles towards the walls of a channel. Moreover, 
the effect of turbulent flow in slightly tilted 
channels will be studied. 
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ABSTRACT 
Laser Doppler Velocimetry (LDV) is a widely 

used measuring technique to examine the local 
velocity of the continuous and of the disperse phase 
in two phase flows of air and water. Now it is 
possible to obtain also the diameter information of 
the disperse phase. A commercial LDV system has 
been used with backscattering, and a Bragg cell for 
a 40 MHz shift. The received burst signals can be 
split into the high frequency Doppler and the 
pedestal part. The Doppler signals are used to 
determine the velocity of the passing particles. The 
pedestal signals are used to identify particles and 
parts of them that is neccessary to calculate their 
diameter. After downmixing the signals with the 40 
MHz frequency of the Bragg cell, the signals are 
leaded by an USB-supported A/D-converter 
PicoScope to the PC. This can be triggered by a 
certain amplitude value of the rawsignal to ensure 
that only droplet or bubble signals are recognized. 
With the same trigger the CCD-camera of the 
shadowgraphy system has been released. This 
system has been used for both the diameter 
confirmation and with the help of a semipermeable 
mirror to reinforce the theoretical signal structure.  

Keywords: Air bubbles, Diameter measurement, 
LDV, Water drops 

NOMENCLATURE 
d [m] diameter 
f [Hz] frequency 
v [m/s] velocity 
δ [m] fringe distance 
λ [m]  wavelength 
θ [m] included angle of the laser beams. 

Subscripts and Superscripts 
cann cannula 
drop water drop 
drop_d water drop with detergent 

1. INTRODUCTION 
Laser Doppler Velocimetry (LDV) is usually 

applied to obtain information about local velocities. 
Tracer particles are used to seed the flow. It is 
known that the phase border between bubbles and 
fluid-phase or droplets and surrounding air generate 
Laser-bursts with a higher pedestal than by tracer 
particles.  

Signals of bubbles contain still more 
information that can be obtained with few 
expenditure. The presented basic research is 
executed with rising bubbles in steady water and 
with falling droplets in steady air [1,3]. The front 
and backward phase transition generate a Laser-
burst with well-separable parts. This way the 
beginning and end parts of bubble signals can be 
recognized and their diameters can be determined.  

An analog/digital (A/D) box transfers the 
signals via universal serial bus (USB) to a 
computer. After filtering, the signals are evaluated 
by Fast Fourier Transformation (FFT) to get the 
velocity information. Similar to a former used 
hardware solution where the pedestal amplitude was 
used to trigger a circuit to separate signals from 
bubbles and tracers, software is used now to exploit 
the pedestal for separation purposes.  

Shadowgraphy has been applied to verify the 
results. The microscope camera can be triggered 
with the mentioned signal amplitude to realize 
pictures of the bubble or droplet during their travel 
through the measurement volume of the LDV. 
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Series of experiments have been carried out to 
examine the minimum measurable diameter of 
bubbles and droplets and the influence to the signal 
behavior if the bubbles and droplets do not pass the 
center of the measuring volume. Comparisons 
between LDV diameter measurements and results 
of shadowgraphy show a good agreement, also the 
agreement with theoretical velocity as function of 
diameter is very good.  

2. THEORETICAL OVERVIEW 
It is a remarkably important process in fluid 

mechanics to determine velocity. There are many 
kinds of procedures to measure flow velocity, 
which are based on the connection between fluid 
flow and other physical quantities. Optical 
measuring techniques are able to bring information 
about flow velocities without disturbing the flow, 
thus the results can be closer to the real conditions. 

2.1. Laser Doppler Velocimetry 
Laser Doppler Velocimetry is a widely 

accepted optical device, which gives information 
about flow velocity in gases and liquids. It is a well-
established procedure that has been used for several 
years. The most important characteristic of this 
device is that it is non-intrusive, so it is very 
suitable to measure in such flows, where 
conventional sensors cannot be applied: chemical 
reacting or high-temperature media, rotating 
machines, reversing flows, or any case where it is 
important not to disturb the flow. But tracer 
particles are indispensable, to have information 
about the flow-velocity. 

 

Figure 1.  Fringe pattern 

 

In the followings LDV is briefly introduced. 
The source, where a beam is generated is a single 
laser. To create a fringe pattern (shown in Figure 1), 
where measurements can be carried out, the laser 
beam is needed to be split with a beam splitter. The 
two parallel and equal intensity beams are forced to 
change direction with the help of the sending lens, 
causing them to cross at the measuring or probe 
volume.  

The fringes are parallel to the bisector of the 
two beams and the distance between two fringes is 

 

⎟
⎠
⎞

⎜
⎝
⎛

=

2
sin2 θ
λδ  

(1) 

 
During the measurement we use seeding, i. e. 

we place microscopic light scattering particles into 
the flow, which have to be small enough to follow 
accurately the movement of the flow. As they pass 
through these fringes, the amount of light received 
by the particles fluctuates with the fringes. 
Therefore the light scattered by the particles also 
fluctuates. The frequency of this fluctuation is 
proportional to the velocity of the flow, normal to 
the fringes.  

To detect the frequency generated by the 
passing particles, the scattering light is collected by 
the receiving lens and focused onto the 
photomultiplier, which converts the light intensity 
into voltage signal. 

With the fringe spacing the relationship can be 
determined between the velocity of the particle and 
the generated frequency.  
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The electronic signal coming from the 

photodiode can be seen in Figure 2, where the 
overall shape can be explained by the Gaussian 
intensity distribution of the laser beams. As the 
particle passes through the edges, where the fringes 
are weakly illuminated, the fluctuation is also weak, 
and as it passes through the measurement volume 
center, the signal fluctuation becomes larger and 
then decays again. This burst signal can be split into 
two parts: the low frequency pedestal (Figure 3) and 
the high frequency Doppler signal (Figure 4). Using 
Fast Fourier Transformation we can get the velocity 
of the particles passing through the probe volume. 
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Figure 2. Burst signal 

 

Figure 3. Pedestal signal 

 

Figure 4. Doppler signal 

3. MEASUREMENTS 
LDV measurements with rising bubbles have 

shown that the burst signals contain not only the 
velocity but also the diameter information of the 
particles. [1,3] 

 

Figure 5. Pedestal signal of a single droplet with 
its three parts 

To confirm the general validity of this 
perception, examinations should have been carried 
out on single water drops falling in steady air.  

The structure of typical pedestal signals of 
water drops (Figure 5) is composed of three 
different parts. The first and third parts are 
generated by the phase-transition according to the 
inlet and outlet surface of the droplet. The central 
part of the signals is created by the reflected laser 
beams. This phenomenon can be the explanation for 
the higher pedestal in this region, because these 
signals are caused by reflection, not by scattering 
and the pedestal amplitude is proportional to the 
light intensity received by the photomultiplier. [2,4] 

3.1. Measuring setup 
 

 
 

Figure 6. Measuring setup 

To verify the above supposition, the existing 
measuring setup has been expanded with the help of 
a semipermeable mirror (Figure 6). For this time the 
shadowgraphy system has not only been applied for 
diameter measurements but also for examination of 
the reflections on the surface of the water droplets.  

As a particle passes through the measuring 
volume, a burst signal is generated by the LDV. 
This signal can be easily filtered and the amplitude 
is also high enough to be used for triggering. To be 
able to synchronise the measuring system this 
pedestal signal is transformed to a TTL signal, as it 
is required for the shadowgraphy system. This 
trigger signal can also be used to trigger the A/D 
converter. A PicoScope general purpose oscillator 
has been used as an A/D converter. It can be 
connected to a normal PC or notebook through 
USB. Two BNC inputs are available. One input is 
used for the LDV signals that have been previously 
downmixed by the 40 MHz of the Bragg cell. This 
channel is used to examine the high frequency part 
of the signals to estimate the velocity. The other 
input is used to acquire the raw LDV signals to get 
the pedestal signals using a low pass filter. The 

High resolution CCD 
camera with microscope 

Trigger & 
-40MHz Mixer 

PicoScope 

Photomultiplier 

Measuring volume with 
falling water drops 

Semipermeable mirror 

PC 

BSA Processor 

2 
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This measurement is also suitable to check how 
precise the determination of the velocity is. 

trigger signal assures that both the picture and 
signal of a passing particle is acquired in the same 
time.   

 

 

3.2. Confirmation by shadowgraphy 
Appling the previously mentioned mirror and 

the shadowgraphy system by LaVision [5], the view 
of the photo sensor can be analysed in the images 
taken by the CCD camera (Figure 7). The system is 
triggered at the moment when the reflection occurs 
on the surface of the droplets. Therefore in the 
shadowgraphy image this reflection should be seen. 
With these images it is confirmed that the parts of 
the signals with higher pedestal are caused by the 
reflection on the surface of the water drops. 

Rotating disc 
with constant 

angular velocityLaser beams 
with measuring 

volume 

Replaceable 
wire 

 

Figure 7. Shadowgraphy image of a droplet with 
reflection on its surface 

Figure 8. Rotating disk with a fixed wire  

For the first time three wires with different 
diameters are applied: 0.1, 0.3 and 0.5 mm. The 
measuring volume is scanned in several positions 
from one end to the other.  
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3.3. Verification measurements Figure 9. Signal length calculated from the 
pedestal signals To make the most of possibilities and to 

recognize relations between properties of the 
passing particles and the generated signal, 
experimental measurements have been made 
approaching the ideal case. These measurements 
have been conducted with the help of a rotating 
disk, on which wires with different diameters can be 
fixed (Figure 8).  

 
Figure 9 shows that in the measuring volume 

the measured signal length are comparatively 
uniform and the signal lengths also increases with 
the wire diameters 

There is an interesting occurrence that can be 
discovered if we are outside the measuring volume. 
Namely that two separate pedestal signals belong to 
one passing particle which can be explained by the 
two discrete laser beams. From this experience it 
can be understood that if the particles are outside of 
the measuring volume, the reflection from the 
surface generates two separate pedestal peaks 
according to the laser beams. 

The configuration is positioned so, that the wire 
crosses the measuring volume at each and every 
revolution of the disk. The disk is moved very 
finely along the length of the measuring volume and 
in quite a few measuring points signals are 
collected. With the help of this setup, we can 
simulate signals of particles with a well defined 
diameter and position in the measuring volume.  
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3.4. Size Control 
To control the size of the drops and bubbles 

hypodermic needles have been used with different 
diameters. In case of bubbles the diameter could be 
controlled by both the diameter of the cannulas and 
the regulation of the pressure valve in the air pipe. 

The diameter of water drops can be influenced 
by different cannula diameters as well as by 
additives reducing the surface tension. Reducing the 
water surface tension not only the drop size can be 
reduced, but also the larger water drops can be 
forced to remain spherical. The list of average 
droplet diameters can be found in Table 1 according 
to the different needles. 

Table 1. Average diameter of the droplets 

dcann 
[mm] 

ddrop 
[mm] 

ddrop_d 
[mm] 

0.4 2.16 1.74 
0.5 2.4 1.92 
0.8 2.86 2.34 
0.9 2.99 2.45 
1.2 3.3 2.73 

 

3.5. Signal formation 
Monodisperse water drops have been created 

with the help of a medical drip infusion. These 
drops can be simultaneously measured by LDV as 
well as by shadowgraphy. To make measurements 
possible with LDV and even shadowgraphy from 
the same direction a semipermeable mirror has been 
used in the measuring equipment. The obtained 
shadowgraphy images have been used to validate 
the LDV results. This way information is obtainable 
about special signal characteristic. 

The pedestal signal of a single droplet has 
always the structure that is represented in Figure 5. 
The three well-separable peaks emerge in different 
moments as the droplet passes trough the measuring 
volume. The first peak is generated by the bottom 
surface of the drop. When the boundary between air 
and water phases crosses the measuring volume the 
laser beam is scattered like in case of normal tracer 
particles. Thereafter the water drop surrounds the 
measuring volume completely so no recognisable 
peak follows up to the middle of the signals.  

In the middle of the pedestal signals are the 
higher peaks, which are generated by the reflection 
of the laser beams from the front side of the drops. 
Normally two peaks should be visible close to each 
other according to both laser beams (see Figure 10).  

Figure 10. Laser beam reflections on the surface 
of an air bubble or a water drop 

Since the light intensity of the reflection is 
higher than scattering, the signals are mostly 
overdriven. That is why only one, but something 
wider peak can be detected. The third peak 
identifies the passage of the upper phase boundary 
of the droplet through the measuring volume. Now 
the measuring volume is no more enclosed by the 
water drop. The time from the first to the last peak 
corresponds to the time that the droplet needs to 
cross the measuring volume. This time can be 
measured in the pedestal signal. With the 
knowledge about the signal structure it is possible 
to determine the diameter of the water drops.  

3.6. Measurement results 
The diameter of the drops can be calculated 

with the measured time and the velocity 
information. The verification measurements by 
shadowgraphy have been evaluated by the software 
DaVis 7.1 [6] and resulted the associated diameter 
ddrop=2.16 mm for the cannula with dcann=0.4 mm. 
During the evaluation of the LDV signals the 
diameter of the droplets are determined by a signal 
processing software written in LabView. These 
results together with the validation results and a 
tolerance range are shown in Figure 11.  
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Figure 11. Diagram of the measured diameters 
of water drops 

Usually the first part of the signals cannot be 
sensed, only the first or the second half of the 
signals can be seen (Figure 12). In such cases the 
distance between the area of reflection and the 
phase transition can be measured, from which the 
diameter of the droplet or bubble can be calculated. 

Figure 12. Pedestal signal of an air bubble in 
water 

CONCLUSIONS 
During the further measurements it has been 

cleared up that the signal structures of air bubbles in 
continuous water phase and water drops surrounded 
with air are very similar. The mostly overdriven 
part of the pedestal is generated by the laser beam 
reflections from the surface of the particles. If the 
pedestal signal contains in addition at least one 
further peak that is generated by the phase 
transitions between air and water, the diameter of 
the crossing particles can be calculated besides their 
velocity.  

The smallest measurable diameter with this 
method is influenced by the length of the measuring 
volume. As the reflections are developed on the 
surface of the bubbles or drops, this surface should 
be crossed by the two independent laser beams. 

The experimental measurements have been 
carried out with single water drops for ten different 
diameters between 1.7 and 3.3 mm. This diameter 
range corresponds approximately to the standard 
size of raindrops. Further measurements should be 
carried out for smaller diameter and also in higher 
particle concentration. 
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ABSTRACT 

We perform Direct Numerical Simulation 

(DNS) of turbulent bubble-laden flow to analyze 

mass transfer in a parallel plate electrochemical 

reactor. We set aside the electrochemical part of the 

problem and focus on the simulation of a turbulent 

channel flow of a liquid electrolyte with gas 

bubbles evolving from an electrode located at the 

bottom wall. We use an Eulerian-Lagrangian 

representation to simulate the dispersed two-phase 

flow. Two-way momentum coupling between the 

bubbles and the electrolyte is taken into account. 

Three-dimensional simulations are obtained using a 

distributed memory parallel computer architecture. 

Investigations on bubble dispersion and interaction 

of bubbles with turbulent flow structures are made. 

Keywords: Bubble-laden Flow, Direct Numerical 

Simulation, Electrochemical Reactor, Eulerian-

Lagrangian Modelling, Turbulent Flow 

NOMENCLATURE 

CD [-] drag coefficient 

CL [-] lift coefficient 

R [-] residual 

Re [-] Reynolds number 

Vb [m
3
] bubble volume 

Vi [m
3
] cell volume 

d [m] bubble diameter 

f [N/m
3
] volume specific force 

g [m/s
2
] gravitational acceleration 

h [m] channel half-height 

n [-] time step 

p [N/m
2
] pressure 

t [s] time 

uadv [m/s] advection velocity 

ur [m/s] rise velocity 

uτ [m/s] shear velocity 

u [m/s] fluid velocity vector 

v [m/s] bubble velocity vector 

x [m] bubble position vector 

αd [-] dispersed phase volume fraction 

γ [-] advection over rise velocity ratio 

ν [m
2
/s] kinematic viscosity 

ρc [kg/m
3
] continuous phase density 

ρd [kg/m
3
] dispersed phase density 

τb [s] bubble response time 

τw [N/m
2
] wall shear stress 

Ω [-] flow domain 

ωωωω [1/s] fluid vorticity 

1. INTRODUCTION 

Turbulent bubble-laden flows occur in a variety 

of industrially relevant processes, such as electro-

chemical graining. In this technique, a peak and 

valley structure is etched into the surface of a 

metallic electrode by an acidic electrolyte. Due to 

chemical reactions between the metal and the 

electrolyte, small bubbles of diameters in the 

micrometer regime are generated at the electrode 

surface and detach into the flow. 

We perform DNS of turbulent bubble-laden 

flow to analyze mass transfer in a parallel plate 

reactor, which is a simplified electrochemical 

experimental device approximating existing 

industrial set-ups (see sketch in figure 1). Basically, 

the reactor features turbulent flow of an electrolyte 

in a channel with a cathode at the bottom and an 

anode at the top. An externally applied potential 

difference causes ion migration in the electrolyte 

and electrochemical reactions at the electrodes. Due 

to those reactions, microbubbles can appear and 

detach from the cathode into the flow. 

Microbubbles do not deform and therefore 

remain spherical. Their dynamics is independent of 

their surface tension. Moreover, microbubbles do 

not break up as fast as large bubbles and therefore 

interact with the carrier flow for a significant time, 
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influencing both its local and its macroscopic 

behaviour. In the present study, we therefore 

assume spherical and non-deforming bubbles. 

From the theory of turbulent flows, it is known 

that the energy transfer in the flow covers the range 

between the system scale and the Kolmogorov 

scale, where the smallest scale eddies are dissipated 

into heat. The physics of microbubbles encounters 

kinematic phenomena that lie significantly below 

the smallest turbulence length scales. This allows us 

to use simple models to take into account the 

presence of bubbles. 

In terms of modelling the physics of two-phase 

flows, one can distinguish between cases where the 

momentum transfer from the bubbles to the carrier 

fluid is neglected (one-way coupling) or taken into 

account (two-way coupling). For very dilute flows, 

a one-way coupling approach is suitable. In this 

case, only the momentum transfer from the carrier 

flow to the bubbles is regarded. Back-coupling 

effects should be taken into account when 

sufficiently high concentrations of bubbles are 

present. In turbulent flows, it is known that the 

presence of bubbles can significantly influence the 

turbulent flow structures. For very dense flows, one 

has to additionally take into account interactions 

between bubbles, such as hydrodynamic effects and 

collisions. The modelling of those effects is referred 

to as four-way coupling. 

Recent work in the frame of dispersed two-

phase flow focused on collective effects of 

particles, droplets and bubbles, such as dispersion 

and evolution of local concentrations [1]. One-way 

coupled bubble dispersion has been analyzed 

numerically in [2,3,17]. Two-way coupling effects 

have been mainly analyzed for particulate flow in a 

variety of numerical test cases such as isotropic 

turbulence [4,5] and particle-laden channel flow 

[6,7]. For bubbly flow, the effect of two-way 

coupling has been studied using the two fluid 

formulation [8,9] as well as the Eulerian-

Lagrangian formulation [10,11,18]. 

In this contribution, we set aside the 

electrochemical part of the problem described 

above and model a parallel plate reactor as a 

turbulent channel flow of a liquid electrolyte with 

gas bubbles evolving from a wall electrode. 

 

Figure 1: Channel flow test case geometry 

A simple sketch of the test case geometry is 

shown in figure 1. The channel is bounded by no-

slip walls on its top and bottom, where the half-

height of the channel is denoted by h. The electrode 

from which the gas bubbles evolve is located at the 

bottom of the channel and covers the entire width in 

the transverse direction. The periodic length of the 

channel in the streamwise direction is 2πh and the 

periodic width in the spanwise direction is πh, 

which corresponds to half of the dimensions in [19]. 

We select an Eulerian-Lagrangian model to 

simulate the flow in the channel. Two-way 

momentum coupling between the bubbles and the 

electrolyte is taken into account. The flow is 

regarded to be dilute, i.e. the dispersed phase 

volume fraction is below the order of αd=O(10
-3

). In 

this way, hydrodynamic effects and bubble 

collisions do not play an important role and four-

way coupling can be neglected. 

Interactions of bubbles with solid walls are 

simulated in terms of elastic rebounds. We apply a 

simple model for bounces of spherical bubbles at 

ideally smooth walls. 

Fully three dimensional simulations of 

turbulent bubbly flow in a simplified model of a 

parallel plate electrochemical reactor are achieved 

by coupling a Lagrangian tracking solver with a 

Navier-Stokes solver for DNS. Both codes are 

designed to work on parallel computer 

architectures. 

2. MATHEMATICAL DESCRIPTION 

The modelling of the physical phenomena of 

bubble-laden flow is achieved by using an Eulerian-

Lagrangian formulation. This approach describes 

the continuous phase by the incompressible Navier-

Stokes equations, while the trajectories of the gas 

bubbles are tracked sequentially, each one 

represented by an equation of motion following 

Newton’s second law. The phases are coupled in 

terms of a two-way coupling approach, where 

Newton’s principle of reciprocal actions is realized 

by appropriate momentum source terms in the 

equations of both phases. 

2.1. Turbulent channel flow 

The primary flow inside the parallel plate 

reactor is modelled as a turbulent channel flow 

between two no-slip walls, as discussed in §1. The 

fluid velocity field u is obtained by DNS of the 

incompressible Navier-Stokes equations: 

 

,0=⋅∇ u  (1) 
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Here, ρc is the density of the continuous fluid 

phase, ν is the kinematic viscosity of the fluid, p is 

the pressure and the vector f contains the forces 

acting on the flow. It can be decomposed into a 

large scale forcing term ff and a force fd due to 

momentum transfer from the dispersed phase (see 

§2.3 for a closer description). No-slip boundary 

conditions are applied at the channel top and bottom 

walls, while periodic boundary conditions are used 

in the streamwise and spanwise directions. We use 

the shear velocity uτ and the length scale ν/uτ   as 

characteristic scales to describe the turbulent flow 

of the continuous phase. The shear velocity is 

defined by 
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c

wu
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τ
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where τw is the average wall shear stress. The shear 

Reynolds number is defined to be 
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The numerical framework used for the channel 

flow simulations is a spectral/finite element code, as 

described in [12]. The Navier-Stokes equations are 

discretized in x-y-planes using P1 linear finite 

elements, while the transverse z-direction of the 

flow field is represented by means of a truncated 

Fourier series, assuming periodicity in this 

direction. In this procedure, equations (1) and (2) 

are discretized in time in a second order accurate 

manner: 
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The Crank-Nicholson scheme is used to 

integrate the pressure and viscous terms in time 

while the Adams-Bashforth method is used for the 

convective terms. For the finite element 

discretization of the continuity equation, the well-

known Pressure-Stabilized Petrov-Galerkin (PSPG) 

dissipation is used to avoid spurious pressure 

oscillations that are encountered when using equal 

order elements for pressure and velocity. To 

eliminate convective instabilities, a fourth order 

Laplacian dissipation term similar to the one used in 

[14] is used to stabilize the momentum equation. To 

eliminate the remaining z-derivatives occurring 

after the finite element discretization, a truncated 

Fourier series is used. The 3D problem in physical 

space is thus transformed into a system of N/2 

loosely coupled 2D problems in Fourier space by 

means of an FFT. For reasons of computational 

efficiency, the convective terms are computed in 

physical space and then transformed to Fourier 

space. The 2D linear problems are solved 

sequentially on a distributed memory parallel 

computer. Inter-process communication is realized 

through MPI [13]. 

2.2. Lagrangian tracking of bubbles 

The motion of a bubble in a turbulent carrier 

fluid is determined by the body and surface forces 

acting on it. In case of spherical microbubbles, this 

corresponds to the forces of a flow around a rigid 

sphere. We define the bubble Reynolds number as 
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where d is the diameter of the bubble, v is its 

velocity and u is the fluid velocity at the bubble 

center. At small values of Reb, viscous effects are 

dominant and the relative motion of the bubble in 

the fluid is in the Stokes regime, where the bubble 

response time is defined by τb=d
2
/36ν. In the 

present work, we will restrict ourselves to bubble 

motion of Reb=O(1) so that turbulent wakes, which 

occur behind the bubbles at higher bubble Reynolds 

number, can be neglected [15]. We state Newton’s 

second law as a Lagrangian equation of motion for 

each bubble, as it is denoted in [16]: 
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(8) 

 

Here, ρd is the density of the dispersed phase 

and CD and CL are the drag and list coefficients 

respectively. The first three terms on the right hand 

side of the above equation are, in order of 

appearance, the Stokes drag force, the Basset 

history force and the virtual mass force. These 

forces are due to the unsteady Stokes flow of the 

fluid relative to the particle. The other forces in 

equation (8) are the force due to the fluid pressure 

gradient and viscous stresses, the slip-shear lift 

force and the forces due to gravity and buoyancy. In 

the lift force term, ωωωω=∇×u denotes the vorticity of 
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the fluid. The derivative d/dt is following the 

moving bubbles with respect to time, while D/Dt is 

the total acceleration of the fluid as seen by the 

bubble, evaluated at the bubble position. The vector 

g denotes the gravitational acceleration. 

Following the empirical correlations for a fluid 

sphere, the drag coeffcient for a spherical bubble 

can be evaluated as CD=16/Reb for small bubble 

Reynolds numbers [10]. The lift coefficient is 

chosen to be CL=0.5 throughout our investigations. 

We neglect the influence of the Basset history force, 

which takes into account the time lag of the velocity 

profile around the bubble occurring in case of 

viscosity-driven acceleration, because we assume 

that velocity differences are balanced rapidly for 

bubbles of small Reynolds numbers. 

The Lagrangian equation of motion (8) is 

integrated in time using the Crank-Nicholson 

scheme. Together with the relation v=δx/δt between 

the bubble velocity and its position, a system of six 

ordinary differential equations in three space 

dimensions is formed, which has to be solved for 

each bubble. Sequential tracking of all bubbles in 

the system is performed at each time step n of the 

Navier-Stokes solver. All bubble velocities v and 

positions x are updated and the source terms for the 

back-coupling to the Navier-Stokes solver (as 

explained in §2.3) are computed. The Lagrangian 

solver adapts the mesh partitioning strategy of the 

Navier-Stokes solver, to which it is coupled via 

standardized data interfaces. This allows to 

distribute the tracking of the bubbles to the parallel 

partitions according to the mesh partitioning. The 

parallel architecture of the Lagrangian solver is 

realized through MPI. 

Two-way coupling between the continuous and 

the dispersed phase is taken into account through a 

procedure originating from the Particle-in-Cell 

(PIC) method described in [5], where a contribution 

of the forces of all bubbles inside a control volume 

Vi around a grid node i is added to the fluid 

momentum equation (2) in this node: 
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Here, Ni is the number of bubbles in the volume 

unit and Vb,j is the volume of a single bubble, which 

is modeled as a point source inside the continuous 

carrier flow field. Note that the forces f and fb are 

per unit volume in order to agree with the 

formulation stated in equation (2). 

We assume the volume fraction of the gaseous 

phase to be small (αd<10
-3

). Thus we neglect mass 

coupling between the phases, i.e. there is no mass 

source term appearing in the fluid continuity 

equation (1) and the flow variables in the Navier-

Stokes equations are not averaged by the volume 

fraction as it is done in [18], where higher values 

for the volume fraction were investigated. 

In two-way coupling, no interactions between 

bubbles are taken into account. In this way, the 

bubble trajectories are independent and in no way 

coupled to each other. This way of modelling 

turbulent dispersed two-phase flows gives 

statistically reliable results for sufficiently low 

volume fractions of the dispersed phase. 

3. NUMERICAL RESULTS 

The behaviour of microbubbles injected from 

an electrode located at the bottom of a channel into 

a fully developed turbulent flow (see figure 1) was 

investigated numerically. From a macroscopic point 

of view, we observed that the bubbles detach from 

the electrode and are advected in streamwise 

direction, while they experience a rise due to 

buoyancy (see figure 2). Irregular bubble dispersion 

and clustering effects due to turbulent fluctuations 

of the carrier flow are clearly visible. Those 

phenomena will be discussed in the following. 

 

 

Figure 2: Macroscopic bubble distribution in the 

channel and iso-surfaces of skin friction 

We introduce a dimensionless factor γ=uadv/ur, 

which gives the ratio between the advection 

velocity of the primary phase and the rise velocity 

of a bubble. These characteristic velocities are 

defined by 
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where g is the gravitational constant. In our 

simulations, we choose the parameters d and g in a 

way that the bubble Reynolds number according to 

equation (7) is kept at a constant value of Reb=1 and 

the factor γ gives reasonable values in comparison 

with the geometry of an existing experimental 

reactor. This reference device has half-height of 

href=0.005m, it is operating at a reference velocity 

uref=0.4m/s and includes bubbles of a reference 

diameter dref=2·10
-4

m. This configuration leads to a 

value of γref=12.6. 
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We performed simulations of a fully turbulent 

carrier flow with a bulk Reynolds number of 

Rebulk=uadv·h/ν=2000, which corresponds to a shear 

Reynolds number of Reτ=131,25 in our simulations. 

The channel height was chosen to be of unity 

(h=1m). The carrier fluid was considered as water 

with a density of ρc=1000 kg/m
3
 and a kinematic 

viscosity of ν=1.025·10
-6

m
2
/s, while the bubbles 

were considered as air with a density of 

ρd=1,2kg/m
3
. 

All DNS simulations were obtained on 8 

Pentium 4 machines (3.4GHz, 2GB of memory) of 

a Linux cluster with a network connectivity of 

1GBs. The calculations were performed on a grid 

consisting of 80x128x64 points in the spanwise, 

transverse and streamwise direction respectively. 

The flow is going in the z-direction, i.e. the 

direction of the Fourier decomposition of the 

computational domain. 

3.1. Bubble dispersion in a channel 

We analyzed dispersive effects in a two-way 

momentum coupled flow. The periodic boundary on 

the downstream side of the channel served as outlet 

for the gaseous phase, i.e. the bubbles were not 

transferred back to the corresponding upstream inlet 

together with the carrier flow. The flow itself, 

however, was subjected to a periodic boundary 

condition in this direction. Three computational 

runs (denoted as A, B and C) were performed. The 

input parameters for the different test cases are 

shown in Table 1. 

Table 1: Configurations of the bubble-laden 

channel flow test cases A, B and C 

 Case A Case B Case C 

d 0.002 0.004 0.006 

g 1.58
.
10

-3
 1.97

.
10

-4
 5.83

.
10

-5
 

γ 3.9 7.8 11.7 

τb 0.11 0.43 0.98 

 

Three different bubble diameters were chosen 

while the bubble Reynolds number was kept at a 

constant value of Reb=1 as described above. In all 

three cases the chosen diameters were below the 

Kolmogorov length scale of the turbulent flow. The 

bubbles were placed at random positions a radius 

away from the electrode. Their lift-off velocity was 

set to be equal to the rise velocity ur. The 

production rate of bubbles detaching from the 

bottom wall electrode was chosen to be 5Hz. The 

bubbles are advected in the streamwise direction 

due to the drag force and experience a rise due to 

buoyancy (see figure 2). This macroscopic motion 

was found to depend on the parameter γ. 

We analyzed the relation between the spanwise 

average bubble y-position (i.e. the average height h 

to which the bubble has risen) and the z-position in 

the streamwise direction. The spanwise averaging 

has been performed according to 
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From figure 3 we can see that there is an almost 

linear behaviour between the advection and rise 

velocities of a bubble. For an increasing value of γ, 

the influence of the advection is stronger and the 

angle β=arctan(y/z), under which the bubble rises in 

the streamwise direction, gets smaller. 

 

 

Figure 3: Average bubble y-positions as a 

function of z 

We computed the statistically averaged gas 

volume fraction at the outlet of the channel (z=2π) 

for all three computations. The average of the 

volume fraction was computed as 
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where T is the time interval of averaging. The 

peak volume fractions obtained were αavg=7·10
-6

, 

αavg=5·10
-5

 and αavg=2·10
-4

 in cases A, B and C 

respectively. This indicates that the assumption of a 

dilute flow was valid. If we define the bubble 

spacing as 
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6

3/1









=

dd

L

α
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where L is the average distance between two 

bubbles, its peak value of L/d≈15 for test case C 

stresses this statement. However, the volume 

fraction in the region above the electrode, on which 

the bubbles are generated, reaches a peak value of 

αd=1.6·10
-3 

in case C, which corresponds to L/d≈7. 

These values are on the brink of the dilute flow 

regime, for higher volume fractions four-way 

coupling effects should be taken into account. 
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From the theory of bubble interaction with 

turbulent flow structures it is known that bubbles 

tend to concentrate in regions of high vorticity [11]. 

In the present study of wall-bounded turbulent 

channel flow, bubbles detaching from the lower 

wall into the flow are found to concentrate in 

streamwise vortex filaments, which are created in a 

turbulent boundary layer. Figure 4 shows a 

horizontal crosscut of the channel at y
+
=32, 

indicating iso-surfaces of the z-component of the 

vorticity and the positions of the bubbles inside an 

interval of ∆y
+
=5 for case C. The streamwise vortex 

filaments are indicated by high relative values of z-

vorticity. The alignment of the bubbles with the 

coherent structures is clearly visible. It was 

observed that the bubbles tend to cluster along the 

coherent structures. This effect was regarded to be 

most distinct in case C, where the bubble diameter, 

the response time and the value for γ were larger 

than in cases A and B. This can be related to the 

fact that for a higher value of γ the effect of the 

gravitational rise of a bubble becomes weaker 

compared to the advection and it takes more time 

for the bubbles to vertically pass the boundary layer 

vortices. Thus, the bubbles have more time to align 

with the coherent structures than they have for low 

values of γ. 

 

 

Figure 4: Instantaneous bubble distribution and 

contours of ωωωωz in the y
+
=32 plane (case C) 

Figures 5 and 6 show vertical crosscuts of the 

channel at z=3.4 and indicate only the lower half-

height (0<h<0.5) of the channel. In figure 5, the 

tangent velocity vectors of the primary phase flow 

field in the plane are shown, while figure 6 

indicates the distribution of the gas bubbles in an 

interval of ∆z=0.1. 

 

 

Figure 5: Tangent velocity vectors and contours 

of ωωωωz in the z=3.4 plane (case C) 

 

Figure 6: Instantaneous bubble distribution and 

contours of ωωωωz in the z=3.4 plane (case C) 

We see from figure 6 that the bubbles are not 

exactly located inside the coherent vortical 

structures, although their motion in the spanwise 

and transverse directions seems to be highly 

influenced by these vortices. The bubbles are 

dragged towards the low-pressure regions inside the 

vortices by a centripetal force. This is due to the 

high density ratio (ρc/ρd>1) between the fluid and 

the bubbles. However, this motion is superimposed 

by the buoyancy force. The bubbles rise vertically 

through the coherent vortical structures and are not 

captured inside them. 

Figure 7 shows a horizontal crosscut of the 

channel at y
+
=32 together with iso-surfaces of the 

streamwise velocity component and the bubble 

distribution in an interval of  ∆y
+
=5 for case B. The 

characteristic streamwise low-speed and high-speed 

streak regions of the turbulent boundary layer can 

be identified and the bubbles are found to align with 

these velocity streaks. The bubbles in the low-speed 

regions are advected less than those located in the 

high-speed regions. This effect can be related to the 

drag force, which acts very rapidly in case of low 

bubble Reynolds numbers. For a higher value of γ, 

this effect is even more distinct (see figure 4). 

 

 

Figure 7: Instantaneous bubble distribution and 

contours of w in the y
+
=32 plane (case B) 

From figures 4, 6 and 7 we can conclude that 

the motion of gas bubbles lifting off from a wall 

electrode into a turbulent boundary layer of a 

channel flow involves quite complex kinematic 

phenomena, since gravitational rise, advective 

transport, motion due to pressure differences and 

the usteady behaviour of the coherent structures are 

superimposed. According to our investigations, the 

drag force and the buoyancy can be considered to 
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be driving phenomena for dispersive effects of 

bubbly flow in an electrochemical channel reactor, 

where the parameter γ determines their relative 

importance. 

3.2. Effect of the lift force 

According to the definition stated in equation 

(8), the slip-shear lift force depends on the 

instantaneous velocity difference u-v and the fluid 

vorticity ωωωω. Since we have relatively short bubble 

response times and low bubble Reynolds numbers 

in the present study, the difference in velocity 

between the flow and the dispersed bubbles is 

overcome quite rapidly. This indicates that the 

effect of the lift force does not play a significant 

role in the present case. 

The effect of the lift force on the bubbles was 

investigated in regions of high vorticity. Therefore, 

the computations of test case C were repeated with 

a lift coefficient of CL=0, i.e. no lift force present. 

Figure 8 shows a comparison between included and 

excluded lift force in terms of the instantaneous 

bubble positions in a small vertical section of the 

channel at z=3.0 and an interval of ∆z=0.1. The 

bubbles experiencing the lift force are represented 

by black spheres, while white spheres represent the 

bubbles without lift force. The displacements are 

found to be of a small order of magnitude, as it was 

expected due to the small bubble response time. 

 

 

Figure 7: Instantaneous bubble distributions and 

contours of ωωωωz in the z=3.0 plane (case C) 

It is known that in the case of lift force acting 

on bubbles inside a vortical structure, those bubbles 

tends to move to the downwash side of the vortex 

[11]. This behaviour can be verified in our 

investigations. The lift force moves the bubbles in 

the direction of the downwash side of the vortex, 

although its effect is small compared to advection 

and buoyancy effects. 

3.3. Effect of two-way coupling 

We investigated the effect of momentum back-

coupling of the gas bubbles on the flow (see §2.3). 

This study indicated that the back-coupling terms fd 

do not seem to have a major influence on the flow 

patterns of the primary phase in case of a dilute 

bubbly flow, since in all flow configurations we 

tested throughout this study, the differences of the 

results between one-way (fd=0) and two-way 

coupled flows were marginal. This leads to the 

conclusion that in flows at low bubble Reynolds 

numbers, the advective transport from the primary 

to the secondary phase is highly dominant. If we 

regard the ratio of momentum between the 

dispersed phase and the continuous carrier phase 

inside a control volume V and assume the velocity 

difference u-v to be small, we end up with 
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This value tends to zero for dilute  bubbly flow, 

where the volume fraction of the dispersed phase αd 

and the density ratio ρd/ρc are small compared to 

unity. This indicates neglible back-transfer of 

momentum from the dispersed entities to the flow, 

as it was observed in the present study. 

4. CONCLUSIONS 

DNS simulations of bubble-laden turbulent 

channel flow were obtained using a spectral/finite 

element based Navier-Stokes solver coupled with a 

Lagrangian tracking solver. Microbubbles of 

diameters below the Kolmogorov length scale were 

injected to the flow from a bottom wall electrode. 

All computations were performed on a distributed 

memory parallel computer. Two-way momentum 

coupling was used to simulate the interaction of the 

gas bubbles and the turbulent carrier flow. 

It was found that the motion of the bubbles is 

influenced by the coherent vortical structures of a 

turbulent boundary layer, i.e. the quasi-streamwise 

vortex filaments which are ocurring in turbulent 

boundary layers. The bubbles are pulled towards the 

vortex centers by a centripetal force when passing 

these structures. Due to buoyancy, they overcome 

this influence and do not stay inside the vortices.  

Drag force and gravitational effects were found 

to be the driving phenomena for bubbly flow in an 

advection-dominated channel, whereas the effect of 

the lift force was found to be small. Furthermore, 

the effect of momentum back-coupling from the 

bubbles to the flow was found to be negligible for 

dilute bubbly flow. 

We conclude that the motion of gas bubbles 

inside a turbulent channel flow involves complex 

kinematic phenomena, since gravitational rise, 

advection and the usteady motion of the coherent 

structures are superimposed. This will be subject to 

further numerical investigations. On top of this, we 

will compare our results with experiments (PIV 

measurements) in a real electrochemical parallel 

plate reactor in a further study. 
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ABSTRACT 
A study on the gas phase expansion occurring 

in free bubbling vertical slug flow is reported. A 
recently developed slug flow simulator supported 
by air-water experimental data was used for this 
purpose. The study was accomplished by 
implementing in the simulator the gas phase 
expansion along the column (considering effects 
over bubble lengths and bubble velocities). The 
flow in a 6.5 m long column with internal diameter 
of 0.032 m was simulated. Expansion of gas phase 
along the column is shown to decrease the bubble 
coalescence occurrence. Liquid free-surface 
oscillations (due to bubble burst events and 
continuous liquid and gas input in the column) were 
found to affect considerably the expansion of the 
gas phase, especially for high gas flow rates. 
According to the findings, the use of a large cross 
sectional area tank, placed at the outlet of the 
column, does not assure a permanent expansion rate 
of the gas phase. 

Keywords: bubble velocity; gas phase expansion; 
slug flow simulation  

NOMENCLATURE 
C [-] empirical coefficient  

D [m] column internal diameter 

Hhyd, i [m] hydrostatic liquid height 
above bubble i 

Patm [Pa] ambient pressure 

Phyd, i [Pa] hydrostatic pressure on 
buble  i 

R [JK-1mol-1] universal gas  constant 

Sb (Sc) [m2] bubble (column) cross 
section area 

T [K] temperature 

UB (U∞) [ms-1] upward bubble velocity 
(drift velocity) 

UG (UL) [ms-1] superficial gas (liquid) 
velocity 

Ui [ms-1] bubble i upward velocity 

Vfilm [m3] volume of liquid in the 
film 

g [ms-2] gravity acceleration 

hb (hs) [m] length of bubble (slug) 

n [#] number of bubbles 

ni [mol] number of moles of air of 
bubble i 

tj, tj+1 [s] consecutive time instants 

z (zT) [m] vertical coordinate of the 
column (tank base) 

zliq. [m] liquid free-surface 
coordinate  

znose (zrear) [m] vertical coordinate of 
bubble nose (rear) 

  

Greek Symbols  

αi (εi) [-] fraction of bubble (slug) 
length above tank base 

∆hi [m] expansion of bubble i 

ρ [kgm-3] density of liquid 

1. INTRODUCTION 
Much of the primary modelling of slug flow 

was based on the early works of Dumitrescu [1], 
Davies and Taylor [2] and Nicklin et al. [3]. They 
set the bases for the initial understanding of two-
phase slug flow pattern. Several works followed 
focussing different aspects of such flow pattern 
(e.g.[4-6]). The numerical simulation of two-phase 
vertical slug flow pattern has been attempted by 
several researchers (e.g. [7-9]). It serves as a tool 
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for the study of the influence of several phenomena 
over the development of the flow, as well as an 
outcome predictor for any process/application in 
which this flow occurs. The usual approach requires 
the input of bubble-to-bubble interaction 
correlations relating the trailing bubble velocity to 
the length of the liquid slug ahead of the bubble. 
Different interaction correlations are proposed (e.g. 
[8-10]) depending, for instance, on experimental 
conditions, fluid properties, flow regimes, etc.. The 
simulation of slug flow pattern is often achieved, 
however, without accurate implementation of the 
gas phase expansion along the column (in terms of 
effect over bubble length and over bubble velocity). 
A usual simplification is to correct gas related 
parameters for the pressure at the middle of the 
column (considering an average gas hold-up). Such 
assumptions may jeopardize the accurateness of the 
resulting simulation data, in particular regarding 
bubble length and bubble velocity parameters. The 
suitability of such simplifications decreases, for 
instance, with increasing length of the column to be 
simulated or, ultimately, with parameters that 
augment the pressure gradient along the column. 

The main goal of this work is to provide 
information on the influence of the gas phase 
expansion over the development of the slug flow 
pattern. For that purpose, an algorithm for 
implementation of gas phase expansion along the 
column is proposed. Effects over coalescence, 
bubble length and bubble velocity are discussed.  

2. SLUG FLOW SIMULATOR 
A slug flow simulator supported by air-water 

co-current slug flow experiments ([10]) has been 
used in the present study. The reported bubble-to-
bubble interaction correlation, obtained for 
turbulent regime in the liquid and in the bubble 
wake, has been used to implement the movement of 
bubbles along the column.  
 

( )0.9
, 10.8exp 1 2.4 s ih D

i BU U e −−= +  (1) 
 

where D is the column internal diameter (ID) and Ui 
refers to the velocity of the trailing bubble i, 
flowing behind a liquid slug of length hs, i-1. The 
experimental upward bubble velocity in undisturbed 
conditions, exp

BU , was shown ([10]) to follow the 
theoretical predictions of Nicklin [3] : 
 

( )B L GU U C U U∞= + +  (2) 
 
with U∞, the drift velocity, equal to 0.196 m/s 
(inertial controlled regime in a 0.032 m ID column) 
and C, the ratio between the maximum and average 
liquid velocity, equal to 1.2 (for turbulent regime in 
the liquid). The symbols UL  and UG are the 
superficial liquid and gas velocities, respectively. 

The displacement of the bubbles along the 
column is implemented as the incremental 
movement of their boundaries (bubble nose and 
rear). The position of the bubble rear, at instant tj+1, 

1
,

jt
rear iz + , is computed by updating its position at tj, 

,
jt

rear iz , according to its velocity (Ui).  
 

1
, , 1( )j jt t

rear i rear i i j jz z U t t+

+= + −  (3) 

 
The velocity of the bubble i (Ui) has two 

contributions: one related to the length of the liquid 
slug ahead of it (Eq. (1)), and another related to the 
expansion of the gas bubbles flowing upwards 
(below) the bubble. This latter contribution will be 
described in detail in the following section. The 
position of the bubble nose is updated according to: 
 

1 1 1
, , ,

j j jt t t
nose i rear i b iz z h+ + += +  (4) 

 
Taking the boundaries of two consecutive 

bubbles, the length of the liquid slug flowing 
between them is given by: 
 

1 1 1
, , , 1
j j jt t t

s i rear i nose ih z z+ + +

+= −  (5) 

 
This strategy extends to all the bubbles flowing 

in the column.  

2.1. Expansion of the gas phase along 
the column 

The upward movement of the gas bubbles along 
a vertical column reduces the hydrostatic pressure 
acting on each bubble.  Discarding pressure drops in 
the liquid phase, one can estimate the volume (or 
length) of a bubble at a given column vertical 
coordinate by inputting the corresponding 
hydrostatic pressure in the ideal gas law. However, 
that computation requires a priori knowledge of the 
mass of air of each bubble. This parameter can be 
assessed, for instance, at the base of the column 
(inlet position) where hydrostatic pressure can 
easily be computed.  

2.1.1. Evaluation of the amount of air in a 
bubble 

As bubbles enter the simulation domain (where 
expansion phenomena are acknowledged), different 
hydrostatic pressures act on each bubble depending 
on the gas hold-up in the column. Figure 1 
illustrates this instant. 

The hydrostatic liquid height above a bubble 
entering the column can be calculated by: 
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Figure 1 - Representation of the upward 
movement of a Taylor bubble at column inlet 

 
where zT. is the vertical coordinate of the base of the 
tank (if present), t is the index of the first bubble 
flowing under the base of the tank. Notice that the 
index of the sums in the previous equation (k = t-1) 
is, at least, equal to 1.  The symbols αk and εk are 
the fractions of the length of bubble k and liquid 
slug k above zT, respectively. The parameter αk is 0 
for bubbles flowing inside the column (or if no tank 
is present), 1 for bubbles flowing inside the tank, 
and in the range 0-1 for bubbles crossing the 
vertical coordinate zT.  The value in this range can 
be computed by: 
 

, ,( ) /k nose k T b kz z hα = −  (7) 

 
As for αk, εk is 0 for slugs flowing inside the 
column (or if no tank is present), 1 for slugs flowing 
inside the tank, and in the range 0-1 for slugs 
crossing the vertical coordinate zT.  The value in this 
range can be computed by: 
 

, ,( ) /k rear k T s kz z hε = −  (8) 

 
Notice that although the pressure along the 

liquid film (between bubble and pipe wall) for 
bubbles flowing inside the column, is 
approximately constant, there is a pressure recovery 
at the rear of the bubbles (where film expands) 
proportional to the volume of liquid in the film 
around each bubble.  Therefore, the hydrostatic 
liquid height equivalent to the pressure recovery at 

the rear of a bubble i can be computed as the ratio 
between the volume of liquid in the film and the 
column cross sectional area: 
 

( ), ,1film i c b c b iV S S S h= −  (9) 

 
The last parcel of the right hand side of Eq. (6)  

computes, thus, the pressure recovery contribution 
at the rear of the bubbles. Notice that (1-αk) is 
required to assure that, for bubbles crossing the base 
of the tank, only the percentage of the bubble length 
inside the column (under zT) is considered in the 
computation of the pressure recovery at the bubble 
rear. 

The percentage of the bubble length or slug 
length already inside the tank (αk hb,k or εk hs, k, 
respectively) is discarded in the computation of 
hydrostatic pressure since the hydrostatic height at 
the base of the tank is assumed equal to the height 
of liquid inside it (regardless of the presence or 
absence of bubbles or slugs crossing its base). 

Considering Figure 1 the following general 
exprvvession can be established: 
 

( ) ( )
1 1

, ,
1 1

(1 ) (1 )
i i

T s k k b k k
k t k t

z h hε α
− −

= − = −

= − + −∑ ∑  (10) 

 
with t  = 2 (for the particular situation illustrated in 
Figure 1).  By substituting the previous equation in 
Eq. (6) and rearranging, one obtains a simplified 
expression for the calculation of the hydrostatic 
liquid height above bubble i, at the instant it enters 
the column:  
 

( )
1

, . ,
1

(1 )
i

hyd i liq b c b k k
k t

H z S S h α
−

= −

= − −∑  (11) 

 
As already mentioned, the index of the sum (k = t-1) 
is, at least, equal to 1.  The hydrostatic pressure 
acting on bubble i at the inlet coordinate can now be 
computed as: 
 

, ,i hyd ihydP gHρ=  (12) 

 
where ρ is the density of the liquid and g 
gravitational acceleration. An algebraic 
transformation of the ideal gas law with further 
substitution of the pressure according to Equation 
(12) gives origin to an expression that computes the 
amount of air in a bubble i, at the inlet coordinate:  
 

, ,i b i b atm hyd in h S P gH RTρ = +   (13) 

 
where Patm stands for ambient pressure, T refers to 
the temperature, R is the ideal gas constant and ni is 
the number of moles of air in bubble i. This strategy 
extends to all the bubbles entering the column. The 
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computation of ni is a requirement for the 
implementation of the bubble expansion along the 
column.  

2.1.2. Effect over the length of the bubble 
Figure 2 illustrates an instant in the upward 

movement of bubbles inside the simulation domain. 
The hydrostatic pressure acting on bubble i is given 
by an expression similar to Eq. (11), with a 
correction to account for the positioning of the 
bubble (z nose, i). 
 

( )
1

, . , ,
1

(1 )
i

hyd i liq nose i b c b k k
k t

H z z S S h α
−

= −

= − − −∑  (14) 

 
If Eq. (13) is transformed to isolate hb, i and 

Hhyd, i is further substituted according to the 
aforesaid, one obtains:  
 

, ,b i i b atm hyd ih n RT S P g Hρ = +   (15) 

 
Eqs. (14) and  (15) compute the length of a 

bubble i, as a function of its position in the column 
(through the hydrostatic pressure acting on it). 

 

 

Figure 2 - Representation of the upward 
movement of a Taylor bubble inside the column 

The expansion of bubbles along the column is 
implemented iteratively since their lengths are a 
function of the vertical coordinate of their noses 
(see Eq. (15)) whose computation, in turn, requires 
an estimate of the length of the bubbles (see Eq. (4)
).  

2.1.3. Effect over the velocity of the bubble 
The bubble expansion is seen as a rise of the 

bubble nose region (reference frame attached to the 
bubble). Therefore, bubble expansion results in the 
upward displacement of everything ahead of the 
bubble (liquid and gas) by an amount proportional 
to the expansion of the bubble. Consider Figure 3, 
representing the position of several bubbles, 
flowing upwards in a column, at instant tj. Consider 

that, at instant tj+1 all bubbles had their positions 
updated according to their upward velocity (see Eq. 
(3)). The hydrostatic height above each bubble 
decreased from instant tj to tj+1, therefore, all the 
bubbles expanded accordingly (as described in the 
previous section).    

 

 

 Figure 3 - Two consecutive moments in the 
upward movement of bubbles 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 - Liquid and gas rise ahead bubble i due 
to the expansion of bubbles below it (zone A in 
Figure 3) 

Consider bubble i, in white in Figure 3, and the 
liquid flowing ahead of it (zone A). The expansion 
of the bubbles under bubble i induces a raise in the 
liquid and gas ahead of them, proportional to the 
sum of the individual expansions undergone by 
each bubble (∆h1, ..., ∆hn), and given by: 
 

ahead
expans.

1

n
i

b c k
k i

z S S h
= +

∆ = ∆∑  (16) 

 
This “extra” upward displacement of liquid and 

gas can be seen as an increase in the liquid and gas 
superficial velocities. This increase can be 
calculated dividing ahead

expans.
iz∆  by the time increment 

between the two consecutive instants under focus 
(tj+1 – tj), as in the following equation: 

1

n

k
k i

h
= +

∆∑
1

n
b

k
k ic

S
h

S = +

∆∑
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ahead
expans.ahead

expans.
11 1( )

i n
i b

k
k ij j j j c

z SU h
t t t t S = ++ +

∆
∆ = = ∆

− − ∑  (17) 

 
where ahead

expans.
iU∆  is the increase in the flow velocity 

ahead of bubble i, due to the expansion of all 
bubbles flowing below it. 

The upward velocity of gas bubbles flowing in 
a co-current liquid flow depends on the velocity 
profile of the liquid phase ahead. This dependence 
is usually introduced by parameter C (equal to the 
ratio between the maximum and average liquid 
velocity), whose value depends on the flow regime 
(or velocity profile) in the liquid.  Thus, the overall 
velocity of a bubble flowing in co-current flow is 
the result of two contributions: one related to the 
length of the liquid slug ahead of it (Eq. (1)), and 
another related to the “extra” upward displacement 
of the liquid and gas due to the gas phase expansion 
(Equation (17)). The following equation allows the 
computation of the overall velocity of a bubble, i, in 
a train of bubbles flowing upwards: 
 

0.9
, 10.8

exp

11

1 2.4

( )

s ih
D

i B

n
b

k
k ij j c

U U e

C S h
t t S

− 
−  

 

= ++

 
 = + +
 
 

∆
− ∑

 (18) 

 
where the experimental average upward bubble 
velocity is computed by a transformed version of 
Nicklin's equation: 
 

exp ( )inlet
B L GU U C U U∞= + +  (19) 

 
where inlet

GU , the superficial gas velocity at the inlet 
coordinate, is used instead of UG in order to 
estimate the undisturbed upward bubble velocity 
discarding the effect of the gas phase expansion 
along the column.  Recall that this effect is 
computed by the last parcel of the right hand side of 
equation (18). Theoretical values of U∞ and C 
(0.196 m/s and 1.2, respectively) were used in the 
simulations (experimentally validated by Sotto 
Mayor et al. [10]). The overall bubble velocity, 
given by Eq. (18), is used in Eq. (3) to update the 
positioning of bubble boundaries, and thus, to 
implement the bubble displacement. 

3. RESULTS 

3.1. Effect of gas expansion over 
bubble coalescence 

A special simulation was done in order to 
isolate the effect of the gas phase expansion over 

the flow development along the column. Non-
distributed liquid slug lengths were considered at 
the inlet of the column (corresponding distribution 
featuring null standard deviation), and the bubble-
to-bubble interaction was discarded.  The former 
constrain assures that every liquid slug (and gas 
bubble) enter the column featuring equal length.  
Additionally, the fact that no bubble-to-bubble 
interaction is implemented in the upward movement 
of the bubbles guarantees that any evolution of the 
flow characteristics can be ascribed to the gas phase 
expansion. In Figure 5, the length of bubbles (hb) 
and liquid slugs (hs) and the velocity of bubbles (U) 
are plotted against the column vertical coordinate, 
for a given instant after the start-up of a simulation. 
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Figure 5 - Bubble length, slug length and bubble 
velocity along the vertical coordinate of the 
column, for a given instant (simulation 
discarding bubble-to-bubble interaction and 
constant lengths of bubbles, slugs and bubble 
velocity at the inlet) 

The origin of the vertical coordinate (horizontal 
axis) is positioned at the base of the column.  The 
expansion of the gas phase is computed only above 
the inlet position. Above the column inlet, and due 
to the computation of the gas expansion, the bubble 
and slug lengths and the bubble velocity increase 
along the column.  

Although the increase in the length of the 
bubbles (above column inlet) can be directly related 
to the expansion of the gas phase, a deep analysis of 
all the effects influencing the flow pattern is 
required to fully interpret the variation of the liquid 
slug length along the column (increasing slightly). 
According to Eq. (18), the velocity of a bubble i, 
flowing in the column has a contribution related to 
the expansion of the bubbles flowing under that 
bubble (last parcel of the right hand side of the 
equation). This means that the first bubble (from top 
to bottom), of a train of bubbles flowing in the 
column, has its velocity affected by the expansion 
of more bubbles than does, for instance, the 2nd 
bubble (flowing after the 1st). Consequently, this 
“extra” velocity, due to expansion, is higher for the 
1st bubble than for the 2nd one, which is, in turn, 
higher than for the 3rd bubble, and so on. These 
ordered relations (U1>U2>U3, …, clearly 
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perceivable in Figure 5) lead to the increase in the 
length of the liquid slugs as the train of bubbles 
flow upwards (see previous figure). This shows, 
therefore, that the gas expansion phenomenon 
“opposes” to the merging of consecutive bubbles 
(coalescence) as it induces the increase (though 
smooth) in the length of the slugs. 

3.2. Effect of the outlet configuration 
over the gas expansion 

The expansion of gas bubbles along the column 
is a function of the hydrostatic pressure acting on 
the bubbles, which is, in turn, dependent on the 
coordinate of the liquid free-surface, among other 
parameters (see Eqs. (14) and (15)). Considering 
that the outlet configuration of the column (with or 
without a large cross sectional area tank at its top) 
influences the coordinate of the liquid free-surface 
(dampening effect), it is interesting to assess the 
extent of the influence of the outlet configuration 
over the gas expansion in the column. The 
following sections describe this issue. 

3.2.1. Column without a tank at the top 
(outlet) 

The flow in a 6.5 m long column with internal 
diameter of 0.032 m was simulated considering 
superficial liquid and gas velocities (UL and UG) 
equal to 0.25 m/s and 0.36 m/s, respectively. Gas 
superficial velocity is given at ambient pressure. 
This pressure reference is used for all UG data used 
in this document. Gas expansion and bubble-to-
bubble interaction is considered in the simulation.  
Focus is put on the evolution of the velocity of the 
first bubble along time.  Notice that the so-called 
first bubble in the column changes every time a 
bubble reaches the liquid free-surface (2nd bubble 
becomes the new 1st bubble). The velocity of the 
first bubble (comprising and discarding gas 
expansion) is plotted against time in Figure 6. 
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Figure 6 – Values of the velocity of the first 
bubble along time for a simulation with UL ≈ 
0.25 m/s and UG ≈ 0.36 m/s; without a tank at the 
column outlet 

As expected, the velocity of the first bubble 
discarding the gas expansion contribution is 

constant and equal to the undisturbed upward 
bubble velocity as computed in Eq. (19).  However, 
if the gas expansion contribution is considered, the 
evolution of the velocity of the first bubble is rather 
interesting. There is a continuous increase in U1 in 
the first seconds of the simulation, followed by an 
oscillatory behaviour. The initial escalation of U1 is 
related to the fact that the simulation starts with the 
column full of liquid (no bubbles inside the 
column). As bubbles enter the column (increasing 
gas hold-up) the first bubble of the train is affected 
by the expansion of an increasing number of 
bubbles. Therefore, there is a continuous escalation 
of U1 due to the increase in the last parcel of the 
right hand side of Eq. (18).  This increase continues 
until the first bubble reaches the liquid free-surface. 
From that moment onward, an oscillatory behaviour 
is observed. In order to fully understand the causes 
of this behaviour special attention must be put in the 
evolution along time of other parameters as bubbles 
reach the liquid free-surface.  Those parameters are 
the vertical coordinates of the liquid free-surface 
and of the nose of the first bubble, as well as the 
hydrostatic liquid height above the first bubble. 
These parameters are plotted against time in Figure 
7 (in the range 9-11 s) 
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Figure 7 – Plot of velocity and nose coordinate of 
the first bubble (U1 and znose, 1), hydrostatic 
liquid height above first bubble (Hhyd, 1) and 
vertical coordinate of the liquid free-surface (zliq.) 
along time, in the range 9-11 s; simulation with 
UL ≈ 0.25 m/s and UG ≈ 0.36 m/s; without a tank 
at the column outlet; without a tank at the 
column outlet 

Consider an instant a at which the first bubble 
of a train of bubbles reaches the liquid free-surface. 
At that instant, this interface, previously at 6.5 m 
(outlet coordinate) from the base of the column, 
drops instantly by an amount proportional to the 
height of the bubble exiting the column.  Moreover, 
there is a sudden drop in the coordinate of the nose 
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of the first bubble, since the new first bubble 
(previously second bubble) is flowing somewhere 
below in the column. From that moment onward, 
the liquid free-surface will rise steadily due to the 
continuous entrance of gas and liquid in the column.  
This rise will continue until the liquid reaches again 
the outlet system (at 6.5 m from the base of the 
column; instant b).  Additionally, the new first 
bubble will rise in the column until it reaches the 
liquid free surface (at instant c). Considering that 
the hydrostatic liquid height above the first bubble 
is calculated as the difference between the liquid 
free-surface coordinate (zliq) and the bubble nose 
coordinate (znose, 1), it is obvious that this parameter 
has different variation rates in time intervals a-b 
and b-c. The movement of the liquid free-surface, in 
the time interval a-b, accounts for this difference. 
As a direct consequence of the different variation 
rate of the pressure gradient acting on the bubbles in 
these time intervals, different expansion rates occur.  
Indeed, the expansion of all bubbles flowing in the 
column between instants a and b is considerably 
smaller than between instants b and c. As a 
consequence, the expansion contribution for the 
velocity of the first bubble (but also for the 
remaining bubbles), in the former time interval is 
smaller than in the latter time interval. The 
aforementioned oscillatory behaviour of U1 is, 
therefore, the result of the dynamic evolution of the 
of the liquid free-surface coordinate. 

3.2.2. Column with a large cross sectional 
tank at the top (outlet) 

A large (square) cross sectional tank is often 
used at the top of the columns to assure proper 
separation of gas and liquid phases. Moreover, 
besides phase separation, such a tank has the 
advantage of strongly decreasing the oscillation of 
the liquid free-surface. Considering that liquid free-
surface oscillation originates considerable 
variations in the velocity of the bubbles inside the 
column (as described in the previous section), it is 
interesting to investigate if the dampening effect of 
a large cross sectional tank affects also the 
evolution of the bubble velocity inside the column. 
For this purpose, the operating conditions used in 
the previous section were simulated again 
considering the existence of a large (square) cross 
sectional tank at the top of the column. As before, 
both gas expansion and bubble-to-bubble 
interaction were included in simulation.  The 
velocity of the first bubble (with and without gas 
expansion) is plotted against time in Figure 8.  

As for the case with no tank at the column top, 
a constant value is obtained when the gas expansion 
contribution is withdrawn from U1. However, 
despite the strongly dampened oscillations of the 
liquid free-surface (practically nonexistent) very 
strong oscillation of U1 is observed. Indeed, the 

overall variation of this variable is very similar to 
the one observed when no tank is present. 
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Figure 8 – Values of the velocity of the first 
bubble along time for a simulation with UL ≈ 
0.25 m/s and UG ≈ 0.36 m/s; with a large tank at 
the column outlet (0.5 m height) 

In order to clarify the reasons for this 
behaviour, a closer analysis of the variation of 
several parameters must be done. Attention must be 
focused on the variation of the vertical coordinates 
of the nose and rear of the first bubble, in particular 
in the vicinity of the base of the tank (vertical 
coordinate zT = 6 m). Additionally, the hydrostatic 
liquid height above the second bubble, Hhyd, 2, is 
monitored. The variation of these parameters is 
plotted against time (in the range 9-11 s) in Figure 
9. 
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Figure 9 – Plot of nose and rear coordinates and 
velocity of the first bubble (znose, 1, zrear, 1, U1), 
hydrostatic liquid height above second bubble 
(Hhyd, 2) and vertical coordinate of the liquid 
free-surface (zliq.) along time, in the range 9-11 s; 
simulation with UL ≈ 0.25 m/s and UG ≈ 0.36 m/s; 
with a large tank at the column outlet (0.5 m 
height) 
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Three different time instants are relevant for the 
understanding of the oscillations of U1: instant a 
refers to the moment at which a first bubble reaches 
the liquid free-surface (z = 6.5); instants b and c 
refer to the moments at which the nose and rear of a 
first bubble, respectively, reach the base of the tank 
(z = 6.0). Notice that instant a is prior to instants b 
and c because, after the burst of a first bubble at 
instant a, the previously second bubble, flowing 
somewhere below, becomes the new first bubble. 
Unlike the simulation with no tank at the top of the 
column, no major change in the velocity of the first 
bubble is observed when a bubble reaches the liquid 
free-surface (instant a, in Figure 9). The large cross 
sectional tank at the top of the column assures that 
the coordinate of the liquid free-surface remains 
practically unchanged at that event. Therefore, the 
evolution of the hydrostatic pressure acting on the 
“old” second bubble is fairly steady during the burst 
of the first bubble (Phyd, 2 prior to the burst event is 
practically similar to Phyd, 1 after the burst event; 
despite the change in indexes these parameters refer 
to the same bubble). Attention must be focused now 
on the evolution, of the hydrostatic liquid height 
above the second bubble (Hhyd, 2), along time. The 
variation rate of this parameter between instants a 
and b is fairly constant (negative but almost 
constant slope). However, at instant b there is a 
sudden change in the variation rate (slope) of Hhyd, 2. 
Between instants b and c the first bubble is crossing 
the base of the tank and, as a consequence, the last 
parcel of the right hand side of Eq. (14) is smaller 
than before instant b (α1 = 0 before instant b, and 
increasing from 0 to 1 between instants b and c). As 
a result, the evolution of Hhyd, 2 in that time interval 
is less pronounced and, consequently, the 
corresponding bubble expansion is smoother. The 
original variation rate of Hhyd, 2 is observed again as 
soon as the rear of the first bubble is above the tank 
base (after instant c, and until the next burst event; 
α1 = 1 in that time interval). Notice that this 
analysis has been focused on the hydrostatic liquid 
height above the second bubble for the sake of 
simplicity. Similar effects occur for all the bubbles 
in the column, although with different extent.  Thus, 
because all bubbles in the column undergo smaller 
expansion rate when the first bubble of the train of 
bubbles is crossing the base of the tank, strong 
oscillation on the velocity of bubbles are observed.  

A large cross sectional tank mounted at the top 
of a slug flow column assures an almost constant 
aerated liquid level, but it does not guarantee a 
steady expansion rate of the gas phase inside the 
column.  It does not even attenuate the oscillations 
of this parameter. 

4. CONCLUSIONS 
A simulation study on the gas phase expansion 

in co-current slug flow is reported. The expansion 
of the gas phase along the column decreases 

(slightly) the coalescence of bubbles. The 
movement of the liquid free-surface (at bubble burst 
events) affects strongly the expansion rate of the 
gas phase and, consequently, the velocity of the 
bubbles. Although a large cross sectional tank at the 
top of the column assures an almost steady liquid 
free-surface, it does not guarantee a steady 
expansion rate of the gas phase. It does not prevent, 
therefore, the oscillation of the velocity of bubbles. 
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ABSTRACT 
Erosion is the most prominent effect of 

cavitation action. That is why a lot of studies have 
been dedicated to this process. In general the 
cavitation erosion is a very complex process, which 
involves a multitude of geometric, hydraulic, 
chemical factors, and thermodynamic parameters as 
well as material properties. A number of these 
parameters are extremely difficult to quantify.  

The main reason of using cavitating jet in this 
work was to test the resistance of the materials to 
the cavitation erosion. Additional reasons rely on 
wide applications of cavitating jet in a life, such as 
in the drilling, cutting, cleaning etc. 

The experimental setup with submerged 
cavitating jet has been used for the study of 
influences of material and exposure time on the 
erosion process. These influencing parameters are 
experimentally proved to be very significant for the 
cavitation erosion process. Each of the parameters 
has been varied separately, and the results of 
erosion are analysed in detail. Additionally, a 
comparison of experiments with coated and non-
coated material has been made in order to study the 
enhancement of erosion resistance achieved by the 
coating. 

Keywords: cavitation, coating, corrosion, 
erosion, submerged jet. 

NOMENCLATURE 
A [m2] nozzle outlet cross-section area  
Din [mm] inlet nozzle diameter   
Dout  [mm] outlet nozzle diameter   
L [mm] stand-off distance  
T [0C] temperature  
∆W [mg] weight loss 

refp  [bar] reference pressure 

vp  [bar]  saturation (vapour) pressure 

refu  [m/s] reference velocity = Q / A 
Vj [m/s] jet velocity = Q / A 
P1  [bar] upstream pressure 
P2  [bar] downstream pressure 
∆t [h, s] exposure time 
ρ  [kg/m3] density of the liquid 
σ [-] cavitation number – defined as 

  
2

2
1

ref

vref.

ρu

pp
σ

−
=  

1. INTRODUCTION 
Erosion is the most prominent effect of 

cavitation action. That is why a lot of studies have 
been dedicated to this process. In general the 
cavitation erosion is a very complex process, which 
involves a multitude of geometric, hydraulic, 
chemical factors, and thermodynamic parameters as 
well as material properties, that an exact solution by 
either analytical or experimental methods is out of 
reach for a long time. A number of these parameters 
are extremely difficult to quantify [1-3, 5-8, 10, 13, 
18-22]. Consequently, the results of erosion tests 
are and will remain as subject to a large scatter. A 
statistical approach, based on realistic but simplified 
physical model, is there to improve confidence in 
the damage prediction [9,11,13,18,20,25,30]. The 
main reason of using cavitating jet in this work was 
to test the resistance of the materials to the 
cavitation erosion. Additional reasons rely on wide 
applications of cavitating jet in a life, such as in the 
drilling, cutting, cleaning etc. 

The jet method has many advantages over the 
other methods used for the erosion testing. The 
apparatus is small, the testing times can readily be 
adjusted by choosing a suitable upstream pressure, 
the results can then be scaled up or down provided 
the cavitation number is kept constant. However, 
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the greatest advantage is the fact that the flow 
parameters can be controlled independently.  

The behaviour of severely erosive cavitation 
clouds depends on pressure gradient in the jet 
nozzle, jet geometry, and material of the subject. 
[12,14,17-19,27,30]. As the cavitation bubbles 
collapse on the surface of a specimen, the surface 
will be increasingly eroded. This erosion can be 
quantified by measuring the weight loss in a given 
time. 

2. EXPERIMENTAL SETUP AND 
MEASUREMENT PROCEDURE 

The experimental setup for jet performance 
investigation is a closed hydraulic loop shown on 
Fig.1. High-speed submerged cavitating jet is 
produced in the test chamber by adjustment of 
appropriate hydrodynamic conditions and by final 
outflow to the test chamber through the nozzle. 
 
 

Figure 1. Schematic diagram of Cavitating jet 
machine (1. Plunger pump; 2. Filter; 3. Regulation valve; 4 
Temperature sensor; 5. High-pressure transducer; 6. Test 
chamber; 7. Pass valve; 8. Low-pressure transducer; 9. Safety 
valve; 10. Tank; 11. Circulation pump; 12. Heat exchanger; 13. 
Distracter energy; 14. Pressure gauge) 

 
Test chamber geometry is shown in Figure 2. 

The specimens are mounted in the chamber co-
axially with the nozzle, the chamber is filled up 
with water, and then the water is pressurized by a 
plunger pump. Only one chamber is functional, the 
other is for reserve. Shortcut line with pressure 
gauge has the function of regulation of the pressure 
in the system and maintaining of the water 
temperature within maximum 30C of variation 
during the erosion tests is fulfilled by cooling 
circuit with the heat exchanger.  

Jet impacts the sample S located L =25.67 mm 
away from the nozzle (on the opposite side of the 
chamber – Fig.2). A rotating holder is used to attach 
up to 6 specimens (samples).  

Hydrodynamic conditions were varied within 
the following limits: test chamber was 0.87 liters in 
volume and nozzles used were with diameters of 
0.4, 0.45, 0.55 and 0.6 mm. The top speed of the jet 

is more than 200 m/s for upstream pressure set to 
450 bar. The downstream pressure could be 
adjusted from atmospheric pressure up to 4 bar. 

 
 

 
 

 

Figure 2. Side-view (sketch) and upper-view 
(photo) of the rectangular test chamber in a 
Cavitating jet machine 

 

Figure 3. Side-view of the test chamber with 
cavitating jet impacting on a specimen. The flow 
is from left to right 

The specimen is first weighted and then 
mounted in the holder. The test chamber is filled 
with tap water from the tank in the facility. 
Pressurized water is pumped from the tank using 
the plunger pump via the nozzle into the test 
chamber. Hydrodynamic conditions are settled on to 
produce cavitating jet. The cavitating jet is then 
impinging the specimen at 90 degrees to its 
diameter. After certain exposure time the facility is 
turned off, the chamber is evacuated and then the 

Down-stream pressure  Up-stream pressure 

 Glass window

      
  Inlet 

Outlet 

    
Nozzle     
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specimen removed. Specimens are dried and 
weighted and the procedure is then repeated with 
other specimens. The intensity of cavitating jet is 
controlled via the upstream pressure and 
downstream pressure, which are measured precisely 
by transducers and controlled using the needle 
valves (regulation valves). The filters are used to 
purify impurities from the circulating water. The 
temperature regulator and temperature sensors are 
used to control the water temperature. The nozzle 
may be mounted in holder in two ways in respect to 
the inlet and outlet diameters: divergent and/or 
convergent conicity.  

2.1. Instruments and calibration 
In order to get the results with high accuracy, 

the calibration of all apparatus in facility was done. 
The pressure transducers used to measure the 
upstream and downstream pressure were calibrated 
precisely with a reference pressure transducer 
HUBER of high precision (maximum pressure is 25 
bar), then the flow rate for different nozzle 
diameters and different directions of flow were 
measured precisely in order to get the constant K in 
different cases for calculating the exit jet velocity. 
The temperature sensors in the test rig were 
calibrated perfectly by the use of NORMA (Digital 
Thermometer) as the reference in the calibration 
process. Validity of the cooling system was proved 
by examined validity of the heat exchanger and the 
temperature regulator. 

2.2. Cavitation erosion parameters and 
erosion quantification 

Cavitation number σ is the most important 
parameter for a cavitating jet. It represents a 
measure of the resistance of flow to the incidence of 
cavitation, since the lower it is the cavitation is 
more intensive. The value of this parameter has 
been established by measurements of upstream and 
downstream pressure, and by calculation of the 
reference velocity from the measured flow-rate. 

Between the start of the test on a specimen and 
the bеginning of a visible damage some time 
elapses. This time period is called the incubation 
time, and it is increased as the ratio of cavitation 
intensity to cavitation resistance decreases. 
However, there are no quantative data on this 
relationship. [2,8,17,20-23] 

At regular intervals, the specimen was carefully 
removed from the chamber and dried sufficiently. 
Then the mass (weight) loss was measured by a 
high precision balance (METTLER AE 100), with 
accuracy and sensitivity of 0.1 mg.  

3. TESTED MATERIALS 
The erosion, produced by impingement of a 

cavitating jet, was investigated experimentally 
using three basic kinds of tested materials: 

aluminum alloy (Al-alloy), stainless steel 
(St.St.316) and copper (Cu), with water as a 
working fluid. In order to precisely understand the 
erosion results, it is important to know the exact 
composition of the materials tested. 

X-ray fluorescence spectroscopy has been used 
to establish the exact composition of each material. 
Results signify that St.St.316 (Fe+Cr+Ni), and Cu 
are pure, but Al-alloy is the mixture of Al, Mn, Fe 
Cu and Zn. So, it is to be expected that this mixture 
will have higher erosion resistance than Cu, and that 
is the reason why the most number of short-time 
experiments has been conducted with specimanes 
out of Cu. 

Experiments with coating have been done on 
another material which is designated with X in this 
paper. The composition of this material, as well as 
of the coating, was not allowed to be published. 

4. EXPERIMENTAL RESULTS AND 
CONSIDERATIONS 

All the tests were performed under the same 
hydrodynamic conditions as described in Table 1. 

Table 1. Hydrodynamic operating conditions in 
investigation of influence of material 

P1  
[bar] 

P2 
[bar] 

Vj  
[m/s] 

σ T  
[0C] 

195 
±1 

2.19 
±0.1 

170 
±0.5 

0.013 
±0.001 

21 
±1 

4.1. The influence of material on the 
erosion rate 

Series of tests were carried out involving 
repeated exposure of the specimens of Al-alloy, 
St.St.316 and Cu to the action of cavitating jet for 
periods of 0.5 up to 5 hours. The exposure times 
were chosen so that the level of damage on each 
specimen could be readily evaluated. The weight 
loss was calculated from weighings of the specimen 
before and after the erosion test. 

Some quantitative test results are shown in 
Fig.5. Also, some photos are shown in Fig.4 in 
order to realize that the erosion occurred as an 
annular ring on the disc specimen, with regions 
inside and outside the ring which essentially look 
like unaffected. 
 

   

Figure 4.  Erosion pattern in different kinds of 
tested materials (Al - left, Cu – middle, St.St. – 
right). Conditions P1=145±1 bar, P2=2.1±0.1 bar, 
Vj=147±0.5 m/s, σ= 0.0193 ±0.001, T=20°C, exposure time = 
0.5 h, x/d=57, (convergent nozzle) 
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We can note that in case of St.St. there is no 
significant difference in weight before and after the 
time of exposure to cavitation, but the changes 
happened only in the colour of the exposed area. It 
looks like a gray ring on the disc specimen, and it 
means for St.St. that we are still in the period of 
incubation time.  
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Figure 5. Dependency of weight loss on exposure 
time.  Conditions: Vj=170m/s, σ=0.013, T=23°C, 
x/d=57.5,  (convergent nozzle). 

But for the cases of Al-alloy and Cu we passed 
that period (incubation time), so there are 
significant differences between the weight before 
and after cavitation exposure. The differences in 
these cases are interpreted as a consequences of the 
differences in mechanical properties of tested 
materials (hardness, toughness, etc.). 

4.2. SEM for tested materials 
 

   

   

   

Figure 6. The group of images of severely eroded 
surfaces established by SEM FEIQANTA 200. 
Conditions: P1=145 bar, P2=2.1 bar, Vj=147 m/s, 
σ = 0.0193, T=20°C, exposure time =0.5 h, 
x/d=57, (convergent nozzle). 

In order to observe and compare eroded 
surfaces, scanning electron microscope (SEM) 
technique has been used. Comparison has been 
done for the three kinds of material (Al-alloy, Cu 
and St.St.316), which were exposed to the 
cavitating jet for 30 minutes of exposure time, 
under the same hydrodynamic conditions. The SEM 
which was used is FEIQANTA 200. 

The observed images reveal that in the first four 
images (Fig.6) the surface is principally charac-
terized by a huge number of very fine, deep 
cylindrical holes developed within the Al-alloy and 
Cu. Also, the surface is characterized by a typical 
fracture features in both of specimens (Al-alloy and 
Cu). Comparing the pictures of Al-alloy and pic-
tures of Cu, the differences in fracture features may 
be noticed, and also in the number and the depth of 
the holes (in Cu specimens more fatigue features 
are noticed, with more holes which are deeper).  

In the case of St.St.316, other two images 
reveal that there are no holes on the surface. Black 
features that may be noticed on the surface appear 
from sample preparation of specimen and will not 
be discussed. 

4.3. The influence of coating on the 
cavitation erosion rate 

Specimens of material X were tested, one non-
coated and the other coated. Coating was introduced 
to improve the resistance of material X to cavitation 
erosion, so that the increase of incubation time for 
the coated material is expected as a result. Material 
X is normally used in the manufacturing of drilling 
hammer casings.  

First, preliminary long term test have been 
carried out for exposure times of 0.5 to 4 hours. 
Then, the short-term test has been run for further 
investigation. 

4.3.1. Long term test 
Two specimens (one non-coated and another 

coated) were exposed to cavitation created by the 
cavitating jet machine. The exposure times were 
0.5, 1, 2, 3 and 4 h, under operating conditions 
given in Table 2. 

Table 2. Hydrodynamic operating conditions at 
the long term test 

P1  
[bar] 

P2  
[bar] 

Vj 
[m/s] 

σ  T [0C] 

166 
±1 

2.2 
±0.1 

157 
±0.5 

0.017 
±0.001 

21 
±1 

 
After each exposure time the specimen was 

weighted again, and the weights of the specimen 
before and after the exposure to cavitation were 
compared - Table 3. 

The curves of results obtained by the long term 
test (Figure 7) show that for exposure time less than 

Cu 100µm Cu 400µm 

St.St. 400µm  

Al-alloy 100µm Al-alloy 400µm 

St.St. 100µm 
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2 hours, the coated material was more resistent to 
cavitation erosion, but after 2 hours the trend was 
opposite - the damage on the coated material was 
larger.  

Table 3. Weights of specimens during the long-
term test 
Exposure 
time ∆t [h] 

0 1 2 3 4 

Weight of 
coated 
specimen [g] 

7.1691 7.1653 7.1584 7.1390 7.1200 

Weight of 
non-coated 
specimen [g] 

7.1464 7.1408 7.1317 7.1191 7.1034 
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Figure 7. Weight loss dependency on exposure 
time (coated and non-coated material), 
(convergent nozzle) 

This is most probably because after 2 hours the 
layer(s) of the coating was removed by cavitation 
and the craters and pits which were made trapped 
the liquid and some dissolved gas, so that 
subsequent collapse of the next cavity occurred in 
the same or nearby position of the previous one. 
Such a mechanism produces waves which 
propagate in and inbetween the layers, so the 
coating layer(s) wiil be removed until the original 
specimen surface appears. Then the erosion will 
take place in the original surface and there will be 
another incubation time (although the intensity of 
the cavitation remains constant, its effectiveness 
will be increased after the incubation time). Also, in 
addition, the corrosion will take place on the 
surface, thus contributing to removing of the 
coating from the surface.  
 

   

Figure 8. Top view of the specimens, left is 
coated and right is non-coated specimen, 
exposure time is 4 hours 

Visual investigation of images (Figure 8) of 
two specimens (coated and non-coated) reveals that 
a corrosion has also contributed to the weight loss. 
This clearly indicates that the weight loss is not 
only a result of cavitation. Not distinguishing the 
effects acting in this problem may lead to a mistake 
in the cavitation erosion rate calculation, where the 
cavitation damage accelerates the corrosion and 
vice versa. In order to distinguish between erosion 
and corrosion, some steps were done in this paper to 
investigate the resistence of the material to 
corrosion before going on with cavitation 
experiments. 

4.3.2. Corrosion existence test 
In the first phase, two samples, one of coated 

and the other of non-coated material, were put in 
water for a period of 24 hours. The corrosion 
products were then removed (Figure 9) and 
weighted. This proved the existence of corrosion in 
both specimens as well as the weight loss due to 
corrosion (1.6mg non-coated, 0.7mg coated). 
 

   

Figure 9. Corrosion existence test - 24h in water 
- corrosion products removed. Left is coated and 
right is non-coated specimen (top view) 

In the second phase, the same two samples 
were put in the water for additional 48 hours, in 
order to see more clearly the effect of corrosion in 
the weight loss. The result shows that the weight 
loss of the non-coated material is increased by 
+2.7mg, and of the coated material by +1.8mg 
above the weight losses for a period of 24h (before 
this test of 48h). It is concluded that the non-coated 
specimen has considerably higher tendency to 
corrosion than the coated specimen. 

The results show that the weight loss due to 
corrosion is considerably small, but for the case of 
existing cavitation erosion, the corrosion process 
will be much faster, as will be the cavitation erosion 
itself. Thus the existing of corrosion contributed in 
the weight loss established in previous 
investigation, confirming that it is not easy to 
distinguish them separately. It may be concluded 
that in corrosive media, like in our case water, the 
weight loss is not a fully confident indicator for just 
a cavitation erosion measure. 

That is why the short term tests were carried 
out, thus trying to avoid the influence of corrosion. 
The attempt was focused to find the incubation time 
as a valid parameter of cavitation erosion resistence. 
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This parameter is valuable, since in order to 
increase the resistence of the materials to cavitation 
erosion, the incubation time must be increased, and 
after it the effectiveness of cavitation will 
significantly increase. 

4.3.3. Short term test 
The exposure time was set very short (15 

seconds) in order to avoid the effect of corrosion 
and to attempt to find the incubation time. Another 
reason for this short time exposure was to try to 
eliminate the difference between the intensity of 
cavitation phenomenon in our test rig and the one in 
a real case. 
 

P1 
[bar] 

P2 
[bar] 

Vj 
[m/s] 

σ 

115 2.21 130 0.026 

Table 4. Hydrodynamic operating conditions at 
the short term test. 

After 15 seconds, the specimens were dried and 
investigated using a microscope. It was found that 
there are many pits on the top surfaces of the two 
specimens. By comparison of the two specimens, it 
is found that the non-coated specimen has no folds 
pits much more than that in coated specimen (figure 
10). 
 

  

Figure 10. Short-term cavitation test - specimens 
after 15 s exposure to cavitating jet. Left is 
coated and right is non-coated specimen. (top 
view) 

4.3.4. Scanning electron microscope (SEM) 
Scanning electron microscope (SEM) technique 

was used after the exposure of the coated and non-
coated specimens to the cavitating jet for 0.5 h for 
each one with the condition as shown in Table 5 
(not a short-term test). The aim was to see the 
cavitation holes in both specimens and to see the 
aspects of surfaces deformations in both specimens. 

For the coated specimen the result of this 
investigation reveals the homogeneity and 
composition of the surface (coating): 
• Inside the hole the composition is C (carbon), 

O2 (oxigen), Fe (iron) and Si (Silicon). 
• At medial depth of the pit the composition is C, 

O2 and Si. 
• At the edges it is Si and Fe. 

For the surface without cavitation composition 
is C, O2, and Si (with Si percentage less than in 
other points). 

So, from these data the unknown material 
composition of the coating can be partly deducted.  

Photos are given in Figures 11-13. For the 
group of images in Figure 11 SEM FEIQANTA 200 
digital microscope was used, but for the group of 
images in Figures 12 and 13 older technique with 
SEM analogue microscope and classic polaroid 
camera was used. 
 

 

 

Figure 11. Images of severely eroded surfaces 
established by SEM FEIQANTA 200 for coated 
and non coated materials. 

 

 

Figure 12. Images of severely eroded surfaces for 
coated and non-coated materials. 

In Fig.11 in the first image A (coated 
specimen), with 1000µm as a reference scale, many 
holes in the cavitated surface may be seen as also in 
the image B (non-coated specimen), with 100µm as 
a reference scale. However, in the image B many 
holes are surrounded by white rings so the surface 
looks like exploded. The impression is that the look 
of the surface (non-coated) is such as it is exposed 
to corrosive media. 

In the image C (coated), with 100 µm scale, the 
holes are much bigger as compared to the holes in 

E F

G H

A B

C D
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image B (non-coated), 100 µm scale. The long 
white shape in the image is just a dust or dirt and it 
is not a result of cavitation attack. 

In the image D (non-coated), 25µm scale, the 
hole is surrounded by wider white ring and in some 
places with white parts, which are the result of 
cavitation. The interpretation of this phenomenon is 
that the upper part in the surface is removed by 
cavitation.  

In Fig.12 in the image E (coated),100 µm scale, 
the big black ring around the pit (hole) can be 
noticed. This is just the change of colour since no 
changes in surface structure exist. 

In the image F (coated), 10 µm scale, the 
coating is removed around the pit and thus the sharp 
edges around the hole are produced. Many layers of 
coating one over another can be seen. This is a 
result of the imperfection in coating performance on 
the specimen surface. 

In the image G (coated), 1mm scale, the erosion 
ring pattern can be distinguished in which every pit 
is surrounded by a white ring (curved black line is 
not a part in the specimen, and the big black points 
are dust or dirt or something else reacted with the 
surface). 

In the image H (non-coated), 100µm scale, the 
surface was more severely attacked by cavitation 
and it contains more pronounced holes (pits) and 
hills (uplands). 
 

 

 

Figure 13. Pictures show the defects in the coated 
surface (no cavitation). 

In Fig.13 there are some holes and cracks in the 
surface - in pictures I and J 10 and 100µm scale 
respectively the hole may be seen. Pictures K and L 
were taken with different angles in order to be sure 
that the surface has that defects (K at Ө=90° & L at 
45° between the specimen surface and the SEM 
lens). 

5. CONCLUSIONS 
From the test method for erosion of solid 

materials by a cavitating liquid jet we can say that, 
this test method covers a test that can be used to 

compare the cavitation erosion resistance of solid 
materials; this test method can also be used to 
compare the cavitation erosion capability of various 
liquids and at different conditions easily.  

The cavitation erosion in a certain material is 
increased gradually as exposure time increases until 
it arrives to the steady state at a certain time; then it 
decreases gradually (no more erosion [2,8,18,22]). 

The incubation time is dependent on the kind of 
material, where for the case of St.St. the incubation 
time has not been passed, but for Al (alloy) and Cu 
– it was. After this time, although the intensity of 
the cavitation remains constant, effectiveness of 
erosion process increases.      

The degree of cavitation erosion and its pattern 
are very strongly dependent on the kind of material, 
i.e. on the material mechanical properties. The 
degree of the surface roughness produced by 
cavitation erosion is the direct consequence of the 
cavitation erosion manner. 

The erosion pattern looks like a group of many 
rings (ring manner) with different degrees in 
roughness. These rings are not symmetric, which 
means that the intensity of bubbles is varied along 
the jet diameter. So, it may be concluded that the 
cavitation intensity varies from non-damaging 
values outside the eroded area to the strongest 
attack at the location of maximum depth of 
material. 

The coating used to cover the exposed surface 
to cavitation may increase the resistance of the 
surface material to cavitation erosion by increasing 
the incubation time. Off course the degree of this 
benefit it will depends on the kind of coating, the 
perfection degree of coated surface, and the kind of 
working fluid. 

The existence of corrosion phenomena during 
the investigation on cavitation erosion may require 
avoidance of erosion rate as a confident indicator 
for cavitation erosion in order to prevent the error in 
weight loss calculation. 
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Abstract 

The paper presents two crucial mathematical 
models of transient cavitating pipe flow, i.e. column 
separation model (CSM) and bubbly cavitation 
model (BCM). The transient state models of friction 
between liquid and pipe wall have been associated 
with those models. The equations describing the 
CSM and BCM models have been solved basing on 
method of characteristics and finite differences 
method afterwards. The results of numeric 
simulations have been compared to results of 
experiments. Putting the dependences representing 
the non-stationary resistances of friction between 
liquid and pipe walls to considered models one can 
observe, that simulation results are quite similar to 
referring experimental results. 

Keywords: bubbly flow, cavitation, column 
separation, numerical simulation, transient 
turbulent flow, unsteady friction. 

Nomenclature 

c  [m/s] acoustic wave speed 
g  [m/s2] acceleration due to gravity 
p  [N/m2] pressure 
pv  [N/m2] vapour pressure 
t  [s] time 

2R/tt̂ ν=   [-] dimensionless time 
v  [m/s] instantaneous mean flow 

velocity  
w  [-] weighting function 
x  [m] distance along pipe axis 
A  [m2] pipe cross-sectional area 
L  [m] pipe length 
R  [m] radius of pipe 
Re = 2Rv/ν  [-] Reynolds number 
α  [-] volumetric fraction of liquid 
γ  [°] pipe slope angle 

λ  [-] Darcy – Weisbach friction 
factor 

µ  [kg/ms] dynamic viscosity 
ν  [m2/s] kinematic viscosity 
ρl [kg/m3] liquid density (constant) 
ρm [kg/m3] density of homogenous 

mixture of liquid and vapour 
ρv [kg/m3] vapour density (constant) 
τw  [N/m2] wall shear stress 
τwq   [N/m2] wall shear stress for quasi - 

steady flow 
τwn   [N/m2] unsteady wall shear stress 
Ω =ωR2/ν  [-] dimensionless frequency 

 
1. INTRODUCTION 

 
During the water hammer phenomena, which 

can be caused, for example, by flow shut off or 
emergency switching off the electric motor driving 
the hydraulic pump, the cavitation process in 
hydraulic pipelines of hydraulic system can appear. 
There are two kinds of possible cavitation 
phenomena: liquid-vaporous and gas ones. The 
liquid –vaporous cavitation comes into existence , if 
pressure drops to the value which is lower than 
pressure of liquid vaporization for existing 
temperature. If pressure becomes lower than 
pressure necessary for keeping the dissolved gases 
“inside” of saturated solution, than gases in liquid 
(like dissolved air) are released and described 
phenomenon is called gas cavitation. From 
mathematical point of view one can select two basic 
models. The first one refers to discrete cavitation. 
This type of cavitation causes column separation of 
liquid stream. The column separation model (CSM) 
describes the discrete cavitation. The second model, 
i.e.. bubbly cavitation model (BCM) ,is associated 
with phenomenon of bubbly cavitation distributed 
along of pipe axis. The wave nature of changes of 
pressure accompanying the water hammer 
phenomena makes, that cavitation can appear and 
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disappear periodically. Taking into account the 
technical needs one should be able to predict the 
maximal amplitudes of that pulsating pressure. 

The present paper deals with prediction of 
pressure changes during transient states of fluid 
flow. The cavitation phenomena are taken into 
account. The computer software programs 
dedicated for simulation of fluid transients under 
the presence of cavitation usually use quite simple 
calculation algorithms. The basing on models of 
quasi-steady hydraulic resistances can be treated as 
essential matter of simplifications. For example, we 
can specify the Streeter’s model of CSM type [1] or 
Chaundhry ‘s at al. model [2] of BCM type, where 
quasi-steady headlosses are assumed. Fuji at all. in 
[3] neglect the hydraulic resistances. The 
introduction of time-variable hydraulic resistances 
to both considered models can be treated as novelty 
of present paper. The time-variable hydraulic 
resistances are included to models for laminar flow 
as well as turbulent one. 

The variable hydraulic resistances are 
represented by convolution integral. The integrand 
is expressed by fluid acceleration and certain 
weighing function for wall shear stress. The 
presented results of computer simulations show 
changes of pressure during water hammer 
phenomena. The cavitation has been taken into 
account during simulations. For comparison 
purposes, simulations have been carried out for 
variable and quasi-steady hydraulic resistances. The 
obtained simulation results have been compared to 
credible experimental results published by Bergant 
and Simpson [4-6]. The above comparison shows, 
that models with variable hydraulic resistances are 
more accurate comparing them to models with 
quasi-steady resistances, because results generated 
by means of those models are ‘close’ to referring 
experimental results.  

 
2. BASIC EQUATIONS 
 

The two models of cavitation are taken into 
consideration: 
• modified column separation model (CSM) [6-
10]: 
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• modified bubbly cavitation model (BCM) [10]:  
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where: 
 

( ) vlm 1 ραραρ ⋅−+⋅=    (5) 
 

3. MODELS OF FRICTION 
 
The calculations of transient states taking into 

account cavitation are based on the usually used 
quasi-steady model of friction losses, which is 
directly associated with friction between fluid and 
pipe walls. This type of friction models has been 
applied both to CSM model as well as BCM one:  
• in CSM: 
 

vv
8
1

lwqw ⋅⋅⋅== λρττ   (6.1) 

 
• in BCM: 
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The shear stress at pipe wall in case of unsteady 

flow may be presented as the sum of two 
components, namely: quasi-steady state shear 
component τwq and unsteady state shear component 
τwn  [11]: 
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t
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vutw

R
2µττ  (6.3) 

 
where w(t) is weighting function. The 

following forms of weighting functions have been 
selected for application in current work: 
• for laminar flow: 
a) model of Zarzycki [11,12]: 
 

t̂m
2

5.0
1 eCt̂C)t̂(w ⋅−− +=   (7) 

 
where: C1 = 0.2812, C2 = -1.5821, m = 8.8553. 
b) model of Schohl [13]: 
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where: m1 = 1.051, m2 = 2.358, m3 = 9.021, m4  = 
29.47, m5 = 79.55; 
n1 = 26.65, n2 = 100, n3 = 669.6, n4  = 6497, n5 = 
57990. 
• for turbulent flow, model of Zarzycki–Kudźma 
[11,14]: 
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c1 = -13.27813, c2 = 0.000391, c3 = 14.27658; 
A1 =1.568, A2 =60.73, A3 =10.76, A4 =33.26,  
A5 =2.799, A6 =5.527, A7 =0.2137, A8 =18.99; 
b1 = 8.44, b2 =96940, b3 = 2162, b4 = 29250,  
b5 = 88.02, b6 = 480.5, b7 = 0.09834, b8 = 8425. 

 
4. CALCULATION PROCEDURE 

 
Equations (1), (2) and (3), (4) can be 

transformed to pair of differential equations by 
application of method of characteristics (MOC). For 
CSM model is: 
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For bubbly cavitation is: 
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if    (13) dtcdx ⋅±=
 

In case of Zarzycki’s model (7) the shear stress τw 
was computed according to traditional Zielke 
method [15], where integral convolution was 
replaced by finite sum. 
 

( ) ( ) ( )ikwnikwqikw ,, τττ += ,
  (14) 

 
The component  ( )ikwq ,τ  is calculated from (6.1) for 
CSM model and from (6.2) for BCM model 
respectively. 
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The stress wnτ  for Schohl’s model (8) has been 
calculated as it follows: 
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It is model which was created on the base of 
effective Trikha model [16]. 

For effective model of Zarzycki-Kudźma (9) [14]:  
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(17) 

The solution of equation system (1),(2) 
describing fluid column separation is well known. 
However, it should be mentioned about important 
assumption, that simulated model allowed to create 
the discontinuity area only inside of one among set 
calculation cross-sections [7,9,17]. That only one, 
distinguished cross-section is located directly in 
neighborhood of cut-off valve. The above attitude is 
applied in order to eliminate the possibility of 
generating of “virtual numeric peaks of pressure”, 
which are results of distribution of discontinuity 
areas to several calculation cross-sections. 
According to considered procedure, for those 
calculation cross-sections (except the next to cutting 
valve) where estimated pressure is p p≤ v one has to 
calculate the average flow velocities, i.e. 

( )−+ +⋅= vv50v . . The values of v+ (downstream 
velocity of the vapour cavity section) and v- 
(upstream velocity of the vapour cavity section) are 
calculated from equations of characteristics C+ and 
C- under assumption that pD=pv. The volume of 
cavitation zone inside of pipelines with constant 
diameter is calculated using continuity equation in 
the form: 

 

( ) dtvvAV
t

t
c

o

⋅−⋅= ∫ −+    (18) 

 
where:  
to – time of appearing of cavitation (defined by 
moment when value of p becomes less than pv), 
v+ and v- - fluid flow velocities , respectively for 
downstream and upstream of the vapour cavity 
section. 

Initially, the value of volume Vc grows, which 
is an evidence of progress of cavitation process, and 
next Vc decreases, when cavitation disappears. If Vc 
becomes to value Vc = 0, then process of cavitation 
is finished and returns the state of continuous flow 
of fluid. The above (18) mentioned equation of 
continuity can be formulated as it follows: 
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For bubbly cavitation model BCM:  
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Using method of characteristics and rewriting - later 
on - in finite difference form equations (3),(4) for 
BCM model we obtain [10]: 
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Fig. 1. Rectangular grid of characteristics. 
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the value of CA and CB are known from previous 
time steps. 
• It's no cavitation when , than BA CC ≥ 1D =α  
and: 
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• Cavitation occurs when: , than: BA CC <

vD pp =  
Transforming equation (5) one obtains: 
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From equations (20),(21),(22),(23) for pD=pv one 
can determine mDρ . Putting it to formula (25) we 
obtain:  
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• For both considered cases we use the following 
formula in order to calculate the velocity: 
 

( BA
D

D CC
2

v +⋅= )α   (27) 

 
5. RESULTS OF SIMULATION 

 
To verify results of simulation of presented 

models they have been compared to experimental 
results [4-6]. The experiments have been carried out 
using apparatus shown in Fig. 2. The experimental 
apparatus comprises a 37.2 [m] long sloping copper 
pipe of 22 [mm] internal diameter and 1.63 [mm] 
wall thickness connecting the two pressurized tanks. 

 

Tank 1

2.03 m

0.0 m

Pressure Regulation

p

pR

pTTw

pR

pT

Vo

Data Acquisition and 
Processing

Pipeline: D=22 mm; L=37.2

Tank 2

p p p p

 

Fig. 2. Experimental apparatus.  

The following parameters where kept constant 
for purpose of all further considerations: time of 
operation of quick shut- off ball valve Tf  =0,009 
[s]; velocity of propagation of pressure wave 
c=1319 [m/s]; water temperature Tw = 15,5 [oC]. 
The water density and viscosity have been 
determined from characteristics for known 
temperature. The graphical representations of 
chosen transient states are presented below. 

 
A) The steady state velocity vo=0.3 [m/s]; pressure 
near tank pzb=0,2158 [MPa]; model of non-
stationary friction losses for laminar flow – 
effective model of Schohl. 
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Fig. 3. Pressure variation at the valve (vo=0.30 
m/s, pzb=0.2158 MPa). 
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Fig. 4. Pressure variation at the valve - zoom 
(vo=0.30 m/s, pzb=0.2158 MPa). 

Looking at Fig. 3 we can observe, that behind 
the fourth peak of curve representing pressure near 
valve model of BCM type is better comparing it to 
model CSM. Simulation of CSM model yields to 
low amplitudes of pressure peaks. Furthermore, 
simulation results for BCM model allow for better 
fit of periods to those reference ones. 

 
B) The steady state velocity vo=1,5 [m/s]; pressure 
near tank pzb=0,3139 [MPa]; model of friction 
losses - quasi-linear. 
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Fig. 5. Pressure variation at the valve (vo=1.50 
m/s, pzb=0.3139 MPa). 
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Fig. 6. Pressure variation on the valve - zoom 
(vo=1.50 m/s, pzb=0.3139 MPa). 

We can observe (see Fig. 5) the differences between 
simulation results obtained for simple, commonly 
used quasi-stationary friction representation and 
experimental results. The same curve is shown in 
Fig. 7. However, the additional curve, that 
representing results yielded by CSM model where 
non-stationary friction was calculated, is attached as 
well. We can observe the positive influence caused 
by application of models of non-stationary friction.  
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Fig. 7. Pressure variation on the valve - unsteady 
friction (vo=1.50 m/s, pzb=0.3139 MPa). 

C) The steady state velocity vo=1,5 [m/s]; pressure 
near tank pzb=0,2158 [MPa]; model of friction 
losses for turbulent flow – effective model given by 
Zarzycki-Kudźma.  
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Fig. 8. Pressure variation on the valve (vo=1.50 
m/s, pzb=0.2158 MPa). 
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Fig. 9. Pressure variation on the valve - zoom 
(vo=1.50 m/s, pzb=0.2158 MPa). 

The comparison of results in Fig.8 proves, that 
for initial steady state velocity vo of range 1,5 [m/s] 
we can not observe the differences between 
accuracies of BCM and CSM models. However, for 
more precise evaluation we should observe process 
over the bigger range of time. The observation time 
range equal to 0.9 [s] does not allow to answer the 
question, how the correlation between experimental 
results and simulation results looks like, if the 
fourth, fifth and subsequent peaks of pressure are 
considered, till the end of  the cavitation process 
and its transformation into oscillations of pressure 
without cavitation effects. 

 
D) The steady state velocity vo=0,28 [m/s]; pressure 
near tank pzb=0,1962 [MPa]; model of friction 
losses for laminar flow – traditional one given by 
Zarzycki. 
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Fig. 10. Pressure variation on the valve (vo=0.28 
m/s, pzb=0.1962 MPa). 
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Fig. 11. Pressure variation on the valve - zoom 
(vo=0.28 m/s, pzb=0.1962 MPa). 
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Observing results gathered in Fig. 10 we can 
conclude, that BCM model is better than CSM one. 
Note, that CSM model yields “virtual” third and 
fourth peaks of pressure, which are not confirmed 
by experimental results. The amplitudes of these 
virtual peaks are quite different than reference ones, 
i.e. those obtained by measurements. Let us note, 
that both models perfectly simulate the period of 
oscillations.  

The comparison of quality of numeric 
simulations for various models of fluid friction is 
presented in Fig. 7, where model of liquid column 
separation is “visualized”. For laminar flow model 
given by Schohl and model proposed by Zarzycki 
yield almost identical results. The above conclusion 
confirms the high accuracy of effective model of 
Schoohl. The calculations with use of Zarzycki’s 
model have been carried out with use of  traditional 
method. The Zarzycki-Kudźma’s non-stationary 
model of fluid friction has been obtained on the 
base of model of Zarzycki for turbulent flow. The 
accuracy of this model is considered in [11,14]. The 
effectiveness of presented model of Zarzycki-
Kudźma has been widely described in [14]. 

 
6. SUMMARY 

 
The two models of transient cavitation are 

presented in the paper. The first is column 
separation model CSM. This traditional model is 
commonly used by those dealing with practical 
tasks. The second model which is the new one is 
called bubbly cavitation model (BCM). The 
experiments carried out by Bergant and Simson 
incline to conclusion, that for small Reynolds 
numbers the courses of pressure reveal substantially 
more oscillations (see Fig. 3,4,10,11). Probably, it is 
caused by cavitation in form of bubbles. Also for 
those cases the numerical simulation basing on 
models of bubble cavitation (BCM) is a little bit 
more accurate than simulation based on column 
separation model (CSM). For flows characterized 
by large Reynolds number, where liquid column 
separation columns probably took place, we can 
observe (see Figs. 5,6,8,9), that experimental 
courses of pressure do not contain the additional 
oscillations. It can be treated as result of conserving 
of discontinuity area for relatively long time. It is 
difficult to chose the better model of cavitation for 
Reynolds numbers belonging to range considered 
above. 

Many comparisons incline to unique 
conclusion, that application of models of non-
stationary fluid friction substantially improves the 
accuracy of simulations decreasing the differences 
between simulation results and experimental ones. 
The simulations based on quasi-stationary models 
of friction yield inaccuracies in evaluation of period 
of oscillations as well as subsequent amplitudes of 
pressure peaks. 

The other visible differences between values of 
simulated courses of pressure and referring real 
(experimental) values and observable slips (very 
small differences between simulated and real 
periods) are probably caused by: 

- neglecting of gas cavitation, 
- simplifying assumption about one-

dimensional movement of fluid, 
- neglecting of convection derivatives, 
- numerical errors of computer simulations. 

 
The choice of type of non-stationary model of 

friction depends on type of flow (laminar or 
turbulent). For all presented calculations the critical 
number Rec = 2320 was the only agent determining 
that choice. For transient flows with existence of 
cavitation (like water hammer phenomena) there are 
no transparent criteria determining the type of flow. 
We can find only one formula, i.e. that presented by 
Ohmi [18]. However, it has been shown in [19], that 
application area of Ohmi formula is rather narrow. 
Furthermore, it does not consider possibility of 
appearing of cavitation.  

Authors of present paper think, that further 
works should be concentrated on more accurate 
experimental researches for wide range of Reynolds 
numbers and additional investigations aimed at 
determination of criteria enabling prediction of 
conditions for turbulent flow. 
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ABSTRACT 
The aim of the presented study was to test the 

capabilities of the built-in cavitation models of a 
commercial Computational Fluid Dynamics (CFD) 
code in the case of cavitating flow around a square 
obstacle. First, several measurements were 
performed in a test rig and the characteristic 
quantities (acceleration levels and geometric 
dimensions of the cavitating regime) were recorded, 
for various flow velocities (i.e. cavitation numbers). 
Secondly, two-dimensional steady and unsteady 
CFD calculations were performed for the same flow 
velocities and the influence of the turbulence model 
was studied. It was found that the applied 
turbulence model affects the results essentially; 
typically isotrop turbulence models (e.g. k – ε ) fail 
to describe the unsteadiness of the cavitating flow.  

Keywords: cavitation, cavitation coefficient,  
CFD, noise measurement 

NOMENCLATURE 
RB [mm] bubble diameter 
SE [kg/ms3] energy source 

MS
r

 [kg/m2s2] momentum source 
T [°C] temperature 
U
r

 [m/s] velocity vector 
a [m/s2] acceleration 
f [%] volume fraction  
g [m/s2] gravitational acceleration 
htot [m/s2] specific total enthalpy 
ng [dB] noise acceleration (level) 
p [Pa] pressure 
t [s] time 
v [m/s] velocity magnitude  
δ  [-] identity matrix 
λ [kgm/s3°C] thermal conductivity 
µ [kg/ms] dynamic viscosity 
ρ [kg/m3] density 

σ [-] cavitation coefficient 
σT [-] surface tension coefficient 
between the liquid and vapour 
 
Subscripts and Superscripts 
M mixture 
V vapour 
∞  undisturbed flow 
L liquid 
ref reference 
 

1. INTRODUCTION 
Presence of cavitation in hydraulic machines -

notably pumps - leads to several problems like 
erosion, pressure pulsation, decreased flow rate, or 
reduced machine life expectancy. Under cavitating 
operation not only the hydraulic parameters of the 
pump decrease, but due to the damage of steam 
bubble implosion, a strong erosion effect appears. 
This leads to heavy damage of the bladed wheel and 
may result in the malfunction of the whole machine.  

For engineering purposes, two kinds of 
cavitation are usually distinguished; physical and 
technical cavitation.  Physical cavitation is the 
phase when only single bubbles appear and 
technical cavitation is the case when the bubbles 
form a “continuous” cavity cloud. Obviously, when 
a hydraulic system moves to cavitating operation 
from a non-cavitating one, physical cavitation 
occurs first and technical cavitation develops only 
later. The latter one is relatively easy to detect 
because there is a characteristic change in the 
hydraulic parameters (head, flow rate). Contrary, 
although physical cavitation causes significant 
erosion, no easy-to-verify practical criteria can be 
given for its presence. 

Computational fluid dynamic technique is a 
suitable tool for predicting the onset of cavitation. 
However, it is not clear whether the built-in models 
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of commercial CFD codes are reliable and robust 
enough for every-day practical purposes. The aim 
of this study is to test the capabilities of a 
commercial CFD code (ANSYS CFX 10.0) in terms 
of cavitating flow simulation. Although “in house” 
codes are more flexible and there are more 
possibilities to test new ideas and models, they are 
often specialized for some narrow range of 
applications and are lack of user-friendly graphical 
interfaces.  

Cavitating flows are challenging not only from 
the viewpoint of measurements (due to their two-
phase nature) but also their mathematical modelling 
is highly nontrivial. Some examples of such 
investigations can be found in e.g. [1-2], [7-8]. 
Usually, the cavitation models are based on the 
linear part of the Rayleigh-Plesset equations (see 
[1]). The main problem with this model is that it 
includes some quantities that are hard or impossible 
to determine, for example bubble number density or 
initial bubble diameter. Although the authors are 
aware of other advanced models (see e.g. [2]), the 
Rayleigh-Plesset model was employed in this study 
as this is the cavitation model implemented in CFX 
10.0.  

2. CAVITATION TUNNEL TESTS 
Experiments were set up in the laboratory of 

Hydrodynamic Systems, Budapest University of 
Technology and Economics. The sketch of the test 
rig is given in Figure 1. The system is closed in 
order to allow the control of the system pressure 
(hence the cavitation number). A square obstacle of 
20mm was inserted into the test section of the 
cavitation tunnel (denoted by “D” in Figure 1). The 
width, height and length of the test section is 48mm, 
200mm, and 300mm, respectively. For further 
details on the test rig, see [3-4]. 

 

Figure 1. Cavitation tunnel. 

The flow velocity (in the test section) was 
varied from 3m/s to 12m/s and the system pressure 
from 1.04bar to 0.68bar, resulting in a cavitation 
number between 17.67 and 0.96. The wall of the 

test section was made of Plexiglas to allow visual 
access (Fig.2.). 

In each measurement point, images were 
captured with a fast CCD camera (50 fps), the 
pressure difference on the confusor in-, and outlet 
and the absolute pressure before the obstacle was 
measured with U tubes and the noise level was also 
recorded by the HB PULSE vibration measurement 
system in a the range of 0 to 25 kHz. The confusor 
pressure difference allows the calculation of fluid 
velocity and absolute pressure close to the obstacle 
gives the pressure level. These values were used 
later as boundary conditions in the numerical 
simulations. 

 

 

Figure 2. Test section arrangement. (Note that 
the round body next to the obstacle is only the 
fixing in the wall - made also of Plexiglas - thus it 
does not influence the flow.) 

3. CAVITATIONAL TUNNEL TEST 
RESULTS 

The cavitation number is defined as the ratio of 
the system pressure ( ∞p ) above the vapour 

pressure )( ∞TpV  (at system temperature) and the 
dynamic pressure, i.e. 

 

.
2/

)(
2v

Tpp V

⋅
−

= ∞∞

ρ
σ  (1) 

 
Another quantity often used for cavitation 

detection is the vibration level (noise level), defined 
as 

 

g
an lg20g ⋅= , (2) 

 
where a represents the averaged acceleration over 
the frequency range. 

Plotting the vibration spectra vs. the cavitation 
number (see Fig.3.), we experience an increasing 
vibration level as the cavitation number drops. This 
corresponds to the increasing bubble activity and 
the presence of periodic detachment of cavitation 

Square obstacle 

Vibration sensor
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clouds (similar to the von Kármán swirling flow). 
However, below a critical cavitation number 
(approx. 1.1) the amplitude of the spectra drops 
again to almost the same level as that one in the 
case of non-cavitating flow. This phenomenon is 
related to the appearance of supercavitation, i.e. a 
large steady separation cloud after the obstacle. The 
origin of the decreased noise level is that before 
supercavitation, there is a large number of 
‘individual’ bubbles, which act as ‘individual’ noise 
sources. However, with the appearance of 
supercavitation, there is only one noise source, 
which is the large cavitation cloud after the body. 

 

Figure 3. Spectra of the acceleration signal as a 
function of the cavitation number. 

Although the vibration signals were registered 
up to 25 kHz, there was no significant information 
above 10 kHz, so that range was not presented in 
the Fig.3. Two frequency peaks are to be noticed on 
the noise level spectrum: approx. 1500 Hz and 5000 
Hz. These peaks were identified – with a Dirac-
delta excitation – as eigenfrequencies of the test 
tunnel. This observation is consistent with the white 
noise-nature of cavitation, i.e. it excites the system 
at all frequencies – hence resonance occurs with the 
system eigenfrequencies. 

The same phenomenon is to be noted in Fig. 4. 
Here, the average acceleration level is plotted vs. 
the cavitation number (see Eq.(2)). It is clearly seen 
that as supercavitation forms, there is a sudden drop 
in the noise level. 

Figure series 5 depicts the pictures captured by 
the CCD camera. The flow is from the right to the 
left. Until the supercavitation limit ( 1.1≈σ ) the 
obviously unsteady nature of the cavity cloud is 
clearly seen. We experience a periodic cloud 
separation, which is formed by the alternating re-
entrant jet on the upper and lower side of the 
cavitation cloud.  
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Figure 4. Noise level vs. cavitation number. 
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Figure 5. Cavitation cloud separation for several 
cavitation numbers.  

4. CFD SIMULATIONS 
The software ANSYS CFX 10.0 was used for 

2D numerical simulations. The computational 
domain followed the real geometry until well-
defined boundary conditions could be prescribed 
(see Fig. 6). The flow is from the right to the left. 

 

 

 

Figure 6. Upper panel: the entire computational 
domain. Lower panel: the roughest 
computational grid close to the obstacle. 

 
Fine mesh was built around the square and in 

the wake while about 25 times courser mesh was 
used in the outer regions. Three meshes were 

generated with increasing density. The total number 
of the cells was approx. 102k, 305k and 515k. 
Pressure inlet and velocity outlet boundary 
conditions were used (the actual values were 
calculated from the measurements). Standard wall 
functions were applied, hence the value +y  lies 
between 30 and 80. Several turbulence models were 
tested e.g. k - ε, SST (Shear Stress Transport) and 
SSG Reynolds Stress (see [6] for details). 

The set of equations solved by CFX 10.0 are 
the unsteady Reynolds-averaged Navier-Stokes 
equations in their conservation form. The 
instantaneous equations of mass Eq. (3),  
momentum Eq. (4) and transport equation for the 
vapour Eq. (5) can be written as follows in a 
stationary frame [6], [7]: 

 

( ) 0=•∇+
∂
∂ U

t M
M r

ρρ  (3) 

 

( )

( )( )( ) M
T

M
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UU
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rrr
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+∇+∇+−•∇=

=⊗•∇+
∂

∂

µδ

ρρ
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( )M V
M V e c

f U f R R
t

ρ ρ∂
+∇• = −

∂

r
 (5) 

 
Single-fluid (mixture phase) approach was used 

for multiphase modelling. The mixture density-
vapour mass fraction relationship for the multiphase 
model is: 

 

L

V

V

V

M

ff
ρρρ
−

+=
11 . (6) 

 
The Rayleigh-Plesset equation provides the 

basis for the rate equation controlling vapour 
generation (liquid evaporation) and condensation, 
terms Re and Rc, respectively. Neglecting higher 
orders terms, the source terms are given by (the 
derivation can be found in [5]) 

 

( )2 1 ,
3

V
e e L V V

T L

p pkR C fρ ρ
σ ρ

−
= −  (7) 

 
if Vp p<  and  

 
2 ,
3

V
c c L L V

T L

p pkR C fρ ρ
σ ρ

−
=  (8) 

 
when Vp p> . Ce and Cc are empirical constants 
(their values were set to 0.02 and 0.01, respectively, 
see [7]) and k is the local kinetic energy. 

Steady and unsteady simulations were 
performed in two steps. First, a cavitation-free flow 
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was calculated with two-phase model but the 
volume fraction of vapour was artificially set to 
zero. Then, a proper simulation was initiated from 
the results of the previous cavitation-free run.  

5. STEADY-STATE CFD RESULTS  
Although the authors are aware of the 

essentially unsteady nature of cavitation, steady-
state computations were performed first. Our 
expectation was that the simulation would not 
converge indicating the impropriate assumption of 
steady flow. However, stable steady-state runs were 
experienced with k – ε and SST turbulence models 
while the computations would fail to converge with 
the SSG turbulence model. 

 A symmetric cloud was formed if the k – ε or 
SST turbulence models were used, whose evolution 
while decreasing the cavitation number is presented 
in Figure series 7. As reported by Dulat et al. in [7], 
the problem seems to be the overprediction of 
turbulent viscosity in the region of cavity closure 
and thus not allowing the formation of the re-
entrant jet, which is the main cause of cloud 
separation. The authors are aware that there are 
improvements of the (RNG) k – ε turbulence model 
for overcoming this problem, see e.g. [7]. However, 
our primary aim was to study the built-in 
capabilities of CFX thus such modifications of the 
code are beyond the scope of this work. 

 

 

 

 

 

 

Figure 7. Results of the steady-state CFD runs 
with k – ε turbulence model. Water volume 
fraction contour plots are depicted, the dark 
regimes correspond to low water volume 
fraction. 

With the help of the images recorded by the 
CCD camera an average (~ 50 frames) length of the 
cavitation zone was calculated and compared to the 
steady-state CFD results of k – ε and SST. It was 
concluded that no clear tendency could be found; 
both turbulence models over predict the length at 
small cavitation numbers and under predict at large 
ones. It is concluded that these models – in their 
current form – are unsuitable for such purposes. 

Table 1. The comparison of the average length of 
measured and calculated cavitational zones.  

Lengths of the cavitational zone 
[mm] 
Calculated value 

Cavitation 
number, 
σ [-] Measured 

value k - ε SST 
17.67 0 0 0 
1.35 80 45 63 
1.22 130 122 129 
1.11 150 210 259 
1.06 200 240 330 
0.96 >250 335 457 
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6. UNSTEADY CFD RESULTS  
Time-dependent but “quasi-single phase” CFD 

computations were initiated from the steady-state 
results. “Quasi-single phase” means that the 
multiphase model was switched on but the vapour 
volume fraction was artificially set to zero. This 
results in a time-dependent flow field, from which 
the proper multiphase calculation could be initiated. 
An example of such initial flow field is shown in 
Fig. 8. The time step was 10-3s and the target 
residual was 10-5 (RMS) with a maximum number 
of iteration steps of 20. Typically, after 10-15 
iteration steps all residuals would fall beneath the 
prescribed value except the transport equation for 
the vapour, which would be between 10-4 and 10-5 
after the 20th iteration. 

 

Figure 8. An example of the initial velocity field 
for unsteady cavitation computations. Black 
regions represent low-velocity, while white 
regions represent higher velocities. 

When using the k – ε and SST turbulence 
models, although the initial flow field was time-
dependent, the calculation led to a quasi steady 
behaviour and the results would be similar to those 
ones of the steady-state runs. 

However, the SSG Reynolds stress model 
resulted in a periodic cavity separation as expected. 
Figure series 9-12 depict instantaneous contour and 
superficial velocity (velocity times volume fraction) 
vector plot of the water volume fraction at σ=2.0, 
1.5, 1.0, 0.88, respectively. The unsteady nature of 
cavitation separation is clearly captured and also the 
growing cloud when decreasing the cavitation 
number. However, the re-entrant jet causing the 
periodic separation was not clearly captured and it 
is not sure whether this was due to the shortage in 
turbulence modelling, the grid quality should be 
improved or other effects detain its formation. 

 

Figure 9. σ=2.0. Instantaneous water vapour 
volume fraction contour plot and water 
superficial velocity vector plot. 

 

Figure 10. σ=1.5. Instantaneous water vapour 
volume fraction contour plot and water 
superficial velocity vector plot. 

 

 

Figure 11. σ=1.0. Instantaneous water vapour 
volume fraction contour plot and water 
superficial velocity vector plot. 
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Figure 12. σ=0.8. Instantaneous water vapour 
volume fraction contour plot and water 
superficial velocity vector plot. 

7. SUMMARY 
Experimental and numerical investigations of 

cavitating flow around a square obstacle have been 
performed. Vibration levels and visual results were 
obtained from the experiment. The commercial 
code CFX 10.0 was used for numerical 
computations. As one of the main issues was to test 
the capabilities of such commercial codes, the 
standard settings (parameters) were not changed in 
CFX (cavitation and turbulence models). It was 
found that isotropic turbulence models lead to 
steady behaviour even in those cases, where the 
experimentally observed flow was highly unsteady. 
However, these models might be appropriate for (a) 
detecting the onset of cavitation and (b) for 
supercavitation cases.  

The non-isotropic turbulence model SST 
Reynolds stress was found suitable for describing 
the unsteady nature of the cavitation. The basic 
features of the unsteady cavitation cloud was 
captured and – based on visual judgment - the size 
of the cavities agree with the measurements within 
an acceptable tolerance. Detailed investigations 
(e.g. shedding frequency, pressure history 
comparison) are planned in the future.  
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ABSTRACT 
Expansion valves used for air-conditioning 

systems are an important component, and they 
sometimes become a source of significant noise 
generation of the system. In order to identify the 
cause of the noise generation, it is necessary to look 
into the flow regime when the refrigerant passes 
through the valve. The present work is concerned 
about two-phase flows through the expansion 
valves. In general the upstream side of the valve has 
a higher pressure enough to keep the refrigerant in a 
liquid phase. Passing through the valve, however, 
the pressure will suddenly decrease to become a 
two-phase flow. A special experimental set up 
simulating the flow through expansion valve is 
manufactured by polycarbonate for flow 
visualization purpose. Both the temperatures and 
pressures along the refrigerant expansion process 
are also measured and recorded during the 
experiment. The data will be used to locate the 
thermodynamic state of the refrigerant when it 
undergoes phase change. Numerical simulation is 
also conducted in order to understand the 
mechanism of detailed two-phase flows, 
particularly when bubbly flows are realized in the 
entire region of the valve. 

Keywords: Air-Conditioning, Expansion Valve, 
Noise, Numerical simulation, Two-Phase Flow, 
Visualization,  

1. INTRODUCTION  
Recently, a demand for noise reduction in room 

air conditioner is spotlighted together with energy 
saving. The acoustic noise by refrigerant fluid 
passing through the expansion valve, has become an 
important issue. An air-conditioning system 
generally consists of the exterior unit and the 
interior unit. The acoustic noise mainly comes from 

the ventilation fan, and the piping system such as 
valves, through which refrigerant runs. By the 
improvement in a technical level, the noise 
generated by ventilation fan, and by various parts in 
the piping system has been reduced significantly.  

Due to the much reduction of noise achieved by 
the ventilation system, the parallel improvement for 
the refrigerant flow-noise in the piping is  in 
demand. Especially, the elusidation of noise 
generation mechanism in the expansion valve and 
its reduction have been a central issue in a last 
decade. The present research is particularly 
concerned with this problems. [1-4] 

In order to carry out the acoustic noise 
reduction of the expansion valve, the investigation 
of the two-phase flow phenomena in the expansion 
valve becomes indispensable. However, the work 
focused on the throttling mechanism of the flow in 
the expansion valve using an actual expansion valve, 
is hardly found. 

Therefore, the present work aims at the 
elucidation of the cause of noise resulting from 
refrigerant flow, and a possible re-design of throttle 
shape in the expansion valve, which is used for the 
exterior unit of air-conditioning systems. The 
visualization of refrigerant flow in the throttle, 
measurements of fluid pressure and temperature, the 
rate of void fraction, and the acoustic noise are 
carried out. Numerical simulation of the two-phase 
refrigerant flow in the valve is also provided for 
investigating the qualitative nature of the flow.  

2. EXPERIMENTAL DEVICE AND 
EXPERIMENTAL METHOD 

2.1. Experimental Device 
The experimental device was based on the air-

conditioning systems of 2.8 kW in the market, 
which uses the R410a refrigerant, and a part of 
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piping into and from the valve was modified. A 
valve for visualization purpose and one for other 
measurements were made separately. The valve 
throttle for visualization was made precisely after a 
real product, and it has to satisfy other conditions, 
i.e. the resistance against refrigerant, refrigerating 
machine oil, temperature changes, structure strength 
for the pressure of over 4.5 MPa, and sufficient 
transparency for visualization. A photograph of 
experimental set-up for flow visualization is shown 
in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. A photograph of experimental set-up 
for visualization 

Two pressure sensors are positioned in the 
upstream of the throttle in the valve, and three are in 
the downstream of the throttle, which enables us to 
determine the pressure variation when the 
refrigerant passes through the throttle. In a similar 
fashion two temperature sensors are in the upstream, 
and three in the downstream.  Some of them are at 
the same positions as the pressure sensors, so that 
we can determine the change of both pressure and 
temperature of the refrigerant in the flowing 
direction. The photograph of those sensors and the 
valve is shown in Figure 2, and the cross-sectional 
drawing is shown in Figure 3. 
 

 

Figure 2. A photograph of expansion valve and 
the pressure and temperature sensors  

  

Figure 3. The cross-sectional drawing of 
experimental set-up 

The microphone is set up in 3 mm distance 
from the surface of the throttle in the expansion 
valve, and the acoustic noise in different conditions 
was measured. The noise measurement set-up is 
shown in Figure 4. In addition, the two valves, one 
for visualization purpose and the other for pressure 
and temperature measurement, are used for the 
noise measurement. 

 By a partial conversion of commercially 
available air conditioning system, the flow rate of 
the experimental system was controlled by varying 
the revolutions per minute of the compressor.  
 

 

Figure 4. Acoustic noise measurement 

2.2. Experimental Method 
Four different flow conditions, 0.73×10-2 kg/s 

(26.3 kg/h), 1.11×10-2 kg/s (40.0 kg/h), 1.67×10-2 
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kg/s (60.0 kg/h), 2.01×10-2 kg/s (72.5 kg/h), and four 
different opening conditions in the expansion valve, 
16 %, 22 %, 29 %, 40 %, were set during the 
present experiments, for considering the actual 
operation.  

Laser light (CW-YAG: Shizuoka University) 
was employed for visualization, and photographs 
were taken with the high-speed video camera 
(Phantom V9.0: Shizuoka University). [5,6] 

3. EXPERIMENTAL RESULTS AND 
DISCUSSIONS 

3.1. Visualization result 
 

 

(a) 0.73×10-2 kg/s (26.3 kg/h), Valve opening 
16 % 

 

(b) 2.01×10-2 kg/s (72.5 kg/h), Valve opening 
40 % 

Figure 5. Flow-visualization of upstream of 
throttle 

As a representative example of upstream 
visualization of the throttle for the rate 0.73×10-2 

kg/s (26.3 kg/h) and the valve opening 16 %, a 
photograph taken with a shutter speed 49 μs, is 
shown in Figure 5 (a). 

The two-phase flow is notably observed there 
and is showing the characteristics of a slug flow, 
where the size of large bubble is estimated about 
2.5 mm.  

As shown in Figure 5 (b), with an increased 
flow rate and valve opening, 2.01×10-2 kg/s (72.5 
kg/h) and 40 %, it becomes bubbly flow, and the 
size of bubbles is about 0.15 mm. On the other hand, 
a photograph of the refrigerant flow in the 
downstream of the throttle is taken with a shutter  
 

 

(a) 0.73×10-2 kg/s (26.3 kg/h), Valve opening 
16 % 

 

(b) 2.01×10-2 kg/s (72.5 kg/h), Valve opening 
40 % 

Figure 6. Flow-visualization of downstream of 
throttle 

1m
m
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speed 159 μs, and is shown in Figure 6 (a). The size 
of bubble seems to be dozens of micrometers for the  
flow rate 0.73×10-2 kg/s (26.3 kg/h) and the valve 
opening 16 %. As it is shown in Figure 6 (b), the 
larger flow rate and valve opening condition with 
2.01×10-2 kg/s (72.5 kg/h) and 40 % still produces a 
similar flow characteristic to that for 0.73×10-2 kg/s 
(26.3 kg/h) and 16 % in the downstream.  

It seems that the down stream flow 
characteristic is insensitive to the flow rate and the 
valve opening. 
 

 

(a) Valve opening 16 % 

 

 (b) Valve opening 40 % 

Figure 7. Pressure differences across the throttle 
with various refrigerant flows  

 

(a) Valve opening 16 % 

 

(b) Valve opening 40 % 

Figure 8. Temperature differences across the 
throttle with various refrigerant flows  

3.2. Refrigerant pressure and 
temperature measurement  

As examples, the pressure measurements with 
the valve opening 16 % (Figure 7 (a)) and the 40 % 
(Figure 7 (b)) for four different flow rates are 
shown in Figure 7.  

There were no differences in two positions of 
the pressure P1 and P2 in the upstream of the 
throttle, and similarly no differences were found 
among three pressures P3, P4, and P5, in the 
downstream. But the remarkable difference in 
pressure between the upstream and the downstream 
was observed.  

Next, the measurement results of the 
refrigerant temperatures for the same conditions as 
those for pressure are shown in Figure 8(a) and 8(b). 
The temperatures at T1 and T2 in the upstream 
show differences about 5 to 8 °C. The temperature 
at T3 and T4 show the same value and they are 
lower by 8 to 12 °C than T2. 

3.3. Void fractions in the downstream 
The void fractions in the downstream were 

calculated using the pressure-enthalpy diagram of 
refrigerant R410a, using the refrigerant pressures  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Void fractions in the downstream 
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and temperatures obtained in section 3.2.  
The quality of vapour and liquid mixture was 

read from the diagram, and with that information 
the void fraction can be computed based on the 
concepts of mass conservation. The results were 
between 70 % and 82 % for the valve opening 16 % 
and between  64 % and 73 % for the valve opening 
40 %, as shown in Figure 9. 

 

3.4. Noise analysis  
FFT analysis of the actual noise measurement 

for the flow rate 0.73×10-2 kg/s (26.3 kg/h) and the 
valve opening 16 % is shown in Figure 10 (a). 
Similarly for the higher flow rate 2.01×10-2 kg/s 
(72.5 kg/h) and the higher valve opening 40 %, the 
FFT of the noise measurement is shown in Figure 
10(b).  

When Figure 10(a) is compared with Figure  

 

(a) 0.73×10-2 kg/s (26.3 kg/h), Valve opening 
16 % 

 

(b) 2.01×10-2 kg/s (72.5 kg/h), Valve opening 
40 % 

Figure 10. FFT analysis of noise data 

10(b), the difference of a spectral power is observed 
notably. In a frequency range from 10 Hz to 200 
Hz,a difference in spectral power is visible, and 
Figure 10(a) is larger by a 9 dB. In other frequency 
ranges from 800 Hz to 1050 Hz, 2 kHz to 3 kHz, and  
7kHz to 8 kHz, differences in the power are 
similarly observed, and Figure 10(a) is larger by a 
10 dB.  

When we actually hear the generated noise for 
the flow rate 0.73×10-2 kg/s (26.3 kg/h) and the 
valve opening 16 %, it is an unpleasant sound, 
which certainly poses a problem in actual 
operations. The noise is a jarring one and the strong 
spectral power at about 2000 Hz, is clearly seen.  

A jarring noise is not heard for the higher flow 
rate 2.01×10-2 kg/s (72.5 kg/h) and the larger valve 
opening 40 %. It is thought that the sound is 
generated when the refrigerant passes through the 
throttle, and that it will be sensitive to the shape of 
the throttle. 
 

3.5. Relation between noise and flowing 
condition 

The noise analysis and the flow visualization 
obtained in section 3.1 are compared. In the 
upstream of the throttle, two-phase flows are 
observed in general. It is a slug flow, and bubbles 
are as large as 2.5 mm for 0.73×10-2 kg/s (26.3 kg/h) 
and the valve opening 16 %.  

On the other hand, bubbles have much finer 
scales for the increased flow rate and valve opening, 
and they are 0.15 mm or smaller. Therefore the flow 
condition in the upstream seems to have a great 
influence on the noise generation. 

On the contrary, in the downstream of the 
throttle in the expansion valve, it always consists of 
fine bubbles for the flow rates and the valve 
openings. Therefore, the noise is primarily 
dependent of the upstream flow condition. 

3.6. Acoustic noise and the void 
fraction in the dowmstream 

Relation between the void fraction in the 
downstream of the throttle and the noise generation 
is examined. However, any notable difference in 
void fraction between the two different valve 
openings is not found. It seems that there is no 
particular relation between the void fraction in the 
downstream and the magnitude of the acoustic noise. 

3.7. Numerical simulation  
Numerical simulations are also conducted in 

order to understand the mechanism of detailed flow 
structures. Although the actual flows involve 
cavitation phenomena and the gas-liquid two-phase 
is common, it will be possible to obtain some 
insight to the flow structures through the throttle, by 
carrying out a simpler single phase model. A 

779



commercial software FLUENT is used to generate 
the numerical flow fields. 

The governing equations for the mass and 
momentum conservation, and the boundary 
conditions are described as follows; 

( )v 0
t
r r¶
+Ñ× =

¶


,                                      (1) 

( ) ( )v vv p g
t
r r t r¶

+Ñ× = -Ñ +Ñ × +
¶

   
,    (2) 

where p is the pressure, t  is the deviatoric stress 
tensor, gr


 is the gravitational body force.  

The stress tensor is defined by 

( ) 2v v v
3

T
It m é ù= Ñ +Ñ - Ñ ×ê úë û

  
,                   (3) 

where m  is the fluid viscosity, I is the unit 
tensor, and the last term denotes the rate of 
expansion. The corresponding boundary conditions 
are the inlet fluid velocity 0.3 [m/s] and the exit 
fluid pressure of 1013 [hPa]. Non-slip boundary 
condition is used on the solid surface. The 
discretization is made using a finite volume method. 
The pressure term is obtained by the SIMPLE 
algorithm. The convection terms are approximated 
by the second order upwind, and the other terms are 
by the second order central difference. The standard 
k e-  model is employed for computing the eddy 
viscosity. 

 The velocity vectors of refrigerant in the 
present design throttle is shown in Figure 11. Based  

 

 

Figure 11. Numerical simulation of refrigerant 
flow in the present design of throttle 

 Figure 12. Numerical simulation of refrigerant 
flow in the newly-designed throttle 

on the simulated flow visualization, a new design of 
the throttle has been proposed.  

The numerical simulation of flow pattern in the 
proposed throttle is shown in Figure 12. According 
to the numerical result the flow of the refrigerant 
through the throttle in the valve is more symmetic 
and in fact become much smoother.  

We are preparing the experiment to examine 
the noise level of the newly-designed valve. 
 

4. CONCLUSIONS 
In this study, the relation between the two-

phase flow phenomena and the noise generation at 
the throttle in the expansion valve was investigated 
by visualization tecnique of refrigerant flow, 
measurements of fluid pressure and temperature, the 
void fractions, the acoustic noise and the numerical 
simulations. As a result the following conclusions 
are drawn. 
(1) Visualization of the flow in the upstream and the 
downstream of the throttle in the expansion valve 
was performed by developing a transparent throttle 
made by polycarbonate. 
(2) It was found that the upstream of the throttle in 
the expansion valve was occupied by a slug flow or 
a bubbly flow with fine bubbles and that the 
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downstream was always occupied by the bubbly 
flow containing equally fine bubbles.  
(3) When the noise measurement at the flow rate 
0.73×10-2 kg/s (26.3 kg/h) and the valve opening 
16 % is compared with that at the flow rate 
2.01×10-2 kg/s (72.5 kg/h) and the valve opening 
40 %, a notable difference in the magnitude of 
spectral peak powers and their locations in the 
frequency is observed. In frequency ranges from 
800 Hz to 1050 Hz, 2 kHz to 3 kHz, and 7 kHz to 8 
kHz, the differences in spectral peak powers are 
particularly noticeable, and in those frequency 
ranges the former condition has larger by 10 dB 
difference. The acoustic sound at the former 
condition raises unpleasant feeling. The jarring 
noise contains strong spectral powers in high 
frequencies.  
(4) From visualization of the refrigerant flow and 
the measurement of acoustic noise, it becomes clear 
that the flow in the upstream of the throttle 
determines the quality of the acoustic sound. 
(5) The redesign of the throttle, which possibly  
reduces the noise generation, has been proposed 
from the result of numerical simulation of the 
refrigerant flow through the throttle in the 
expansion valve. 
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ABSTRACT 
Moving a blunt piercing body through the free 

surface often results in a bow wave that breaks 
either in a plunging or in a spilling manner. Study-
ing the breaking bow wave has relevance for naval 
architects involved in the design of hull forms since 
as much as 15% of the wave resistance of a full-
form ship hull is associated with its breaking bow 
wave. The subject is difficult since most solution 
techniques for waves modeling are valid only when 
the waves have sufficiently small slopes, their 
speeds are considerably smaller than the phase 
speed, and the particle accelerations are not large 
compared to the acceleration due to gravity.  

The investigation is aimed at comprehending 
the transition from the sub-breaking regime to the 
fully breaking one, and to introduce a numerical 
implementation that enables detailed computational 
investigations of the transition. Several flow cases 
are considered in this numerical simulation which is 
based on a finite-difference solution of the 3D in-
compressible Reynolds Averaged Navier-Stokes 
(RANS hereafter) equations written on a body and 
boundary-fitted co-ordinate system. The turbulent 
nature of the breaking wave is described by the k-ε 
model.  

Keywords: CFD, RANSE, unsteady free-surface 
flow,  turbulence  

NOMENCLATURE 
Cp non-dimensional pressure coefficient nor-

malized by the wetted surface  
Fr Froude number; Fr=U0 /(g.L)1/2 

k von Karman constant 
K turbulent kinetic energy per unit mass 
L hydrofoil chord length 
Patm atmospheric pressure 
Re Reynolds number Re=UoL/ν 
Rx,Ry,Rz  Reynolds stress components 
U, V, W mean velocity components 

Uo free-stream velocity 
h wave height  
nj unit outward normal vector to the free 

surface 
nx,ny,nz the (x, y, z) components of the unit outward 

normal vector to the free surface 
n+ the nondimensional distance from the wall 
p non-dimensional pressure 
t, T non-dimensional time 
ti unit tangential vector to the free surface 
u,v,w non-dimensional fluctuating velocity com-

ponents in the (x,y,z) direction of the Car-
tesian  coordinates system 

vt  mean velocity parallel to the wall 
wd non-dimensional disturbing velocity 
x,y,z non-dimensional Cartesian  coordinates 
ε rate of dissipation of  the turbulent kinetic 

energy 
Φ modified pressure 
νt non-dimensional turbulent eddy viscosity 
Ψ turbulence generation term 
σij fluid stress tensor 
ξ,η,ζ curvilinear coordinates in the transformed 

domain (girthwise, normal-to the foil and 
vertical direction). 

1. INTRODUCTION 
Traditionally, breakers are classified into two 

categories. The first one is the spilling type, char-
acterized by white water spilling down and in con-
tact with the front face, and the second is the plung-
ing type characterized by a prominent and coherent 
jet falling in an overturning trajectory from crest to 
base. However, the path to breaking under either of 
these types crosses an intermediate stage in which a 
sort of free-surface turbulent flow with intense 
surface fluctuations is exhibited [1]. Experiments 
have shown that when the velocity is less than a 
critical value, wave crests appear rounded and no 
symptoms of breaking are present. If, however, the 
velocity increases slightly, without otherwise alter-

782



ing the flow, a steady breaker develops suddenly. 
Even though the difference between velocities of 
the two regimes is rather small, the wave profiles 
differ substantially. Duncan [2] also observed that 
the transition from a non-breaking wave to a break-
ing one occurs over a narrow range of submergence 
depths within which it was possible to induce 
steady breaking by disturbing the non-breaking 
wave train.  

The criteria of the appearance of breakers were 
formulated by Mori and Shin [3, 4], by mean of the 
critical condition based on the instability analysis. 
The validity of the model has been confirmed 
through experimental investigation. Steady breakers 
have also been studied numerically by making use 
of the boundary element and/or finite difference 
methods. Turbulence treatments such as 0-equation 
or K-ε models were introduced in the numerical 
simulation since the experiments have proved that 
breaking is a kind of free-surface turbulent flow. 
However, it may cast a doubt whether such treat-
ments are proper since the free-surface turbulence 
seems to be rather different from that developed 
close to the solid body.  

Within the boundary layer developing along a 
solid surface, the velocity profile exhibits a signifi-
cant defect. Such a defect works as a trigger for the 
transition to turbulence and may even be presumed 
to be a sustaining source for the turbulent state in 
such flows. In order to numerically simulate a simi-
lar behavior on the free surface in the absence of 
such triggering mechanism, the author proposed the 
introduction of a high frequency disturbance on the 
free surface over a prescribed region around the 
wave crest, [5]. To accommodate the triggering 
source, the free-surface kinematic boundary condi-
tion was modified accordingly. Under such circum-
stances steady breakers were induced by disturbing 
the otherwise non-breaking train, thus giving rise to 
wave profiles that differ drastically from those ob-
tained in corresponding non-breaking computations.   

An important issue of any free-surface flow un-
der the breaking assumption is the separation pro-
voked by the wave-induced effects. When an on-
coming free-surface flow encounters a piercing 
body, the flow may separate as a result of a sort of 
blocking effect. The separated flow forms several 
vortices around the body, which are topologically 
rather similar to the horseshoe vortices generated 
around a juncture. The flow is completely three-
dimensional and becomes more complicated as the 
vortices interact with the water wave and the 
boundary layer developed on the body surface. This 
convoluted three-dimensional flow can be found in 
many places where a piercing body intersects the 
water surface, such as the flow around appendages 
mounted on submarine fuselages, etc. 

 The heterogeneous character of the flow is due 
to the number of vortices originating upstream of 
the piercing body. These vortices result from the 

wave-induced separation due to the adverse pres-
sure gradient in front of the body. Apart of the three 
dimensional separation that eventually takes place, 
complex free-surface deformations occur as a result 
of the breaking inception, contributing to the vor-
ticity production in the immediate vicinity of the 
breaking wave-crest. Complex interactions that 
produce there unveil topological flow structures that 
resemble, up to some extent, to those generated by 
the contingence between a separated flow around a 
juncture and the corresponding boundary layer.   

In the following, the present study aimed at 
clarifying the transition from the sub-breaking re-
gime to the fully breaking regime introduces a nu-
merical implementation that will enable further 
detailed computational investigations. The two-
equation model of K-ε describes the turbulent na-
ture of the breaking wave. Special numerical for-
mulations are proposed for the accurate boundary 
treatment. Different transient and turbulent regimes 
are considered by varying the Reynolds number 
within a wide range, and wave properties are 
checked at various Froude numbers. The numerical 
solutions are shown to be in good agreement with 
the available experimental data in terms of free sur-
face profiles, hydrodynamic forces, and turbulence 
quantities. 

2. GOVERNING EQUATIONS  
The RANS and continuity equations are solved 

for the primitive variables to describe the unsteady 
flow around a 3D piercing blunt hydrofoil in which 
all the other variables are non-dimensionalized 
based on the uniform oncoming flow velocity, den-
sity of water, and the chord length respectively.  

Closure of the RANS equations is attained 
through the use of the K-ε model modified for free-
surface effects by Harlow and Nakayama, [6]. The 
Boussinesq eddy viscosity concept that assumes 
Reynolds stresses as being proportional to the rate 
of deformation of the mean flow is employed. The 
closure assumptions of the K-ε model are only valid 
for high-intensity and nearly isotropic turbulence. 
Free surface flows however, are characterized by 
zones where the turbulence is intense and zones 
where the flow is almost laminar. Transition from 
one zone to the other is often abrupt and 
intermittent. For a better description of the 
transition, a reduction of the effective eddy 
viscosity for low-intensity turbulence is considered 
by replacing tυ  by a coefficient computed as in [6]. 

The values for the turbulent number is set at 
σK=1.0 whereas the Prandtl-Schmidt is σε =1.3. 
Apart of that, the other constants are 
σU=σV=σW=1.0, Cµ=0.09, C1ε=1.44, and C2ε=1.92 
The transport equation for the kinetic energy and its 
dissipation rate are coupled with the momentum and 
continuity equations. A body and boundary fitted 
coordinate system over which a coordinate trans-
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formation changes the physical domain 
into a rectangular one in the com-

putational space 
),,,(),( tzyxtxi ≡
( ) ( )τζηξτξ ,,,, ≡i . Partial deriva-

tives with respect to Cartesian co-ordinates are 
related to ones with respect to curvilinear co-ordi-
nates by the chain rule.  

The calculation proceeds through a sequence of 
loops, each advancing the entire flow configuration 
through sufficiently small finite increments of time. 
The output of each loop is taken as an initial condi-
tion for the next one and the computation is per-
formed until Tmax. An explicit time-stepping scheme 
is employed for the time marching procedure. All 
spatial derivatives are expressed by second-order 
accurate central differences while third-order up-
wind schemes are employed for the convective 
terms. The pressure field is computed by an itera-
tive relaxation solution of a Poisson equation within 
the limitations imposed by the boundary conditions. 
An Euler technique is employed to calculate the 
location of the free surface. The still state condition 
is used as an initial condition. For numerical stabil-
ity, the flow is progressively accelerated from the 
rest condition to the uniform inlet velocity. The 
duration of the acceleration stage is chosen accord-
ing to the flow condition to avoid having the solu-
tion break down as a result of an eventual overturn-
ing of numerically-induced waves. 

2.1 Boundary Conditions 
Free Surface According to Jeong et al. [7], the 

viscous boundary condition requires the equilibrium 
of stresses on the free surface. The formulation of 
such a condition can be written as follows:  

 
0, == ijijatmijij tnPnn σσ  (1) 

 
where ij tn , , are the unit outward normal and unit 
tangential vectors to the free surface, respectively. 
In the equations above summation over i and j is 
understood by virtue of the repeated suffix. The first 
condition leads to the imposition of the exact pres-
sure condition on the free surface because the up-
permost grid line always coincides with the water 
surface. By applying this scheme, further interpola-
tions are avoided. The second condition leads to the 
following set of equations 
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which is solved for the velocity components on the 
free surface. A kinematic condition requiring fluid 
particles to always remain on the free surface is 
used in the following form 

 

0=−++ WVhUhh yxt  (3) 
 

in order to compute the free surface location. A 
finite-difference scheme for the calculation of the 
wave elevation is proposed where the third deriva-
tive term of the wave elevation is additionally in-
troduced in the Eulerian expression of the free-sur-
face condition. Its inclusion contributes only to the 
periodic propagation either in the time domain or in 
the progressive direction. It was shown in  [5] that 
when such a scheme is used, the accuracy of the 
solution is not affected by the coarseness of the 
grid. Turbulent flows are always dissipative. Vis-
cous tangential stresses perform deformation work 
that increases the internal energy of the fluid at the 
expense of the kinetic energy of the turbulence. The 
turbulence needs a supply of energy to make up for 
these viscous losses. Therefore, a high frequency 
disturbance is introduced at the uppermost grid into 
the vertical component of the velocity, right ahead 
of the first wave crest and only at a prescribed time 
step. The expression used to generate the fluctua-
tion on the free surface appears as follows: 

 

∑
=
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3

1

)sin(sinsin
i

iitd ykxktkAw  (4) 

 
A in the equation above is the amplitude expressed 
as a part of the initial value of w. and  are con-
stants chosen so that the periods of the disturbance 
are slightly larger than the grid size and time 
increment, respectively. As soon as the transition is 
triggered, the disturbance is removed. 

kt ki

Open Boundaries The limited computing 
domain has a different physical meaning than the 
unbounded viscous flows without waves. The 
perturbed velocity exists even at the far downstream 
and propagates through the wavy motion of the free 
surface much farther downstream than for the un-
bounded viscous flows. Consequently, added 
dissipation zones are used at the open boundaries. 
Waves are numerically damped by artificially sup-
pressing the vertical component of the velocity 
within a certain range inside the dissipation zone in 
order to avoid potential numerical instabilities 
generated by the eventual wave reflections. 

Body The no-slip boundary condition for the 
velocity and an exact formulation of the Neumann-
type condition for the pressure are imposed on the 
solid boundary. If the no-slip condition is applied on 
the hydrofoil, the following set of equations gives 
the modified pressure gradients on the body 
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Other boundaries The oncoming uniform flow 
condition and static pressure are fixed for the inlet 
while a full symmetric implementation is used for 
the symmetry plane. The bottom of the domain is 
placed far enough from the free surface such that 
zero-gradient extrapolation is used for all variables 
there. Boundary conditions are needed for the 
turbulence modeling as well. If the computational 
boundary is far from solid walls, the following 
conditions proposed by Ferziger and Peric [8] are 
used if the surrounding flow is turbulent: 

 

K
C

x
U

x
KU

2

2; ε
∂
ε∂ε

∂
∂

ε=−=  (6) 

 
Similar conditions are derived for the other direc-
tions. ε,K  and tν  are set to zero in a free stream. 
At the inlet K=0 and ε is chosen so that the length 
scale be approximately one-tenth of the width of the 
shear layer or the domain size are used. Whenever 
solid boundaries are involved, wall functions, which 
rely on the existence of a logarithmic region in the 
velocity profile, are used under the following form: 

 

)ln(
41

En
vKC t

w +=
κ

ρτ µ  (7) 

 
where vt is the mean velocity parallel to the wall, κ 
is the von Karman constant, and where 
B=5.2 is an empirical constant related to the 
thickness of the viscous sublayer developed on a 
flat plate. n

E e B= κ

+ is the nondimensional distance from 
the wall. Apart from that, the zero-gradient on the 
normal direction to the wall is used for K while the 
dissipation boundary condition is derived by 
assuming the balance of production and dissipation 
in the near wall region. To represent the turbulence 
in the free surface is so complicated that any 
prescription of boundary condition is still highly 
speculative. In the present work, the derivation of 
simple free-surface condition is based on the 
assumptions proposed by Lemos [9]: (a)- The air 
influence is negligible; (b)- Turbulence does not 
diffuse across the free surface; and (c)- Cross-
stream convection is neglected at the free surface. 
Under these premises the homogeneous Neumann 
boundary conditions are prescribed for K and ε on 
the free surface. 

3. GRID GENERATION 
A C-H type grid topology is geometrically 

generated to accommodate the finite difference 
expressions written in a boundary-fitted coordinate 
system. Quality requirements such as smoothness, 
clustering near the body and water surface, or-
thogonality and minimum spacing are satisfied 
through an iterative adjustment of node positions. 

Four different grids used in the present study have 
the minimum spacing in each direction chosen so 
that the grid convergence tests and the order-of-
accuracy studies could be performed. Let these 
grids be denoted by 1 to 4 as tabulated in Table 1.  

Table 1. Resolutions for the computational grids 

 Grid 1 Grid 2 Grid 3 Grid 4 
No. of nodes 
 ξ-direction 
η- direction 
 ζ-direction 

 
128 
60 
40 

 
128 
50 
30 

 
110 
50 
25 

 
90 
45 
20 

Resolutions 
 ∆ξmin

 ∆ηmin

 ∆ζmin

 
10-3 

2⋅10-4

2⋅10-4

 
10-3 

5⋅10-4 

5⋅10-3

 
2.7⋅10-3 

5⋅10-4 

10-3

 
5⋅10-3

6.8⋅10-4

10-3

 
The arrangement of the finest computational 

grid consisting of 128x60x40 nodes in the ξ,η,ζ 
directions, respectively, and the orientation of the 
Cartesian system of coordinates are presented in 
Figure 1. The minimum mesh spacing that corre-
sponds to Grid 1 are 10-3×2⋅10-4× 2⋅10-4 in the ξ,η,ζ 
directions respectively, for which the normal dis-
tance to the hydrofoil results at a value of n+=1.6. 

X
Y

Z

< - Flow direction

 

Figure 1. Grid topology 

Several simulations are carried out for flow at 
Reynolds numbers ranging from 5⋅104 to 2⋅106 and 
Froude numbers of 0.22, 0.25, 0.3, and 0.4. Lower 
Froude numbers describe the non-breaking regimes. 
Grids 2 and 3 host the computations at the lowest 
Re number that correspond to the investigations 
carried out for validation purposes. Grid 4 serves 
only for performing the grid convergence test, as 
shown in Figure 2, which presents the bow wave 
elevations computed on the four grids tabulated in 
Table 1. Time increments for the solutions reported 
herein have been chosen so that the Reynolds mesh 
number be less than the limit value established 
according to the stability criteria imposed for a 
convergent solution. 

4 RESULTS AND DISCUSSIONS 
Since the grid size, boundary treatment, and 

turbulence modeling in general affect the numerical 
solutions, validation against experimental results is 
indispensable. Consequently, a set of computations 
is performed for the sake of validating the code 
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through comparisons of the numerical solutions 
computed by using the proposed method with the 
experimental data [10]. The experiment was carried 
out at the cavitation tunnel of the ICEPRONAV, on 
a piercing hydrofoil with a chord length of 150 mm 
and a span of 800 mm which was mounted through 
a six-component dynamometer on the free-surface 
measuring section. Figure 3 shows a comparison 
between the predicted and measured wave profiles 
on the body surface. Free-surface elevations com-
puted for Re=5⋅104 and Fr=0.25 generally agree 
with the experiment, except for the trailing edge of 
the foil where a small departure is observed. The 
difference is seemingly due to the fairly poor grid 
clustering for the Froude number considered.  
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Figure 2. Grid convergence test 
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Figure 3. Comparison between wave profiles 
computed and measured. Re=5⋅104, Fr=0.25 

The comparison shown in Figure 4 presents the 
distribution of the pressure coefficient on the 
hydrofoil computed and measured at four different 
depths. Again, the computed values agree rather 
well with the measured ones although some differ-
ences are apparent for the deeper cases. The 
discrepancies are attributable to the blocking effect 
of the tunnel. 

The primary purpose of the present work is to 
demonstrate and quantify the influence of the bow 

waves under the incipient breaking assumption on 
the boundary-layer configuration. Extensive works 
done independently by Patel et al. [11], and Stern 
[12] have proved that the boundary layer develop-
ment upon a body intersecting the free surface can 
be greatly influenced by the presence of the wave 
system generated by the bow. 
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Figure 4. Comparison between Cp computed and 
measured on the body. Re=5⋅104, Fr=0.25 

Waves of significant sharpness as depicted in 
Figure 5 originate in front of the leading edge to 
induce near the free surface a region of flow separa-
tion that may otherwise be absent. Experimental 
observations reported in [1] shown that while accel-
erating the flow in the tunnel, the elevation of the 
bow wave increases progressively until it reaches a 
stationary height. However, if the velocity exceeds 
a critical value, the free surface becomes unstable, 
showing clear signs of breaking. Waves of a shorter 
length form in front of the body, thus resulting in a 
major change of the initial shape of the free surface. 
This modification which reveals a prominent turbu-
lent behavior brings forth oscillations in the pres-
sure distributions on the body, and as a result, fluc-
tuations in the hydrodynamic forces. Because of the 
difficulty of measurements, as well as of the uncer-
tainty of the experimental data, the computational 
results used for validating the method only address 
the non-breaking wave developed under a progres-
sive acceleration of the water flow. 
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The progressive acceleration not only prevents 
overturning, but also allows the bow wave to reach 
almost steady amplitudes as Figure 6 shows. If the 
velocity increases from a value that corresponds to 
a Froude number of 0.22 to 0.3 or 0.4, the incipient 
breaking is induced. Increasing the Reynolds num-
ber from Re=5⋅104 to Re=2⋅106 results in higher 
elevations at the bow because of the lower viscous 
dissipation, a fact which is confirmed by theory. 
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Figure 5. Free surface profile 
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Figure 6. Time history of the bow wave height 

A close-up view of the streamtraces computed 
in the highest Reynolds number case (Re=2⋅106, 
Fr=0.3), and plotted on the free surface at T=20 
unveils the strong activity in front of the bow, inside 
the region that corresponds to the first crest as 
depicted in Figure 7. The author believes that the 
interaction between the boundary layers developed 
around the body and just beneath the water surface 
is responsible for such a flow pattern.  

The flow topology, which is shown in Figure 
8(a) consists of a pair of nodal points; N2 on the 
body and N1 in front of it, a saddle point S1, and a 
half-saddle point S'. Apart of them two correspond-
ing pairs of coalescent and divergence lines denoted 
by lC1, lC2, lD1, and lD2 respectively, are seen. The 

incoming flow in the free surface, instead of 
separating in the traditional manner, generates pairs 
of stagnation or saddle points in the symmetry 
plane, from where it goes around the body along the 
coalescent lines lC1 and lC2. Two diverging lines 
denoted by lC1 and lC2 stem from the nodal points N2 
and N1. A detail of the streamtraces along the body 
reveals the formation of a nodal point N3 and two 
half-saddle points denoted by S' in Fig. 8(b). 
 

 

Figure 7. Particle streamtraces on the free 
surface. T=20 
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Figure 8. Flow topology on the free surface and 
closely beneath of it. T=20 

The figure shows the flow topology in the (x-y) 
plane at the halfway of the foil, in the 
correspondence of the reversed flow region 
developed there. A cross flow streamtraces 
representation presented in Fig. 8(d) shows the flow 
topology in the (x-z) plane drawn through N3.  At 

787



the trailing edge of the hydrofoil a nodal point and a 
half-saddle point are observed on the symmetry 
plane. Besides, a pair of saddle points is placed on 
each side of the body as shown in Fig. 8(c) to 
satisfy the topological rule proposed by Zhang et al. 
[13] or that proposed by Hunt et al. [14]: 

1
2
1

2
1

'' −=⎟
⎠
⎞

⎜
⎝
⎛ +−⎟

⎠
⎞

⎜
⎝
⎛ + ∑ ∑∑ ∑ SSNN  (8) 

 
whe and represent the 

s of nodes (N), h s (N

t the early-stage 
brea

re ∑ ∑ ∑ SNN ,, ' ∑ 'S

number alf-node '), saddles (S), 
and half-saddles (S') respectively.  

The author proved in [5] tha
kers are turbulent-like flows accompanied by 

important free-surface fluctuations. Such high fre-
quency modifications of the free surface configura-
tion are responsible for the periodic change of the 
separation process. The oscillations of the physical 
parameters of the flow propagate downward deter-
mining significant modifications of the streamtraces 
beneath the water surface. On the other hand, it has 
been found that vorticity diffusing from the crest of 
the bow wave is restricted to a very thin layer below 
the water surface. The intensity of this activity de-
creases downwards as the vorticity and the fluc-
tuating components of velocity or the turbulent 
quantities decrease in this direction. This is clearly 
seen in Figure 9 that depicts the streamtraces com-
puted at 0.02L beneath the free surface for the same 
flow conditions as above. 

  

 

Figure 9. Particle streamtraces at 0.02L beneath 

As the computation proceeds, the flow around 
the b

urface will spiral 
into 

the free surface. T=20 

ow evolves to a configuration which modifies 
to the structure shown in Figure 10 that presents the 
particle streamtraces on the free surface computed 
at T=25. A sort of contamination takes place so that 
the diverging line lD1 emerging from the nodal point 
N1 becomes shorter and eventually split and joins 
the coalescent lines denoted by lC1, lC2 in Figure 11 
(a). The figure shows the flow topology on the free 
surface and closely beneath of it computed at T=25. 

Figs. 11(b) to 11(d) are similar to Figs. 8(b) to 8(d), 
respectively. Topologically, based on the criterion 
that a saddle-to-saddle connection is unstable, a 
streamline originating from a saddle point of 
separation, will ultimately connect to a spiral focus 
of separation or to a nodal point.  

As a result, the separation s
a swirling vortex, whose kernel is detectable at 

0.02L below the free surface as Figure 12 shows. 
Aside of the symmetry plane at about 4% of the 
chord length, a region of swirling flow can be seen 
which is the footprint of an arch-like vortex. Inside 
that region, the flow is fully three-dimensional; 
therefore, significant vertical particle movement is 
found within a certain depth. 
 

 

Figure 10. Particle streamtraces on the free 
surface. T=25 
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Figure 11. Flow topology on the free surface, and 
in the (x-z) plane. T=25 
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Figure 12. Particle streamtraces at 0.02L 
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under the incipient breaking assumption, therefore 
only for Froude numbers larger than 0.25. At lower 
Fr numbers the flow is not completely mature, 
therefore the energetic condition for breaking 
appearance is not yet fulfilled, the particle 
streamtraces in the free surface look similar to those 
that develop in a laminar flow around a juncture.  

 

Some characteristics of th
ace prior to wave breaking have been 

theoretically investigated. Numerical evidence 
consistent with experimental data was used to 
provide additional insight into the physics of the 
incipient breaking phenomenon. The main findings 
of the present work are as follows: 
• When the velocity reaches a critical value, the 

production of turbulence may dissipate the 
accumulated energy around the crest to 
maintain the rounded wave without 
overturning; 
In front of the bow, vorticity is generated to 
satisfy the shear-free condition on the free 
surface. As a result, a necklace vortex is 
induced around the bow. Its strength is larger 
when the vorticity is larger; 
Free surface waves and separation patterns are 
strongly dependent on the Froude number. 
Both wave magnitude and separation area 
increase as the Fr number increases; 
The presented method which includes 
turbulence provides acceptable values for the 
physical parameters that describe the flow for a 
range of Reynolds and Froude numbers at 
which the wave breaking is expected to occur. 
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ABSTRACT 
The present work describes a boundary element 

method (BEM hereafter) based numerical 
simulation where non-linear Rankine source exten-
sion of the Dawson method [1] for defining the flow 
around a bulk-carrier hull is employed. The total 
velocity potential is firstly divided into two parts, 
i.e., the double-model lifting flow potential and the 
free-surface flow potential. The double-model 
lifting-flow potential is expressed by the sources 
and doublets distributed on the body and wake 
surfaces, and determined by the method of Maskew. 
The free-surface-flow potential is expressed by a 
simple Rankine-type source distribution of the 
undisturbed free surface while sources and doublets 
are placed on the body and wake surfaces. The 
linearized free-surface boundary condition is used 
to determine the potential. Introducing the first and 
the second derivative of the potential not only in the 
flow equation, but also in the combined boundary 
condition on the free surface, they become linear 
equations in source strengths (or in source strengths 
computed in the collocation points in the second 
approach). The algebraic equations set is solved 
either directly, or by Gaussian elimination, or 
iteratively. It should be remarked that at the free-
surface block level, the diagonal dominance is lost. 
Having the system solved for the source strengths, 
the velocity components may be later obtained from 
the derivatives. Pressure is computed with the 
Bernoulli equation. To obtain the hydrodynamic 
forces on the hull, the pressure is integrated over it.  

An experimental investigation of the influence 
of two different hull forms is performed to check 
the overall accuracy of the solver. Experimental 
resistance tests on the PANAMAX bulk carrier 
models have been carried out in the Towing Tank of 
Galati University, at the full loading condition. The 
interference of the wave pattern and the associated 
vortical phenomena were observed and analysed 
during the model tests. The total ship resistance for 

both forms approaches the computed solution 
within a margin of 4-5% error. 

Keywords: boundary, potential flow, sources,  
resistance,  towing tank  

NOMENCLATURE  
perpendiculars 
Fn [-] Froude number 
L [m] reference length  
MT [Nm] trim moment by stern 
Rw  [kN] wave resistance 
RTs  [kN] total ship resistance 
S [m2] wetted hull surface area 
T [N] sinkage force 
U∞ [m/s] velocity of advancing ship in still 
water 
cA  [-] correlation coefficient  
cp [-] pressure coefficient 
n [-] outward normal vector to the ship 
hull 
nx  [-] x component of the outward 
normal vector to the hull 
ny [-] y component of the outward 
normal vector to the hull 
p [N/m2] pressure 
x0  [m] the coordinate of the centre of 
gravity 
vs [m/s] ship speed 
λ  [m] wave lenght
φ  [-] total velocity potential 

0φ  [-] velocity potential of double model 
flow 

wφ  [-] perturbation velocity potential 
ζ  [m] wave height

1. INTRODUCTION  
Evaluation of the ship hull hydrodynamic 

performance is commonly achieved by using three 
approaches: 
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• Towing tank experimental investigation; 
• Systematic series of data or statistic 

regression; 
• Computational fluid dynamic. 
The quantity and quality of the information 

produced by the Computational Fluid Dynamics 
(CFD hereafter) methods and the affordable cost 
have imposed the numerical technique as a very 
powerful tool not only for research purposes, but 
also for the initial design process of a ship.  

Basically the CFD methods opperates with two 
different approaches; one is the potential flow and 
the other is viscous flow, depending on the initial 
hypotheses accepted. In this work the potential fluid 
supposition it  used to simulate the free-surface 
flow around a ship hull. The attractiveness of any 
potential-based solver resides in the efficiency in 
terms of the CPU time consumption, in spite of 
lower level of accuracy that may, sometimes, be 
harmful for the final solution. Since the Reynolds 
number is well above the critical value for auto-
modelling, i.e. the viscosity influence is negligible,  
it is expected that the use of the ideal fluid 
hypothesis does not ultimately contaminate the 
accuracy of the prognosis. 

Supposing the fluid as inviscid, irrotational and 
incompressible, the characteristic equations are 
integrated following a standard Hess and Smith 
BEM technique. The Rankine source method based 
on sources distribution is employed to find out the 
position of the water free-surface. The no-slip 
kinematic boundary condition is imposed on the 
hull. The same condition must be satisfied on the 
free surface where the water particle must always 
stay on the free surface. Dynamic boundary 
condition on free surface requires the balance 
between the pressure on free surface and the 
atmospheric one.  

The radiation condition i.e. waves generated by 
the ship hull may develop downstream the ship 
only, is also employed to completely describe the 
flow spectrum. Free surface conditions are non-
linear and they are imposed on the surface that has 
an unknown in terms of their shape and position. A 
non-linear approach is used to find out the 
unknowns of the problem. Although versatile, 
proposed method does not allow the prognosis of 
the strongly non-linear phenomenon such as the 
spray or the wave braking. The wave resistance is 
finally obtained by integration the pressure over the 
wetted ship hull surface.  

Experimental investigations were carried out in 
the towing tank of Galati University not only to 
check the accuracy of the theoretical approach, but 
also to clarify the details of the flow around the 
PANAMAX ship hull.  

2. MATHEMATICAL MODEL  
Basically, the algorithm follows the model 

previously proposed by Lungu and Raad [2]. 

Assuming that the ship hull advances in the 
undisturbed water with a constant velocity . The 
potential flow assumption of inviscid and 
irrotational flow is made for the steady flow around 
the hull. The ship is specified in a coordinate 
system having its x-axis parallel to the longitudinal 
direction, the y-axis to the direction of starboard 
and the z-axis pointing upwards. The total velocity 
potential 

∞U

φ , which can be expressed as follows: 
 

wφφφ += 0  (1)

where 0φ  is the double model flow velocity 
potential, whereas wφ is the perturbation potential 
due to the free-surface presence, satisfies the 
Laplace equation: 
 

02 =∇ φ  (2)

2.1 Boundary conditions 
The potential is subject to the several 

conditions on the hull and free-surface boundaries. 
Thus, the assumption of no flow across the body 
surface with normal direction n is imposed on the 
hull 

 

0=∇φn . (3)

 
The radiation condition provides for the unicity 

of the solution and its conformity to the physical 
reality. 

 

)0,0,(U=∇φ  (3)

is introduced at the upstream ( )−∞→x  to 
enforce the waves to develop and remain behind the 
body. 

The dynamic boundary condition on the free 
surface, which requires the pressure to be constant 
there, reads as follows: 

 

0=−+ zyyyx φζφζφ  on ζ=z . (4)

 
where g is the acceleration of gravity while ζ is the 
wave height. On the free surface, the kinematic 
condition is imposed under the following form: 

 

0)(5.0 222 =−+++ ∞Ug xxx φφφζ  on 
ζ=z  

(5)
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The free-surface problem described above is a 
non-linear one since the boundary conditions (5) 
and (6) are non-linear and must be satisfied on the 
initially unknown wavy surface. A solution method 
for the problem described here is to linearize the 
conditions around a known solution and solve the 
problem in an iterative manner. The linearization 
consists in replacing (5) and (6) by the following 
double-hull boundary condition: 
 

lllwzwlllllwlll g 0000
2
0 2 φφφφφφφφ −=++  

on  0=z
(6)

 
where l is the streamline direction. A four-point 
Dawson's finite-difference operator is employed to 
satisfy (4). The Laplace equation (2) is solved by 
imposing simultaneously the conditions (3) and (7). 
Once the velocity potential is determined, the free-
surface elevation is computed by solving equation 
(5). Either the classical pressure integration or the 
procedure proposed by Hwangbo et al. in [3], which 
applies the Lagally theorem, is used to compute the 
wave resistance.  

2.2 Wave height, forces and moment 
Once the total velocity field is determined, the 

free-surface elevation ζ is computed by using the 
boundary condition, then the pressure is defined as 
follows: 

 

HgqUp δρρ −−= )(
2
1 2  (7)

Finally, based on typical pressure integration, 
the wave resistance, Rw , sinkage force, T and the 
trim moment by stern MT are given as follows: 

 

∫∫−=
HS xw dSpnR  (8)

∫∫=
HS zdSpnT  (9)

∫∫ −=
HS zT dSxxpnM )( 0

 (10)
 

where x0 is the x-co-ordinate of the center of 
gravity, nx, ny are the x- and y-components of the 
outward normal on the hull. The above 
hydrodynamic forces will define new trim and 
sinkage conditions and computations may be 
iterated successively until the solution converges. 

Although the wave making resistance is still 
widely calculated by means of pressure integration 
over the body, it sometimes brings significant errors 
due to the complicate geometry or to the sharp 
change of pressure. Adopting a very small panel 
size, with the disadvantage of large storage 
requirements or increased computational time can 
reduce the demerit of the pressure integration. 
Alternatively, the use of a wave resistance 

expression derived in terms of the Lagally theorem 
may represent a better choice. 

3. RESULTS AND DISCUSSIONS 
A series of  five numerical simulation were 

performed not only to check the hydrodynamic 
performances of the PANAMAX bulk carrier hull 
(see Figures 1 and 2), but also to study the 
possibility of increasing the speed of the ship. The 
ship hull is characterised by a large block coeficient 
and a very blunt waterline.  

 

Figure1. Bow view of the initial hull 

 

Figure 2. Stern view of the initial hull 

The computational domain extends from a 
quarter ship length at the upstream, to two ship 
lengths downstream of the hull, whereas in the 
lateral direction a ship length is considered as being 
sufficient. The hull is discretized at first by using 
panels of constant source strength up to a horizontal 
plane above the free surface. At this plane, and at 
the centre plane of the ship, using mirror images of 
same source strength reflects the panels. Part of the 
water surface around the body is discretized by 
collocation points where the linearized free-surface 
condition is imposed. Discrete Rankine sources are 
placed as a layer of a constant height. Single 
sources are replaced by four-point sources in order 
to compute the influence on collocation points in 
the near vicinity.  

When the wave resistance is obtained by 
integrating the pressure over the body surface, a 
constant distribution over each flat panel is assumed 
for the pressure. A more accurate integration for 
higher order panels where the pressure is assumed 
to vary either linearly or parabolically is also 
proposed. The sinkage and trim are taken into 
account in the computations presented here. 

Figure 3 shows the wave cut profiles drawn for 
the ship speeds of  7.073 m/s and 8.525 m/s.  As 
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prooved in the figure above-mentioned, the wave 
magnitude increases as the ship speed increases, a 
fact which is confirmed by the wave theory. The 
height of the bow crest rises from 2.06 to 3.24 m. 
Its magnitude is obviously due to the bluntness of 
the waterline and it is responsible for the total 
resistance raise. Moreover, a large bow wave may 
eventually lead to the imminence of the wave 
braking. Fig. 3 also proves that that the computed 
wave length completely agree with the theory in 
terms of the wave lenght: 
 

22 nFL ⋅⋅= πλ  (11)
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Figure 3. The wave cut profiles drawn for 7.073 
m/s and 8.525 m/s.  

Same conclusion may be drawn from Figure 4, 
which depicts the developement of the wave pattern 
for the same two speeds. The number of the waves 
crests decreases with the speed increase, according 
to the wave length computed by using (11). 

cp: -0.70 -0.50 -0.30 -0.20 -0.05 0.00 0.20 0.40 0.60 0.80

v= 16.57 Kn v= 13.75 Kn

 

Figure 4 Comparison between the free surface 
topologies computed for 7.073  and 8.525 m/s.  

The pressure fields computed at the same two 
considered speeds and plotted on the ship bow are 
comparatively shown in Figures 5 and 6.  Analysing 
the drawings, one may notice the lower pressure 
area below stern becomes more intense once the 
speed increases. 
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Figure 5. Pressure distribution on the ship bow 
at 7.073 m/s 
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Figure 6. Pressure distribution on the ship bow 
at 8.45 m/s. 

4. EXPERIMENTAL TESTS FOR THE 
“PANAMAX” BULK CARRIER MODEL 

An experimental procedure has been employed 
to study the flow around the model at full loading 
condition and to determine the ship resistance for 
the Panamax bulk carrier. The resistance tests were 
performed in the Towing Tank of the Faculty of 
Naval Architecture at University “Dunarea de Jos” 
of Galati, with the main dimensions of 43x4x3 
meters (Fig.7).  The towing tank is equipped with a 
digital computer data acquisition and analysis 
system. The transposition of the still water test data 
to the ship scale is done authomatically by using an 
in-house software. Measurements are performed for 
the force required to pull the model in the still water 
at a constant speed. Resistance and speed are 
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measured and the own wave train is recorded and 
visually analysed. 

 

Figure 7. Towing Tank of Galati University 

The resistance force is measured by means of 
electronics dynamometers with an accuracy factor 
of about 0.2% and the velocity transducer is based 
on an impulse generating sensor with the accuracy 
factor of 1%. The turbulence stimulation is obtained 
with a strip-wire of about 1 mm in diameter, which 
is attached to the model around the 19th station. The 
experimental model shown in Figure 8 was 
manufactured on a scale of 1:80, considered good 
enough to avoid the blocking effect, that usually 
occur if the model size is not correlated to the 
dimension of the towing tank. 

The model tests results are extrapolated to the 
full-scale ship by using Froude ship-model 
correlation line (ITTC 1957 [4]). The prognosis of 
the ship resistance can be performed with an overall 
accuracy of . The characteristics of the ship 
and of the experimental model are presented in 
Table 1 and the tests results for the model at full 
load condition are given in Table 2 [5]. 

%3±

 

  

 

Figure 8. PANAMAX bulk carrier model 

Table 1. Full scale ship and ship model main 
characteristics 

Main characteristics Full  
scale Model 

Length at the waterline [m] 220.915 2.761 
Length between 
perpendiculars [m] 217.30 2.716 

Moulded breadth [m] 32.20 0.403 
Mean draught [m] 13.830 0.173 
Volumetric displacement [m3] 82626.0 0.161 
Wetted surface area [m2] 11762.4 1.838 
Block coefficient  0.837 0.837 
Mid shipsection coefficient 0.995 0.995 
Waterline coefficient 0.923 0.923 

 Table 2. Resistance measured on the ship model 
working at full load condition 

Fn
RTm   
[N] cFm cR

0.088 1.619 0.0048080 0.0035272 
0.097 1.736 0.0047083 0.0026754 
0.106 1.864 0.0046181 0.0020111 
0.114 2.019 0.0045509 0.0017133 
0.120 2.172 0.0044985 0.0015465 
0.130 2.376 0.0044277 0.0012662 
0.139 2.644 0.0043643 0.0011589 
0.146 2.882 0.0043200 0.0011415 
0.152 3.149 0 .0042825 0.0012043 
0.157 3.439 0.0042524 0.0013457 
0.165 3.798 0.0042087 0.0013848 
0.174 4.098 0.0041668 0.0013065 
0.183 4.413 0.0041213 0.0011716 
 
The full scale extrapolation is given in Table 3. 

The correlation coefficient is cA=0.0001 

 Table 3. Full scale extrapolation 

 

Fn
vs 
[m/s] 

cT RT 
[kN] 

0.088 4.115 0.0052100 531.7 
0.097 4.527 0.0043393 536.2 
0.106 4.949 0.0036576 540.4 
0.114 5.298 0.0033467 566.8 
0.120 5.597 0.0031696 598.4 
0.130 6.029 0.0028754 630.5 
0.139 6.461 0.0027553 693.1 
0.146 6.785 0.0027291 756.8 
0.152 7.073 0.0027842 839.7 
0.157 7.320 0.0029195 942.6 
0.165 7.695 0.0029497 1052.6 
0.174 8.076 0.0028627 1126.2 
0.183 8.525 0.0027184 1190.9 

 
The model resistance diagram is given in Fig.9 

and the ship resistance diagram is presented in 
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Figure 10. The wave pattern at full load condition 
for different speeds is presented in Figures 11-15. 
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Figure 9. Model resistance diagram  
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Figure 10. Ship resistance diagram 

 

Figure 11. Bow wave geometry, vs=7.073 m/s 

 

Figure12. Bow wave geometry, vs=7.32 m/s 

 

Figure 13. Bow wave geometry, vs=7.695 m/s 

 

Figure 14. Bow wave geometry, vs=8.076 m/s 

 

Figure 15. Bow wave geometry, vs=8.525 m/s 

For flow around the at Froude numbers greater 
than a critical value, wave braking may occur and 
involve further complicated phenomena such as 
vortex and turbulence generation. When velocity is 
less the critical value, the wave crest look roundes 
and no symptoms of breaking are present. All the 
same, if the velocity increases a little the steady 
breaker suddenly takes place. Even though the 
differece between the velocitiess of the two regimes 
is rather small, the wave profiles differ 
substantially. The wave amplitude under the sub-
braking becomes smaller while the wave length 
shorter as if Froude number were smaller. If the 
flow is further accelerated this intermediate stage is 
overcome and the breakers such as spilling or 
overturning should eventually take place [6]. The 
structure of the wake reflects the flow phenomena 
around the hull. A typical horse-shoe vortex is 
developed around the bow, which is generated by 
the high  angle of waterplane entrance. Whenever 
the vertical velocity component  increases around 
the bow,  magnitude of the steep waves increases as 
well. The waves may break and eventually modify 
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the front slope there. The breaking waves were 
revealed in the bow area of the flow at higher 
speeds. The interference of the wave pattern, the 
breaking waves and the vortical phenomena were 
clearly visualized during the model tests. These 
phenomena are of primary importance for 
improvement of the hull design, because as much as 
15% of the resistance of a full-form ship is 
associated with its breaking bow wave as proved by 
Baba in [7].  

5. COMPARISON OF NUMERICAL AND 
EXPERIMENTAL RESULTS 

A comparative, experimental and numerical  
view of the wave pattern profiles is shown in Fig.16 
7.073 m/s. 

 

 

Figure 16. Wave profile comparison betweeen 
numerical simulation and experimental test at 
7.073 m/s. 

Figure 17 depicts the numerical and 
experimental ship resistance results for initial lines 
forms and the Figure 18 for modifyed lines forms. 
A good agreement throughout the considered 
Froude numbers range was obtained. In order to 
increase the ship resistance performance at full load 
condition, a numerical and experimental  procedure 
has been  employed to determine a new bulb 
solution. 
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Figure 17. Numerical and experimental, ship 
resistance results. Initial version 

The mesh of the optimum modified solution is 
drawn in Figure 18 and the bow part of the 
experimental modified model is presented in Figure 
19 [8]. The comparative numerical and 
experimental ship resistance diagrams on the 
modified bulb are presented in Figure 20. The 
comparative experimental ship resistance diagrams 
between the initial and modified solutions are given 
in Figure 21. The total ship resistance for the 
modified solution is about 4-5% less then initial 
shape. 

 

Figure 18 .  Bow view. Modified model 

 

Figure 19 Bow part of the modified model 

796



700

750

800

850

900

950

1000

1050

1100

1150

1200

7.0 7.3 7.5 7.8 8.0 8.3 8.5 8.8 9.0

v s [ m/ s]

R T [ k N ]

experimental results 

numerical results

 

Figure 20. Numerical and experimental 
results. Modified version. 
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Figure 21. Comparative experimental results. 
Initial and modified versions 

5. CONCLUSIONS 
Results of a numerical and experimental 

investigation on the resistance of a PANAMAX 
bulk carrier have been presented. The fore body 
lines plan with a high angle of water plane entrance 
and the dissatisfactory bulb profile are the main 
causes of ship resistance increasing. The breaking 
waves and the vortices were put in the evidence at 
the bow domain of the flow, with negative influence 
over the ship resistance. 

Comparison of numerical computation with 
experiment model results has shown a good 
agreement throughout the considered Froude 
number range. In order to decrease the ship 
resistance, an analysis for several bulb solutions 
was performed. At full load condition the optimised 
bulb solution decrease the ship resistance with 
about 4-5%.  

The present numerical method can be integrated 
in optimisation procedures, in order to reduce ship 
the resistance in the preliminary design stage. 
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ABSTRACT 
This paper presents the set up of a benchmark 

for the NEPTUNE code. This latter consists in 
modelling the Thorpe’s experiment to provide 
numerical for code to code validation. 
Computational results are in good agreement with 
experimental data. In addition, results show that 
surface tension is an important parameter for the 
temporal growing dynamics of the waves. 

 

Keywords:  CFD, Kelvin-Helmoltz instability, 
Thorpe’s experiment, Two phase flow 

NOMENCLATURE 
sF  [ N ]  Interface force 

H  [ m ]  Channel height 
L  [ m ]  Channel length 
g  [ 2.m s− ]  Gravity acceleration 
k  [ 1m− ]  Wave-number 
l  [ m ]  Channel width  
t  [ s ]  Time 
u  [ 1.m s− ]  Longitudinal velocity 
x  [ m ]  Longitudinal direction 
y  [ m ]  Transverse direction 
α  [-]  Volume fraction 
λ  [ m ]  Wavelength 
µ  [ 1 1. .kg m s− − ] Dynamic viscosity 
ρ  [ 3.kg m− ] Density 
σ  [ 1.N m− ]  Surface tension 

U∆  
Subscripts and Superscripts 
0 Initial time 
1 Phase 1 
2 Phase 2 
c Critical 
i,j, q  Direction indexes 

1. INTRODUCTION  
The European project NURESIM (Nuclear 

Reactor SIMulation) aims at developing and 
validating a numerical platform to model complex 
multiphase flows, relevant to nuclear reactor 
thermal hydraulics. In this way, the NEPTUNE 
code has been developed within the framework of 
the EDF-CEA co-development project. 

One of the issues of this project is to set up 
relevant benchmarks in order to assess the code 
potentials for a variety of situations encountered in 
nuclear reactors. Among these situations, safety 
related flows are those that are more complex and 
of a great interest. One of the possible scenarios is 
cold water Emergency Core Cooling (ECC) into the 
cold leg during a Lost of Coolant Accident 
(LOCA). A relevant problems occurring in this 
situation is the development of wavy stratified 
flows which may be single-phase or two-phase 
depending on the leak size, location, and operating 
conditions. These instabilities may give rise to 
Kelvin-Helmholtz structures which may induce a 
slug situation [1, 2]. In two phase flows situation, 
the Kelvin-Helmholtz roll-up may capture bubbles 
that may further condense and give water hammers 
[3]. 

The proposed benchmark aims at tackling this 
kind of flows but in the case of immiscible fluids. 
This simplification allows to deal with two-phase 
related aspects such as surface tension, density 
differences, free surface, and to compare both with 
a simple inviscid analysis [4, 5] and experimental 
results. However, the linear inviscid theory is valid 
for the case of two fluids of similar density [6]. This 
problem has been tackled by Meignin et al. [7] with 
the nonlinear analysis or by Staquet [8, 9] with 
numerical simulations of a single phase flow. A 
review of experiments of Kelvin-Helmholtz 
instability with large density differences can be 
found in Funada and Joseph [10]. Concerning the 
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case of two-phase flows with heat and mass 
transfer, many studies can be found in literature and 
they are mostly devoted to the modelling or 
measurement of interfacial transfers [11-13]. 
Moreover, due to the additional difficulty related to 
the nature of the flow (liquid water-water steam) 
and the associated modelling issues, this kind of 
studies cannot be used as an objective benchmark to 
assess the code potential. 

A possible benchmark could be that of Hou et 
al. [14] who analysed two inviscid fluids of equal 
density in zero gravity conditions. However, this 
case is not realistic, and an experimental 
background is missing. Therefore the proposed 
benchmark in this paper is the same that is planned 
in Tiselj et al. [15] and relies on the work of Thorpe 
[6]. Indeed, this work is very convenient for the 
targeted benchmark, because experimental data and 
matching theoretical results are available for 
comparison to CFD (“Computational Fluid 
Dynamics”) simulations. 
 

2. DESCRIPTION OF THE THORPE’S 
EXPERIMENT 

The Thorpe’s experiment (figure 1) consists in 
a glass channel containing two immiscible fluids of 
different but similar densities. The fluids were 
water (fluid 2) and a mixture of tetrachloride and 
commercial paraffin (fluid 1) with the following 
properties: 

 
3

1 1780 kg/m ,  0.0015 Pa.sρ µ= =  
3

2 21000 kg/m ,  0.001 Pa.sρ µ= =  
(1) 

 
Concerning the geometry parameters, the 

following dimensions have been used in the 
experiment: 

 
1.83 m, 0.03 m, 0.1 mL H l= = =  (2) 
 
Initially, the tube was completely filled with the 

fluids. Both fluid layers have the same initial height 
1 2 1.5 cmh h= = . The surface tension was estimated 

to 0.04 N/mσ =  by measurements with 10% 
accuracy; however Thorpe [6] claimed that errors 
due to this uncertainty are small in calculations. 
After allowing the fluids to settle, the channel was 
sharply tilted such as sin 0.072α = . The resulting 
motion is a wavy flow giving rise to Kelvin-
Helmholtz instabilities. The motion of the interface 
is recorded from the side and the flow is also filmed 
from above by means of a mirror. From the 
theoretical and computational point of view, the 
tube width is large compared to the thickness of the 
shear layer, justifying a two dimensional approach. 

 

Figure 1. Description of the Thorpe’s experiment 

 

3. EXPERIMENTAL RESULTS AND 
INVISCID LINEAR ANALYSIS 

3.1. Experimental results 
For the operating conditions mentioned above, 

Thorpe [6] took ten pictures (Ex. Figure 2) of the 
interface, separated by 0.059 seconds. The first 
picture is taken at a time of onset of the instability 
has been observed. This time is 1.88 0.07± seconds 
and includes half the time taken to tilt the channel 
(about 0.25 seconds). In his paper, Thorpe claims 
that this uncertainty might be even larger. 

 

 
 
 
 
 
 
 
 
 

 

Figure 2. Example of a picture taken in 
experiments [6] 

The most unstable wave-number is estimated 
with the distance between two wave crests (Figure 
3). The measured value is 2.5 4.5 cmcλ = − , the 
uncertainty comes from the different critical 
wavelengths observed under the same operating 
conditions [6]. After the onset on the instability 
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Thorpe observed the growth of the waves for 
approximately 0.52 seconds. Beyond this time, this 
growth was almost stopped and the roll-up of these 
waves started. At this time the estimated amplitude 
of the waves was about 2 6 8 mma = − (Fig. 3). The 
downward wave speed was also measured to 2.6 
cm. As far as possible, all these experimental data 
will be compared to numerical simulations. 

 

Figure 3. Wavy flow topology and parameters 

3.2. Linear inviscid analysis 
In this section, we recall some important results 

of linear-hydrodynamics instability theory, which 
are of interest to determine criteria for the 
occurrence of instabilities, and the associated 
parameters. For a more complete presentation, the 
reader is referred to Drazin and Reid [5]. Consider 
an inviscid fluid such as 

 
2

2
2

1

1
1

0
2

0
2

h y Uu

y h Uu

ρ ρ

ρ ρ

=− < <  ∆= −
=< <  ∆=

 (3) 

 
with 1 2h h= .  This parallel flow is assumed to be a 
solution of Euler equations upon which is 
superposed a small perturbation proportional 
to ( )exp i kx tω+ . In this latter equation, k  is real, 
and it is the longitudinal wave number of the 
perturbation; ω  is complex where the real part rω  
is the phase speed and the complex part cω  is the 
temporal growth rate of the perturbation. Once the 
2D Euler equations are linearized, the following 
dispersion relation can be obtained forω  [4]: 
 

( )
( )

( ) ( ) ( )
( )

2 1

2 1

23 2
2 1 1 2

2
2 1 2 1

2

tanh

U
k

k gk k U
kh

ρ ρ
ω

ρ ρ

σ ρ ρ ρ ρ
ρ ρ ρ ρ

∆ −
=

+

+ − ∆
± −

+ +

 

(4) 

 
The system is unstable when 0cω ≠ , providing 

a condition for the minimum (critical) velocity 
difference: 

 
 

( ) ( )( ) ( )2 1 2
2 1

1 2

tanhU k kh Fρ ρ σ ρ ρ
ρ ρ

+
∆ > + −

 

(5) 

 
Therefore, the minimum of the function 

F gives the most unstable wave-number ck . In the 
case matching  geometrical and operating boundary 
conditions realized in Thorpe’s experiment [6], this 
critical wave-number is -1229 mck =  (Figure 3): 
this gives a critical wave-length 2.7 cmcλ = and a 
critical velocity difference 0.2 m/scU∆ ≈ . In his 
paper [6], Thorpe claims that the critical velocity 
and therefore the time of onset of instability 
predicted by the theory may be underestimated by 
as much as 10% because an abrupt transition in 
velocity is assumed at the interface. However, the 
minimum of the function F is relatively flat (Fig. 
3), explaining the reason of several possible critical 
wave-numbers. Furthermore, Fig. 3 also depicts the 
influence of the surface tension σ  on the critical 
velocity difference and wave-numbers. 
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Figure 3. Values of F as a function of k  

As surface tension is decreased, the minimum 
velocity required to get instability is also decreased 
which means that the time for onset of these 
instabilities should be shorter as well. In addition, 
the minimum of F  becomes less and less sharp as 
σ  is decreased, giving several possibility of critical 
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wave-numbers, and these critical wave-numbers are 
increasing: this means that the distance separating 
two waves decreases when surface tension at 
interface decreases. 

The time dependent solution may be easily 
derived if closed-end effects are neglected [6], and 
gives the following velocity field: 

 
( )

( )

2 1 2
1 1

1 2 2 1

2 1 1
2 2

1 2 2 1

sin
,  0

sin
,  0

h g
u t y h

h h
U

h g
u t h y

h h

ρ ρ α
ρ ρ

ρ ρ α
ρ ρ

−
= < < += 

− = − − < < +

 (6) 

 
 From this equation, it is possible to estimate 

for a given 2
cUU ∆= , the time of onset of the 

instability 0t . The critical velocity may be obtained 
as a function of the surface tension σ  keeping all 
others parameters constant and matching those of 
the Thorpe experiment. Figure 4 illustrates the time 

0t  and the matching critical velocity as a function of 
the surface tension. The benchmark conditions are 
stressed on the graph: for these conditions, the time 
of onset of the instability is about 0 1.2 st =  for a 
critical velocity slightly higher than 0.2 m/s. Thorpe 
found that this results have to be corrected of about 
10% to take into account corrections due to 
viscosity and accelerated flow. For instance, Thorpe 
evaluate the theoretical time 0 1.5 s 1.7 st = −  
including half the time to tilt the channel. 

In addtion, Fig. 4 clearly shows that increasing 
the surface tension involves an increase of 0t  and 

cU∆ . Therefore, computational tests with different 
surface tension than in the benchmark should be 
realized at lower σ  to avoid an increasing CPU 
time. 
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Figure 4. Critical velocity and time of onset of 
the instability 

 

4. MODELLING APPROACH 
The modelling work was performed with the 

use of the commercial CFD package FLUENT 
6.2.16 which solves governing equation with a 
finite volume approach. 

4.1. Governing equations 
The conservation equations governing the fluid 

flow in the channel are of the incompressible, 
unsteady, and two-dimensional form. Furthermore, 
as the point of interest is the formation of Kelvin-
Helmholtz instabilities up to their roll-up, and the 
maximum matching Reynolds Number is about 183 
[6], only the laminar form of these equations is 
solved in the present work. The channel is assumed 
adiabatic and no thermal energy is exchanged 
between flows, so the energy equation is not solved. 
As far as two immiscible fluids are concerned, the 
Euler-Euler VOF technique is suited to track the 
interface. 

The governing equation can therefore be 
written in their vector form 

 
2 . 0qu

t
α

α
∂

+ ∇ =
∂

    (7) 

1 2 1α α+ =  (8) 
 

( ) ( ). . T

s

u
uu P u u

t
g F

ρ
ρ µ

ρ

∂   + ∇ = −∇ + ∇ ∇ + ∇  ∂   
+ +

 (9) 

 
In Eq. (9) the source term sF accounts for the 

surface tension effects at the interface between both 
fluids. This term is modelled following the 
continuum surface force proposed by Brackbill et 
al. [16], and can be cast in a volume force as 
follows:   
 

( )1
2

i
s ij i

i j

F
ρκ

σ α
ρ ρ

= ∇
+

 (10) 

 
where 
 

.

i i

i
i

i

i i

n

n
n

n

n

α

κ

= ∇

=

= ∇

 (11) 

 
The volume averaged properties such as the 

density and viscosity are evaluated by a volume-
fraction-averaged: 
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i I

i i

ρ α ρ

µ α µ

=

=
∑
∑

 (12) 

4.2. Numerical aspects 
The interface treatment is accomplished via a 

geometric reconstruction scheme.  If a given cell is 
completely filled with one or another phase, no 
special treatment is performed. However, if the 
interface is included within a cell, it is represented 
by linear slope by using piecewise-linear 
interpolation. The first step in this reconstruction is 
computing the position of the linear interface in the 
cell, based on the volume fraction and their 
derivatives. The second step is calculating 
convective fluxes trough each face of the cell using 
the computed interface and velocities (normal and 
tangential) on the face. The final step is to update 
volume fractions based on the balance of fluxes 
calculated during the previous step. 

The pressure-velocity coupling is realized by 
using the PISO (Pressure-Implicit with Splitting of 
Operators) algorithm [17] which ensures that the 
corrected velocities satisfy both the continuity and 
momentum equations after one or more additional 
loops. This algorithm takes more CPU time per 
solver iteration than SIMPLER or SIMPLEC, but it 
can dramatically decrease the number of iterations 
required for convergence in transient problems. 
Spatial discretization is achieved by a QUICK 
scheme with a staggering technique for the pressure 
term in the momentum equation. The time 
discretization uses a first order implicit scheme for 
flow equations, while an explicit time marching 
technique is used for the volume fraction equation 
(Equ. (7)). The global time step is adapted in order 
to ensure a maximum CFL = 2. 

The resulting system is then solved using a 
point implicit Gauss-Seidel solver in conjunction 
with an algebraic multigrid method. 

4.3. Domain, boundary conditions, 
initial conditions  

The computational domain is two-dimensional 
and dimensions matches with those of Thorpe’s 
experiment [6]. The channel is taken horizontal, but 
the gravity vector is inclined to model real 
experimental conditions (Figure 5). For this 
geometry, three different orthogonal meshes have 
been tested in order to check grid convergence: 

• Mesh 1: 1830*30 
• Mesh 2: 2588*42 
• Mesh 3: 3660*60 

All boundary conditions are walls with no-slip 
condition for the mixture. At 0t = , each fluid fills 
half the height of the channel, so the interface is 
initially located along the middle line of the 
domain. Initially all velocities equal zero and the 
pressure field is uniform and equal to the reference 

pressure (atmospheric pressure): this pressure field 
does not match with operating conditions since the 
channel is already tilted in simulations. To ensure a 
good initial pressure field, a small time 
( 51.10  st −= ) step is performed in order to make the 
pressure converge toward its hydrodynamics 
distribution. At this time, the computation can be 
started with the adaptive time procedure. 

 

Figure 5. Computational domain and axis origin 

5. RESULTS AND DISCUSSION 

5.1. Comparison with Thorpe’s 
experiment 

 
In order to assess grid convergence, the three 
different meshes have been tried out. Figure 6a 
illustrates the results in terms of radial profiles of 
longitudinal velocity component at 2 st = for the 
three tested meshes.At this time, the instability is 
well established, the velocity difference 

0.35 m/sU∆ ≈  is largely higher than the theoretical 
velocity 0.21 m/scU∆ ≈ . The three tested meshes 
do not exhibit significant differences, while the 
CPU time is multiplied by 4 between MESH 1 and 
MESH 3. For the thinner mesh the capture of the 
velocity gradient trough the shear layer is slightly 
improved (Fig. 6a). Figure 6b depicts the Fourier 
analysis of the interface ( 0.5α = ) for MESH 1 and 
MESH3: overall results showed that MESH 1 
contains the essential spectral information and can 
be sufficient for this study. 

Figures 7a and 7b show the Fourier analysis of 
the interface between 1.5 st =  and 2.4 t s= . 
Fourier transforms have been obtained with a FFT 
algorithm and a running average upon 5 values has 
been performed. The dash-dot curve represents an 
additional running average for each FFT. Fig. 7a 
illustrates that the time of onset of the instability is 

01.6 s 1.7 st< < because the growing rate seems to 
become significant between this value. This is in 
accordance with Thorpe observation 1.88 st =  
including half the time to tilt the channel 
( 0 1.63 0.07 st = ± ). 
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Figure 6. Grid convergence: velocity profiles 
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Figure 7. Fourier analysis of the interface 

Moreover the critical wavelength matching to 
the most unstable wave-number can be evaluated at 

44 mmcλ ≈ ( -1142.8 mck = ) compared to the 
Thorpe value 25 45 mmcλ = − ( -1197 58 mck = ± ). 
The computed values agree well with Thorpe 
observations, because the range of possible critical 
waves is quite wide (Fig. 7) ( 25 50 mmcλ = − ) in 
accordance with results found Fig. 3. In addition, it 
is also observed that this critical wavelength does 
not much change significantly with time as 
observed by Thorpe [6]. 

Figure 8 exhibits the location of the physical 
interface between 1.7 st =  and 1.9 st = . The crest 
to crest distance allows to determine the velocity of 
the wave moving downward. The computed 
distance for this 0.2 s time period is evaluated to 
0.5cm, which gives a velocity of -12.5 cm.su ≈ : 
Thorpe evaluated this velocity at -12.6 cm.su ≈ . 

In order to evaluate more precisely the time of 
onset of the instability and to asses the growing rate 
of waves, the integral of each FFT has been 
computed. The returned value may be seen as a 
relative image of the waves amplitude. Figure 9 
depicts the curve obtained by calculating each 
integral for each time. The curve shows too 
breakpoints:  
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Figure 8. Physical location of the interface 
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Figure 9. Waves growing rate 
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the first one matches with the time of the onset of a 
significant growing rate and may be evaluated to 

0 1.66 st = ; the second breakpoints matches with a 
time where growing is stopping, giving rise to 
waves roll-up. 

5.2. Surface tension effects  
In order to assess the effect of surface tension 

on the development of instabilities, two additional 
surface tensions have been tried out: 

-10.02 N.mσ = and -10 N.mσ = . From the linear 
invisvid theory, the most unstable wavelength 
should decrease as surface tension is decreased 
(Fig. 3). In addition the minimum of function 
F (Fig. 3) becomes more and more flat, which 
means that the number of possible critical 
wavelengths increases; for zero surface tension 
infinity wave-numbers are possible. Figure 10 
shows the spectral analysis of the interface 
for -10 N.mσ = . For this case, the results revealed a 
growing wavy flow very early in the computation 
with a much smaller wavelength than the previous 
case ( -10.04 N.mσ = ). Indeed, at the beginning, the 
critical wavelength is 13 mmcλ ≈ (Fig. 10a).  
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Figure 10. Fourier analysis of the interface for 
-10 N.mσ =  

However, at later times, a second wave rises for 
27 mmcλ ≈ . Beyond 1.2 s-1.3 st = (Fig. 10b), the 

two initial wavelengths are shifted to higher 
wavelengths 25 mmcλ ≈  and 47 mmcλ ≈ . A 
possible explanation would be that a pairing of 
similar structures occurred, giving rise to new 
structures with a higher wavelength.  
Figure 11 confirms that the wavy dynamics starts 
earlier as the surface tension is decreased. For 

-10 N.mσ = and -10.02 N.mσ =  the growing rate is 
decreased at two times (two breakpoints, Fig. 11) 
compared to that with -10.04 N.mσ =  (one 
breakpoint). However, it seems that the initial 
growing phase for each case is similar in terms of 
growing rate since curves are almost parallel. But 
for lower surface tensions, there is more than one 
growing phase. Figure 12 illustrates a volume 
fraction field for each surface tension at 3 st = . It 
is clearly shown again that the overall dynamics is 
inhibited as the surface tension is increased. 
Nevertheless, the laminar model is questionable 
beyond the waves roll-up. 
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Figure 11. Growing rates for different surface 
tensions 
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6. CONCLUSIONS 
In this paper, a benchmark to validate 

NEPTUNE, a new european code for modelling two 
phase flows relevant to nuclear safety is set up, and 
results are presented. This benchmark  consists in 
the modeling of a wavy flow of two immiscible 
fluids, and relies on the Thorpe’s experiment [6]. 
The numerical data to compare with NEPTUNE are 
obtained with FLUENT. In this case, FLUENT 
provides rather good results compared to Thorpe’s 
observations. In addtion, the effect of the surface 
tension could be also studied. Results showed this 
parameter is of primary importance for the temporal 
growing dynamics of the waves (onset of 
instability, growing, pairing, etc.). 

Future works will be devoted to the study of 
other parameters such as viscosity or density ratios 
between the two phases. Also, computations with 
matching conditions will be achieved with 
NEPTUNE. 
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ABSTRACT  
The  paper is dedicated to the study of vortices 

and existence of internal flows at the interface 
between two immiscible Newtonian fluids. One 
goal of the present work is to establish a proper 
kinematical criteria to detect more precisely the 
space location of a moving interface. The 
experimental investigations are performed in a 
specially designed Hele-Shaw cell, a pseudo-planar 
flow where the two fluids (water and oil, 
respectively) are put in motion by a controlled flow 
rate syringe pump. The evolution of interface and 
the onset of vortical structures are visualized and 
compared with the corresponding numerical 
simulations performed with FLUENT code through 
the VOF method. The vorticity number in the flow 
domain is computed and its distribution is related to 
the geometries of vortices and interface. A 
necessary condition for the presence of internal 
flows outside the wall is considered the existence of 
close areas surrounded by iso-vorticity number 
greater than one.   

Keywords: vortices, interface, immiscible fluids, 
vorticity number, Hele-Shaw flow, VOF method 

NOMENCLATURE  
Re [-]  Reynolds number  
Sh [-]  Strouhal number 
Wo [-]  vorticity number 
Ca [-] capillary number 
 t [s] time 
 p [Pa] pressure 
v  [m/s] velocity vector 
b  [m/s2] specific mass force 
ρ [kg/m3] mass density 
η [Pas] viscosity 
σ [Pam] interfacial surface tension 
θ [ o] wetting angle at the wall 
Superscripts 
^ non-dimensional quantity 

1. INTRODUCTION  
The investigation and modeling of internal 

flows developed in multiphase liquid systems is of 
great importance for many applied scientific 
domains: chemical engineering, hydrodynamics, 
transport and mixing of fluids, polymer technology, 
biofluid mechanics, see [3], [6], [7], for examples.  

The present paper reports the numerical and 
experimental investigations on the flow of a two-
fluid system (water and oil), separated by a freely 
moving interface, within a Hele-Shaw cell. The 
evolution of an interface between two immiscible 
incompressible Newtonian liquids is studied, in 
relation to the formation of vortices and flow 
separated regions outside the walls.  

The aim of the work is to establish a necessary 
condition for the existence of internal flows in a 
two-fluid immiscible system. The dynamic process 
is considered planar (2D approximation of the Hele-
Shaw motion), with well established boundary 
conditions: (i) adherence of fluids at solid walls and 
interface; (ii) entrance velocity and outer pressure 
imposed. The Hele-Shaw cell is initially filled with 
liquid-B and, at moment t = 0, the liquid-A enters 
the domain, displacing liquid-B. Within the cell, the 
boundary between fluids is evolving, as well as the 
internal flows domains (if they exist); therefore the 
motion is not stationary, even though the boundary 
conditions are maintained constant. Flow topologies 
with multiple interface boundaries, i.e. one fluid 
surrounded completely by the other one, are not 
considered in this paper. 

In this study, the internal flow area is defined as 
a region where kinematics of the motion is 
characterized by the existence of a closed vortex 
outside the solid boundary; hence, at one moment, 
there exists a pattern of pathlines within the flow 
domain which is isolated by the presence of an 
outer flow. 

It is the authors’ interest to investigate the 
relation between internal flows and the interface 
evolution between immiscible fluids, in order to 
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define more accurately the interface geometry 
through a kinematical criterion. 

The existence of a criterion for the vortex 
presence in a flow, and the relation between vortex 
and vorticity field, is a major subject of study not 
only in hydrodynamics ([10], [12], [14]), but also in 
non-Newtonian fluid mechanics, see [1], [21] and 
[22]. 

Establishing a relation between vorticity and 
vortex is not straight-forward. Both terms have the 
meaning of rotation, but from different 
“perspectives”: (i) vorticity is defined as the 
angular (rotational) velocity of a fluid element 
located at the space point:      

vcurl21=ω  (1) 
while (ii) the vortex is a large-scale concept 
associated to “a rotating motion of a multitude of 
material particles around a common center”, see 
[14].  

Obviously, vorticity is a field in a continuum 
and the vortex is a structure (called sometimes 
“vortical structure” or “spiraling pathlines”) 
generated by a particular velocity distribution in the 
flow field. The conditions for a vortex existence 
were discussed in detail by Broboana et al. in [4].  

The present work extends some results from 
[4], one of the vortex existence criteria, i.e. Wo > 1, 
being used to define more properly the internal flow 
boundary in vicinity of the evolving interface 
between immiscible fluids. 

The paper has an exploratory character and the 
first experimental and numerical results are mainly 
qualitative. Even though, the investigations are 
consistent with the assumption that it is possible to 
define a proper kinematical constrain (criteria) to 
establish more precisely the location in the                                                                                                                             
flow domain of a moving interface between 
immiscible fluids. 

2. THEORETICAL CONSIDERATIONS 
Starting from the paper of Truesdell in early 

fifties of last century, [18], the concept of vorticity 
number – Wo was a permanent topic of study for 
scientists working in fluid mechanics and rheology. 
Traditionally, vorticity is directly related to the 
vortex and vortical flows, [14], and to some extend 
to the boundary layer theory, [16]. 

Vorticity ω , defined in (1), represents also the 
axial vector of the spin tensor Ω , where Ω  is the 

skew part of the velocity gradient L  = grad v , i.e.
  

ΩDL +=  (2) 
 

with D  the symmetric strain rate tensor 

(stretching), [21]. It is well known that D  

represents the local deformation and Ω  is giving 

the local rotation in the flow field. It is also 
important to remark that D  is always objective and 

Ω  is only in very particular kinematical processes 

objective, respectively Ω  is generally not invariant 
under change of the reference frame, [1, 21]. 

The balance between rotation and deformation 
in a fluid is given by the ratio between the 
magnitude of Ω  and the magnitude of D , i.e. 
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is the second invariant of L , see for details [12], 

[19] and [20]. In (3) the magnitude of a tensor A  is 
defined as 

( )Ttr AAA =  (5) 

 
Finally, the vorticity number is present in the 

dimensionless Cauchy equation of momentum: 
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where Wo plays a major role in the balance of the 
inertia components, for details see [21] (here T  is 

the extra-stress tensor, p is pressure and b  is the 
specific mass force).  

A vortex region is a region with complex 
eigenvalues of L  where Q > 0, i.e. Wo > 1 in (3), 
and a local pressure minimum determined by a 
negative second eigenvalue of the symmetric 
tensor 22 ΩD + , i.e. 02 <λ , [12]. These two 

conditions (so called Q - criteria, respectively 2λ - 
criteria) seem to be necessary, but not sufficient for 
proving the existence of a vortex. 

Since the phenomenological definition of the 
vortex given by Lugt in [14] is valid only in a 
reference frame that does not move with respect to 
the center of the vortex and the vorticity number is 
not objective (due to non-objectivity of Ω , see [1]), 
one can conclude that a general definition of the 
vortex existence has to be objective. Such definition 
is introduced by Haller in [10] and states that “the 
vortex is a set of fluid trajectories along which the 
strain acceleration tensor is indefinite over 
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directions of zero strain”. The vortices are identified      
here as material tubes in which material elements 
do not align with directions suggested by the strain 
eigenvalues. This criteria is also consistent with the 
assertion that the presence of a vortex is determined 
by the existence of a spiral or center critical points 
in the trajectory phase representation of the flow, 
see also [14] and for some numerical 
representations [4]. 

In conclusion, there is considered that vortices 
are present in areas where the vorticity number is 
maximum and the Q – criteria is locally fulfilled. At 
the same time, the existence of spiral or center 
singular points in the trajectory field is a strong 
indication that a vortex exists. 

In this paper, the only first criteria for a vortex 
presence, i.e. Wo > 1, is taken into consideration. 
The distribution of local vorticity number has also a 
major significance in relation to the definition of 
internal flows topology in vicinity of the interface. 
Therefore, partial boundaries of close regions where 
Wo > 1 might accurately define the interface 
evolution between immiscible fluids. 

Finally, the aim is to obtain a geometrical 
description of the interface, as precisely as possible, 
based exclusively on kinematical criteria. Dynamic 
constraints due to particular stress distributions at 
the interface are not investigated in the present 
paper (for details see [11] and [13]).   

3. EXPERIMENTAL  
The experiments have been performed in the 

REOROM Laboratory from P.U. Bucharest. The 
Hele-Shaw cell of 150x180 mm, with a 2 mm gap 
has been built of transparent plates with a thickness 
of 7 mm. The cell is provided with 6 capillaries of 
diameter d = 0.8 mm, which can be used as 
entrances or exits, according to the desired flow 
configuration. One single inlet, respectively one 
outlet (at normal pressure), located symmetrically 
with respect to the cell wall, were used for 
experiments, see Figure 1. During the tests, the cell 
has a perfect horizontal position, so gravity plays no 
role in the motion. The displacing liquid is 
introduced into the cell through a controlled flow 
rate syringe pump; the tested inlet velocities within 
the capillary, V∈[10-4, 0.1] m/s, were maintained at 
constant value during each experiment. The cell is 
initially filled with fluid B and through the syringe 
fluid A is pumped (fluid B being simultaneously 
evacuated from the cell). The set-up is presented in 
Figure 2.                                                                                                                                                               

The sample fluids are water (η = 0.001 Pas, 
ρ = 1000 kg/m3) and two different oils of viscosity 
η  = 0.05 Pas (mineral oil, ρ = 940 kg/m3), 
respectively  η  = 0.95 Pas (silicon oil, ρ = 880 
kg/m3), at temperature of 22o C. The viscosities of 
the samples have been measured with a Physica 
MC1 rheometer, double and simple Couette 

geometries. The value of the surface tension 
between the water and oils was determined through 
the pendant drop method at the Interface Laboratory 
from T.U. Darmstadt. For determining the 
interfacial tension, drops of the heavier liquid 
(water) were formed in the lighter fluid (oils), using 
a DSA device, see Figure 3. The value of the 
interfacial tension is then calculated from the profile 
of the drop, using the so-called Laplace – Young 
relation; the obtained values are: σ = 0.034 Pam for 
the mineral oil, respectively σ = 0.046 Pam for the 
silicon oil. 

 

 
 

Figure 1. Hele-Shaw cell. 
                  

 

                   
 
Figure 2. Experimental set-up for interface 
visualization within the Hele-Shaw cell.  
                              

Visualization of the interface (Figs. 1 and 2) 
between water colored with ink (fluid A) and 
mineral oil (fluid B) is shown in Figure 4; here the 
Reynolds number and the capillarity number are 
defined as: Re = AV ηρ d  and  Ca = ση VA . 

Similar experimental pictures with Fig. 4 have 
been obtained for water in oils at different velocity 
values. Unfortunately, the interface can not be kept 
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symmetric for long time at higher Reynolds 
numbers, the flow being subject to specific 
hydrodynamic instabilities as Kelvin-Helmholtz, 
[10], [14], or Saffman-Taylor, [3] (the 
destabilization factor which acts against a 
symmetric developing of interface is the change of 
the wetting angle along the solid surfaces, due to 
impurities stuck on the walls of the cell). 
 

 
 
Figure 3. Static drop shape (water in oil); DSA 
device, needle diameter 0.2 mm.  
 

 

 
Figure 4. Water - mineral oil  interface at 
V=0.025 m/s (Re = 0.04, Ca ≅ 10-4, AB ηη =50). 
The interface is here slightly non-symmetric 
against the position of the inlet. The wall wetting 
angle θ o is also represented. 
 

From our own experience, see also [3], [15] 
and [17], to increase stability of interface (in the 
absence of surfactants) it is indicated to work at 
very low capillarity and Reynolds numbers,          
Ca << 1, Re < 1, and viscosity ratio AB ηη  
between fluids not far from one. Under these 
conditions, the developing in time of the interface 
and internal vortices structures can be well 
observed, see Figure 5.  

Same vortical structures as in Fig. 5 have been 
experimentally observed also for the samples under 
investigation, but at higher velocity than in Fig. 4, 

respectively V = 0.1 m/s, but in that case the 
symmetry of interface was not achieved .  

The results from this paper are mainly 
qualitative, but they put in evidence the presence of 
vortical structures at the interface, for particular 
defined flow conditions and material properties.                                   

The experiments are in progress in REOROM 
Laboratory. The investigations are currently 
focused on: (i) increasing the stability of interface 
evolution (by developing a special cleaning 
procedure of the cell walls) and (ii) improving the 
quality of visualization of vortices onset in vicinity 
of interface, using a microscopic device.  

 

Figure 5. Evolution of vortices at the entrance of 
a dilute polymer solution colored with ink (fluid 
A) in water (fluid B), at different time steps (1 – 
7); V = 0.0075 m/s, Re  ≅ 0.01, AB ηη ≅ 3. Due to 
presence of water in the polymer solution the 
diffusivity effect is observed at the interface.  

4. NUMERICAL SIMULATIONS 
At this stage of the work, the numerical 

simulations play an important role in analyzing the 
vortical structures distribution and the location of 
vortices against the interface. There are numerous 
techniques and procedures to compute the flow field 
in the presence of an interface, in particular to 
reconstruct the time dependence geometry of the 
interface between two immiscible fluids, see for 
example [8] and [17].                                                                             

The present simulations are performed with the 
FLUENT 6.0 code. The code can model multiphase 
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flows (two or more immiscible fluids) through the 
volume-of-fluid (VOF) model, see for details [9].                                                                                                                                  

The VOF formulation is based on the 
assumption that the fluids are not interpenetrating. 
Each additional phase introduces a new variable, 
the volume fraction in the computational cell. In the 
VOF model, the fluids share a single set of 
momentum equations and the volume fraction of 
each of the fluids in each computational cell is 
tracked throughout the domain. In each control 
volume, the volume fractions of all phases sum to 
unity. The fields for all variables and properties are 
shared by the phases and represent volume-
averaged values, as long as the volume fraction of 
each of the phases is known. Through this method, 
an Eulerian transport equation for fluid fractions is 
solved in a fixed mesh domain. The interface is then 
reconstructed from these fractions, and in the next 
time step the fluxes are calculated.  

One example of 2D test computation by VOF is 
shown in Figure 6. Two immiscible viscous 
Newtonian fluids, silicon oil - A and water - B, 
enter in a symmetric geometry with same velocities, 
VA,B = 0.1 m/s, initially the domain being filled 
with fluid B.  

 

 
 

Figure 6. Similar evolution with Kelvin-
Helmholtz instability at the interface between 
immiscible fluids, ta < tb. The interface (dash line) 
is actually a “medium line” through the “band”, 
see region marked in a), which separates the two 
liquids. Vortical structures D and C define more 
precisely some parts of the interface. 
 

        The vortices are developed only in the less 
viscous fluid and the evolution in time of interface 
discloses a pattern similar to a Kelvin-Helmholtz 
instable interface, see [14] and [15]. Of course, 
applying this reconstruction technique, the VOF 
procedure by FLUENT 6.0 discloses a diffusive 
interface (an interface band) between the two 
immiscible fluids, see Fig. 6.a, and a continuous 
distribution of pathlines and stream lines in the 
whole flow domain. 

As can be observed in Fig. 6, vortical structures 
are present in vicinity of “numerical interface band” 
and their boundaries contributes to a better space 
definition of the separation between the two fluids. 
We have to remark here that, accordingly to the 
definition from §1 and numerical results from Fig. 
6.b, only the vortex D defines an internal flow, the 
vortex C being closed partially by the solid 
boundary. 

Numerical simulations of the experimental 
tested flows from §3 (similar geometry as in Fig. 4) 
started with the Navier-Stokes non-stationary 
solution, see Figure 7 (an almost identical solution 
is obtained using VOF procedure for one single 
fluid). 

 
 

 
 

Figure 7. Navier-Stokes 2D solution; distribution 
of vorticity number Wo (a) and stream lines (b), 
in vicinity of the entrance (water, V = 0.1 m/s).  

 
The VOF implicit solutions are obtained, for a 

2D mesh with almost 15.000 nodes, at a 
convergence criterion of 10-5 for each time step 
(adaptive time step option, with the medium step 
size of 0.005 s).  In Figure 8 and Figure 9, VOF 
instantaneous solutions are shown after around 7 s 
of iteration time. 

In Fig. 8.b one can observe the presence of 
internal flows in fluid A, phenomena which is less 
observable in Fig. 9.b. This difference in the flow 
structure between the two simulations is given by 
the value of the contact angle. Distribution of 
vorticity number corresponding to each separate 
fluid properly defines the interface in Fig. 8. Also, 
the domains of Wo > 1 put in evidence the vortices, 
both in Figs. 7 and 9.                                            

Figure 10 presents a VOF solution for fluids 
with very similar properties and zero wetting angle 
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vortices 
Wo > 1
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(here the   domains defined by Wo = 1 are located at 
the wall).  

 
 

 
 

Figure 8. VOF solution at V = 0.05 m/s; fluid A – 
water, fluid B – silicon oil (θ = 179o ): a) 
averaged interface, b) stream lines distribution, 
c) iso-vorticity number distribution in fluid A, d) 
iso-vorticity number distribution in fluid B. 

 
 

 
 
Figure 9. VOF solution at V = 0.1 m/s; same 
conditions as in Fig. 8, but θ = 90o:  a) pathline 
distribution (areas with Wo > 1 are marked), b) 
distribution of stream lines, c) averaged 
interface, d) numerical diffusion of interface. 
 

Two main conclusions are obtained from the 
analysis of numerical simulations: (i) the interface 
produced by VOF is not sharp, actually it is a band 
in space which separates the immiscible fluids, (ii) 
distribution of vorticity number, especially the 
detection of areas where Wo > 1, is directly related 
to the interface geometry and it can remarkable 
improve the quality of location within the flow 
domain of the interface.  

 
 

 
 
Figure 10. VOF solution with V = 0.1 m/s; 
similar fluids ( ρA = ρB = 1000 kg/m3, ηA = 2 
mPas, ηB = 1 mPas, σ = 0.02 Pam, θ = 0o); a) 
interface geometry, b) stream lines, c) iso-
vorticity number distribution (in the very 
vicinity of the entrance).   

  

5. FINAL REMARKS. CONCLUSIONS  
The starting point of the work was the 

assumption that vorticity number plays a major role 
in the proper establishing of the interface between 
two immiscible fluids.   

The experimental investigations in a Hele-Shaw 
flow configuration and the numerical 2D 
simulations put in evidence the interface evolution 
and the vortical structures generated in the vicinity 
of the interface.  

Numerical simulations by FLUENT with VOF 
method disclose the interdependence between 
vortices and a particular distribution of the vorticity 
number within the flow. If we extract from the 
domain the areas with Wo > 1, one can observe that 
the boundaries defined by Wo = 1 delimit more 
precisely some parts of the interface, see Figure 11.             

 Following the unity iso-vorticity lines, we can 
also determine the structure and evolution of 
vortices in the neighborhood of the interface, see 
Figure 12.  

Same procedure can be applied to establish                        
areas with possible internal flows. In Fig. 11.a 
internal flows are developed in fluid B, but in Fig. 
11.b disclose internal flows in both fluids. In Fig. 
12, for example, the internal flows are not present, 
since the stream lines and the iso-vorticity lines at 
Wo > 1 are closed by solid boundary (in that case 
the wall of the capillary). 

Therefore, the authors conclude that the 
existence of close domains in the flow of 
immiscible fluids by the value Wo = 1 (Wo > 1 
inside the domain) better puts into evidence some 
parts of the interface and also the presence of 
internal flows within one liquid phase.  

 This kinematical restriction can be considered 
a necessary condition for the existence of internal   

             fluid B 

           fluid A 
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flows, but we cannot state that Wo > 1 is also 
sufficient for proving the developing of isolated 
vortical structures within the flow field, far from the 
wall. 

 
                                          

 
 

Figure 11. Areas with Wo  ≥ 1 contribute to a 
better location in space of the interface between 
fluids A and B (dash line is medium interface); a) 
simulations from Fig. 10, b) simulations from 
Fig. 8. 
 
 

 
                  2.4 s                                   3.6 s 

 
Figure 12. Evolution in time of the averaged 
interface (dash line), stream lines and vorticity 
number (Wo > 1) (entrance of water in silicon oil 
through a capillary of 0.8 mm, located far from 
the wall; V = 0.1 m/s). 
 

This study only presents partial results, since a 
procedure to generate an interface profile starting 
with the distribution of the vorticity number is not 
yet established.  

Further investigations of the work are focused 
in the near future to the following areas: 
1. Implementation of all conditions for the 

vortices existence in a flow domain, see [4], 
and developing a reconstruction technique of 
the interface, accordingly to the numerical 
computations of the flow with VOF method; 

2. Improving the experimental set-up and 
visualization procedure of vortical structures 
within the Hele-Shaw cell, in order to obtain a 
precise flow configuration and interface 
geometry, for controlled material properties 
and boundary conditions.  
                                    
 

                            
 

Figure 13. Interface (dash line) between two 
immiscible fluids in rotational motion (upper 
disc generates the motion in a vessel);                  
a) pathline pattern and the interface, b) iso-
vorticity. The interface is tangent to the vorticity 
lines Wo = 1 (numerical simulations by Ph.D. 
student Catalin Marculescu). 
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       Before extending the present work to complex 
applications, it is compulsory to prove 
experimentally the numerical results for other 
simple flow configurations and to establish more 
accurately the location of the evolving interface 
during dynamic processes. For example, one new 
case under study in our laboratory is the interface 
evolution between two immiscible fluids (water and 
oil), due to rotation of a disc in a vessel with zero 
velocity on the walls, see Figure 13 (the volumes of 
the two fluids are constant in the domain).                         

We also intend to study in more detail the 
dynamic conditions at the interface and the stress 
dependence on vorticity at boundaries, see [2], [5] 
and [22], especially in relation to the modeling of 
viscoelastic interfaces. Developing the work in the 
area of non-Newtonian fluid mechanics and 
creating models for particular flows in the presence 
of viscoelastic interfaces are the main targets for 
REOROM activity in the next years. 
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ABSTRACT  
We present a general formulation for 

incompressible fluid flow analysis using the finite 
element method (FEM). The necessary stabilization 
for dealing with convective effects and the 
incompressibility condition are introduced via the 
Finite Calculus (FIC) method using a matrix form 
of the stabilization parameters. This allows to 
model a wide range of fluid flow problems for low 
and high Reynolds numbers flows without 
introducing a turbulence model.  Examples of 
application to the analysis of incompressible flows 
with moderate and large Reynolds numbers are 
presented.  

Keywords: Finite calculus, finite element 
method,  high Reynolds numbers, incompressible 
fluid, stabilized formulation, turbulence model.   

NOMENCLATURE  
N [-] shape functions 
Re [-] Reynolds Number 
p [Pa] absolute pressure 
q [Pa] pressure test fucntion 
u [m/s] velocity vector 
t [s] time 
x [m] space coordinate 
n [-] space dimensions 
nd [-] normal boundary vector 
b [N] vector body forces 
Ω  [-] analysis domain 
Γ  [-] domain boundary 
σ  [N/m2] total stress tensor 
ξ  [-]  local element axes 

ijδ  [-] delta Kronecker 
µ  [m2/s] dynamic viscosity 
ν  [m2/s] kinematic viscosity 
τ  [s] intrinsic time 

uδ  [m/s] virtual velocity vector 

 
Subscripts and Superscripts 
i,j,k  i-th global axis 
d respect to mass balance 
m respect to momentum equation 
free at free stream 
- nodal variables 
a,b node indexes 
p prescribed 
0 intial  

1. INTRODUCTION  
Much effort has been spent in developing the so 

called stabilized numerical methods overcoming the 
two main sources of instability in incompressible 
flow analysis, namely those originated by the high 
values of the convective terms and those induced by 
the difficulty in satisfying the incompressibility 
condition. 

In this contribution a stabilized FEM for 
incompressible flows is derived via a finite calculus 
(FIC) approach [4],[5]. The FIC method is based in 
invoking the balance of fluxes in a fluid domain of 
finite size. This introduces naturally additional 
terms in the classical differential equations of 
momentum and mass balance of infinitesimal fluid 
mechanics which are a function of characteristic 
length dimensions related to the element size in the 
discretized problem. The FIC terms in the modified 
governing equations provide the necessary 
stabilization to the discrete equations obtained via 
the standard Galerkin FEM. The FIC/FEM 
formulation allows to use low order finite elements 
(such as linear triangles and tetrahedra) with equal 
order approximations for the velocity and pressure 
variables. 

The FIC/FEM formulation has proven to be 
very effective for the solution of a wide class of 
problems, such as convection-diffusion [1][2][3] 
and convection-diffusion-reaction [2][3] involving 
arbitrary high gradients, incompressible flow 

815



problems accounting for free surface effects and 
fluid-structure interaction situations [1-5].  

The FIC equations for incompressible flow 
derived in previous works of the authors assumed 
that the dimensions of the domain where the 
momentum conservations law was enforced remain 
the same independently of the direction along which 
balance of momentum is imposed. As a 
consequence, each of the resulting FIC momentum 
equations contain the same characteristic 
dimensions which can be grouped in a  
characteristic distance vector. In this contribution, 
a refined FIC momentum equations are derived by 
accepting that the dimensions of the momentum 
balance domain are different for each of the 
momentum equations. This introduces a matrix form 
of the characteristic distances and of the 
corresponding FIC terms which have better intrinsic 
stabilization properties. 

Stabilized FEM have been successfully used in 
the past to solve a wide range of fluid mechanics 
problems. The intrinsic dissipative properties of the 
stabilization terms (which can interpreted as an 
additional viscosity) typically suffices to yield good 
results for low and moderate values of the Reynolds 
number. For high values of Re most stabilized FEM 
fail to provide physically meaningful results and the 
numerical solution is often unstable or inaccurate. 
The introduction of a turbulence model is 
mandatory in order to obtain meaningful results in 
these cases. 

The relationship between the additional 
dissipation introduced by the turbulence model and 
the intrinsic dissipative properties of stabilized 
FEM is an open topic which is attracting increasing 
attention in the CFD community. It is clear that 
both remedies (the turbulence model and the 
stabilization terms) play a similar role in the 
numerical solution, i.e. that of ensuring a solution 
which is ``physically sound'' and as accurate as 
possible. 

It is our belief that the matrix stabilization 
terms introduced by the FIC/FEM formulation here 
presented allow to model accurately high Re 
number flows without the need of introducing any 
turbulence model. The background of this belief 
originates in the positive experiences in the 
application of a very similar formulation for solving 
advection-diffusion and advection-diffusion-
reaction problems with arbitrary sharp gradients 
without introducing any transverse dissipation 
terms. The extension of these ideas to the Navier-
Stokes equations described here provides a 
straightforward procedure for solving a wide class 
of flow problems from low to high Reynolds 
numbers, as demonstrated by the good results 
presented in the paper. 

The layout of the paper is the following. In the 
next section the FIC equations for incompressible 
flows with matrix stabilization terms are presented. 

The finite element discretization is introduced and 
the resulting matrix equations are detailed. A 
fractional step scheme for the transient solution is 
detailed. Examples of applications to the 2D 
analysis of flows passing a backward facing step 
and a cylinder at different Reynolds numbers are 
presented. 

2. GENERAL FIC EQUATIONS FOR 
VISCOUS INCOMPRESSIBLE FLOW 

The FIC governing equations for a viscous 
incompressible fluid can be written in an Eulerian 
frame of reference as 

Momentum 
 

1 0
2

i

i

m
m ij

j

r
r h in

x
∂

− = Ω
∂

 (1) 

 
Mass Balance 
  

1 0
2

d
d j

j

r
r h in

x
∂

− = Ω
∂

 (2) 

 
Where 
 

, 1

1 12
3 2

i

iji i
m j i

j i j

i
d d

j

jk i
ij ij ij ij

k j i

su u pr u b
t x x x

u
r i j n

x

uu u
s

x x x

ρ

µ ε δ ε

⎛ ⎞ ∂∂ ∂ ∂
= + + − −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∂

= = ÷
∂

⎛ ⎞∂⎛ ⎞∂ ∂
= − = +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠

 
(3) 

 
The FIC initial and boundary conditions are 
 

0
0

1 0
2 ij ij i ij j m t

p
j j u

j j

n t h n r on

u u on

u u for t t

σ − + = Γ

= Γ

= =

 (4) 

 
Summation convention for repeated indices in 

products and derivatives is used unless otherwise 
specified.  

In Eq. (4) it  and p
ju are surface tractions and 

prescribed displacements on the boundaries tΓ and 

uΓ , respectively and ijσ are total stress given by 

ij ij ijs pσ δ= − . 

The ijh and jh are characteristic distances of the 
domain where balance of momentum and mass is 
enforced.  

Eqs. (1) to (4) are the starting  point for 
deriving stabilized FEM  for solving the 
incompressible Navier-Stokes equations. An 
interesting feature of the FIC formulation is that it 
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allows to use equal order interpolation for the 
velocity and pressure variables [3,4]. 

3. STABILIZED INTEGRAL FORMS 
From the momentum equations it can be 

obtained [4,5] 
 

no sum in 
2

2 no sum in 
3 2

imd ii

i i j

i i
i

rr h
i

x a x

u h
a iµ

∂∂
∂ ∂

= +

 (5) 

 
Substituting Eq.(5) into Eq.(2) and retaining the 

terms involving the derivatives of 
imr with respect 

to ix only, leads to the following alternative 
expression for the stabilized mass balance equation 

 
1

1

280 ;
3

d
i

n
m i

d i i
i ii i iii

r u
r

x h h h
ρµτ τ

−

=

∂ ⎛ ⎞
− = = +⎜ ⎟∂ ⎝ ⎠
∑

 

(6) 

 
The iτ ’s in Eq.(6) when multiplied by the 

density are equivalent to the intrinsic time 
parameters, seen extensively in the stabilization 
literature. The interest of Eq.(5) is that it introduces 
the first space derivatives of the momentum 
equations  into the mass balance equation. These 
terms have intrinsic good stability properties as 
explained next. 

The weighted residual form of the momentum 
and mass balance equations (Eqs.(1) and (5)) is 
written as 

 

1

1 1
2 2

0

i

i i

t

i

m
i m j i j ij i j j m

j

N
m

d i
ii

r
u r h d u n t h n r d

x

r
q r d

x

δ δ σ

τ

Ω Γ

=Ω

⎡ ⎤∂ ⎛ ⎞− Ω + − + Γ =⎢ ⎥ ⎜ ⎟∂ ⎝ ⎠⎢ ⎥⎣ ⎦
∂⎡ ⎤

− Ω =⎢ ⎥∂⎣ ⎦

∫ ∫

∑∫

 

(7) 

 
Integrating by parts the 

imr terms in Eq.(7) leads 
to 

 
( )

1 1

1 0
2

0

i i

t

d d

i i

i
i m i j ij i j m

j

n n

d i m i i m
ii i

u
u r d u n t d h r d

x

qqr d r d q n r d
x

δ
δ δ σ

τ τ

Ω Γ Ω

= =Ω Ω Γ

∂
Ω + − Γ + Ω =

∂

⎡ ⎤ ⎡ ⎤∂
Ω+ Ω− Γ =⎢ ⎥ ⎢ ⎥

∂⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

∫ ∫ ∫
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(8) 

We will neglect hereonwards the third integral 
in Eq.(8) by assuming that 

imr  is negligible on the 
boundaries. The deviatoric stresses and the pressure 
terms in the first integral of Eq. (8) are integrated by 
parts in the usual manner. The resulting momentum 
and mass balance equations are 

 

0
2 i

t

i i i i
i j ij i i

j j j

j i
i i m

j

u u u uu u p d u f d
t x x x

h uu t d r d
x

δ
δ µ δ δ

δ
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Ω Ω

Γ Ω

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂
+ + − Ω − Ω⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

∂
− Γ + Ω =

∂

∫ ∫
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(9) 

  
And 
 

1
0

d

i

n
i

i m
i ii

u qq d r d
x x

τ
=Ω Ω
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Ω + Ω =⎢ ⎥

∂ ∂⎢ ⎥⎣ ⎦
∑∫ ∫

 

(10) 

 
In the derivation of the viscous term in Eq.(9) 

we have used the following identity holding for 
incompressible fluids (prior to the integration by 
parts) 

 
2

2ij ij i

j j j j

s u
x x x x

ε
µ µ

∂ ∂ ∂
= =

∂ ∂ ∂ ∂
 (11) 

 

3.1. Convective and pressure gradient 
projections 

The computation of the residual terms are 
simplified if we introduce the convective and 
pressure gradient projections ic  and iπ , 
respectively defined as 

 

;
i i

i
i m j i m

j i

u pc r u r
x x

π
∂ ∂

= − = −
∂ ∂

 (12) 

 
We can express 

imr  in  Eqs.(9) and (10) in 

terms of ic  and iπ , respectively which then 
become additional variables. The system of integral 
equations is now augmented in the necessary 
number (12)of equations by imposing that the 
residual 

imr vanishes (in average sense) for both 
forms given by Eq. (12). This gives the final system 
of governing equation as: 
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In Eqs.(15) and (16)  icδ  and iδπ are 

appropriate weighting functions and the ρ  and  

iτ weights are introduced for convenience. 

4. FINITE ELEMENT DISCRETIZATION 
 
We choose 0C continuous linear interpolations 

of the velocities, the pressure, the convection 
projections ic  and the pressure gradient projections 

iπ  over 3-noded triangles (2D) and 4-noded 
tetrahedra (3D). The linear interpolations are 
written as 

 
,

,

k k k k
i i

k k k k
i i i i

u N u p N p

c N c Nπ π

= =

= =

 (17) 

 
Where the sum goes over the number of nodes 

of each element n (n=3/4 for triangles/tetrahedra). 
Substituting the approximations (17) into 

Eqs.(13) to (16) and choosing the Galerkin form 
with i

i i iu q c Nδ δ δπ= = = = leads to following 
system of discretized equations 

 

ˆ

ˆ

+ − + =

+ + =
+ =

+ =

T

T

Mu Hu Gp Cc f

G u Lp Qπ 0
Cu Mc 0

Q p Mπ 0

 (18) 

 
Where 
 

ˆ= + +H A K K  (19) 
 
The element contributions to the components of 

the arrays involved in these equations are (i,j=1,3 
for 3D problems) 
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τ
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It is understood that all the arrays are matrices 

(except f which is a vector) whose components are 
obtained by grouping together the left indices in the 
previous expressions (a and possibly i) and the right 
indices (b and possibly j). 

Note that the stabilization matrix K̂ in Eq.(21) 
adds additional orthotropic diffusivity terms of 
value 2

ij lh uρ . 
The overall stabilization terms introduced by 

the FIC formulation above presented have the 
intrinsic capacity to ensure physically sound 
numerical solutions for a wide spectrum of 
Reynolds numbers without the need of introducing 
additional turbulence modelling terms. This 
interesting property is validated in the solution of 
the examples presented in a next section. 

4.1. Transient solution scheme 
The solution in time of the system of Eq. (18) 

can be written in general form as 
 
( )11

ˆ

ˆ

n n n n n n n n

n n n n

n n

n n n

t
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θ θ
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+ =
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T
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(22) 

 
Where ( )n n nθ θ θ+ + +=H H u , etc and the 

parameter [ ]0,1θ ∈ . The direct monolithic solution 
of Eqs.(22) is possible using an adequate iterative 
scheme [5]. However, in our work we have used the 
fractional step method described in [5]. 

5. COMPUTATION OF THE 
CHARACTERISTIC DISTANCES 

The computation of the stabilization parameters 
is a crucial issue as they affect both the stability and 
accuracy of the numerical solution. The different 
procedures to compute the stabilization parameters 
are typically based on the study of simplified forms 
of the stabilized equations. Contributions to this 
topic are reported in [3,4,5]. Despite the relevance 
of the problem there still lacks a general method to 
compute the stabilization parameters for all the 
range of flow situations. 

Recent work of the authors in the application of 
the FIC/FEM formulation to convection-diffusion 
problems with sharp arbitrary gradients [4,5] has 
shown that the stabilizing FIC terms take the form 
of a simple orthotropic diffusion if the  balance 
equation is written in the principal curvature 
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directions of the solution. Excellent results were 
reported in [4,5] by  computing first the 
characteristic length distances  along the principal 
curvature directions, followed by a standard 
transformation of the distances to global axes. The 
resulting stabilized finite element equations  capture 
the high gradient zones in the vicinity of the domain 
edges (boundary layers) as well as the sharp 
gradients appearing randomly in the interior of the 
domain [3]. The FIC/FEM  thus reproduces the best 
features of both the so called transverse (cross-
wind) dissipation or shock capturing methods [2,3]. 

The numerical computations are simplified 
without apparent loss of accuracy if the main 
principal curvature direction of the solution at each 
element point is approximated by the direction of 
the gradient vector at the element center. The 
second principal direction (for 2D problems) is 
taken in the orthogonal direction to the gradient. For 
linear triangles and quadrilaterals these directions 
are assumed to be constant within the element [5]. 

Above simple scheme has been extended in this 
work for the computation of the characteristic 
distances ijh  for the momentum equations. As for 

the length parameters ih  in the mass conservation 
equation, the simplest assumption i iih h= has been 
taken. Details of the algorithm for computing ijh are 
given next (the method is explained for 2D 
problems although it is readily extendible to 3D 
problems). 

For the i-th momentum balance equation and 
every step of the method described in Section 4: 

1. A coordinate system 1 2,i iξ ξ  is defined at 

each element point such that 1
iξ is 

aligned with the gradient of 

iu ( 1
i

iuξ = ∇ ) and 2
iξ  is orthogonal to 

1
iξ  in anticlockwise sense (Figure 1). 

The angle that 1
iξ forms with the 

global 1x is defined as iα . Recall that 
upper and lower index i denotes the i-th 
momentum equation. 

2. The element characteristic distances 1il  
and 2il  are defined as the maximum 
projections of the element sides along 
the 1

iξ  and 2
iξ  axes, respectively 

(Figure 2). 
3. The characteristic distances 1ih  and 2ih  

are computed as 
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h c s h
i

h s c h
− ⎧ ⎫⎧ ⎫ ⎡ ⎤ ⎪ ⎪= =⎨ ⎬ ⎨ ⎬⎢ ⎥

⎪ ⎪⎩ ⎭ ⎣ ⎦ ⎩ ⎭
 (23) 

 

with cos , sini i i ic sα α= =  and the local 

distances 1ih  and 2ih  are 
 

1coth , , 1, 2
2

j ij
ij ij ij ij

ij

u l
h l jγ γ

γ µ

⎛ ⎞
= − = =⎜ ⎟⎜ ⎟
⎝ ⎠

 
(24) 

 
where 1u  and 2u  are the components of the 

velocity vector along the local axes 1
iξ  and  2

iξ , 
respectively (Figure 1). 

 

Figure 1. Definition of the principal curvature 
direction 1

iξ along the gradient of  iu  

 

Figure 2. Definition of the element characteristic 
distances 1il  and 2il corresponding to the i-th 
momentum equation. 

6. EXAMPLES 
The examples were solved with the Tdyn code 

where the formulation here presented has been 
implemented. 

6.1 Backward facing step at high 
Reynolds number 

Figure 3 shows the geometry of the standard 
backwards facing step problem. The boundary 
conditions were the following: 1 1u = and 2 0u =   
were taken at the entry while 0p =  was assumed at 
the exit. Slipping conditions were assumed at the 
rest of the vertical and horizontal walls. A value of 
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the kinematic viscosity 52.1 10ν −= × was taken 

giving a Reynolds number of Re 47619freeu H
ν

= =  

for H=1 and 1freeu = . 
Figure 3 also shows the relatively coarse mesh 

chosen of 30850 three-node triangular elements and 
15426 nodes. The contours of the horizontal and 
vertical velocities and details of the velocity vectors 
are shown in Figures 4, respectively. Figure 5 
shows the distribution of the horizontal velocity 
along the bottom line starting from the vertical  wall 
of the step. The point where the horizontal velocity 
changes sign indicates the end of the recirculation 
area. 

The length of the circulation area computed 
from Figure 5 is 6.79. This value compares very 
well (3.2%) with the experimental value reported at. 
[6] (see Table 1). The FIC/FEM  results are 
remarkably accurate in comparison with other 
results reported in the literature obtained using 
k ε− and k τ−   turbulence models [6,7,8].  We 
note again that the FIC/FEM formulation does not 
include any additional turbulence terms. 

Table 1. Backward facing step. Length of the 
recirculation distance D for Re=47619. 
Comparison of the FIC/FEM result with 
experimental data and with numerical results 
obtained using different turbulence models. 

Model Length Error 
Exp. [6] 7.0   
K-E [6] 5.2 26% 
K-E[7] 5.88 16% 
K-E [8] 6.2 11.4% 
K-Tau [8] 6.82 2.5% 
Present work 6.707 4.2% 
 

 

Figure 3. Backward facing step. Geometry and 
finite element mesh of 30850 three-node 
triangles. Mesh detail at the vicinity of the step. 

 

 

Figure 4. Backwards facing step. Contours of 
horizontal (above) and vertical velocities. 

 

Figure 5. Distribution of the horizontal velocity 
along the bottom line starting from the vertical 
wall of the step. The circle shows the end of the 
recirculation region. 

6.2 Flow past a cylinder. Computation 
of the Strouhal instability 

 
Figure 6 shows the geometry for the analysis of 

the flow past a cylinder of unit diameter D. A unit 
horizontal velocity is prescribed at the inlet 
boundary and at the two horizontal walls. Zero 
pressure is prescribed at the outlet boundary. The 
dimensions of the analysis domain are 36x27 units. 
The origin of the coordinate system has been 
sampled at the center of the cylinder located at a 
distance of 13.1 units from the entry wall. Zero 
velocity is prescribed at the cylinder wall. The 
kinematic viscosity is 0.01ν = . Figure 7 shows the 
mesh of 91316 three-node elements used for the 
computation. A detail of the mesh in the vicinity of 
the cylinder is also shown in Figure 7. 

The problem has been analyzed first for a value 
of the horizontal velocity at the entry of 1 1u =  
giving a Reynolds number of Re =100. Figures 8 
and 9 respectively show the velocity modulus 
contours and the velocity vectors for t=100 secs. 

Figure 10 shows the oscillations of the 
horizontal velocity at the point A with coordinates 
(6.7, -1.02). The Strouhal number computed from 
the shedding frequency n as nDS = u  is S=0.1702. 
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This number compares very well with the 
experimental result available in the literature. 

The same problem was analyzed for a value of 
the kinematic viscosity 0.001ν = giving Re =1000. 
The same mesh of 91316 linear triangles of Figure 7 
was used. Figures 11 and 12 show respectively the 
velocity modulus contours, the velocity vectors in 
the vicinity of the cylinder for t=100 secs.  Figure 
13 finally shows the oscillations of the horizontal 
velocity at point A. The computed value of the 
Strouhal number in this case was S=0.2103. This 
value again coincides well with the reported 
experimental data. 

It is a well known fact that for $Re > 300 the 
flow past a cylinder exhibits 3D features. In [9] 
results from 2D and 3D computation were 
compared for Re=300 and 800. While 3D features 
were observed even at Re =300 and more so at Re 
=800, there were no large discrepancies between the 
global flow parameters (such as drag, lift and 
Strouhal number) obtained from 2D and 3D 
computations. These conclusions justify the results 
of the 2D computations presented in the 
paper.

 

Figure 6. Analysis domain and boundary 
conditions. 

 

Figure 7. Mesh of 91316 three-node triangles 
used for the computations 

 

Figure 8. Re=100. Contour of the velocity vector 
modulus for t=100 secs. 

 

Figure 9. Re =100. Velocity vectors for t=100 secs 

 

Figure 10. Re =100. Oscillations with time of the 
horizontal velocity at the point with coordinates 
A (6.7,-1.02). 
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Figure 11. Re=1000. Contour of the velocity 
vector modulus for t=100 secs. 

 

Figure 12. Re =1000. Velocity vectors for t=100 
secs 

 

Figure 13. Re =1000. Oscillations with time of 
the horizontal velocity at the point with 
coordinates A (6.7,-1.02). 

7. CONCLUSIONS 
The finite calculus (FIC) form of the fluid 

mechanics equations  is a good starting point for 
deriving stabilized FEM for solving a variety of 
incompressible fluid flow problems. The matrix 
stabilization terms introduced by the FIC 
formulation here presented allow to obtain 
physically sound solutions in the presence of sharp 

gradients occuring for high Reynolds numbers 
without the need of introducing a turbulence model. 
Good numerical solutions have been obtained in the 
2D examples solved with relatively coarse meshes 
for moderate and high values of the Reynolds 
number. These preliminary results reinforce our 
idea that the stabilization terms introduced by the 
FIC formulation  suffice to provide good results for 
problems for which turbulence models are required 
using alternative numerical methods. These results 
also confirm the close link between the stabilized 
methods and turbulence models, which surely will 
be the object of much research in the near future. 
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ABSTRACT 

The near-field of a 2D plane unsteady jet is 

computed using various turbulence models and the 

results compared with experimental data. The strain 

field generated by the ‘synthetic’ (reciprocating) jet 

under consideration contains regions of strong 

normal and shear straining, while vortex pairs 

formed by the issuing jet are highly rotational. 

Turbulence closures at the eddy viscosity (standard 

k-ε and two-timescale models) and stress-transport 

levels are examined. It is found that the extreme 

nature of the strain environment presents a severe 

challenge to the models tested; in particular, 

fundamental weaknesses in the constitutive 

equation of linear eddy viscosity models are 

revealed. An additional term in the dissipation rate 

equation of the two-timescale model is found to 

hinder the development of clearly defined vortex 

pairs. In contrast to the eddy viscosity schemes, the 

second moment model is able to render turbulence 

quantities with some degree of accuracy, a feature 

that is due to its inclusion of transport equations for 

the individual Reynolds stresses. The vortex pairs 

generated in the near-field are shown to play a 

critical role in determining the downstream pattern 

of jet development.    

Keywords: Flow Control, MEMS, Synthetic Jets, 

Two-Timescale Models, URANS 

NOMENCLATURE 

P [Pa] pressure 

Re [-] Reynolds number, νhU rmsc,
 

St [-] Strouhal number,
rmscUh ,ω  

T [s] period of cycle 

U [m/s] phase-averaged axial velocity 

V [m/s] phase-averaged lateral velocity 

f [Hz] frequency, T1  

h [m] orifice width 

k [m
2
/s

2
] turbulent kinetic energy 

t [s] time 

u [m/s] fluctuating axial velocity 

v [m/s] fluctuating lateral velocity 

x, y [m] axial, lateral coordinate 

Π [-] pi-parameter 

δij [-] Kronecker delta 

∈ijk  [-] alternating tensor 

ε [m
2
/s

3
] rate of dissipation of k 

ν [m
2
/s] molecular viscosity 

νt [m
2
/s] eddy viscosity 

ρ [kg/m
3
] density 

ω [rad/s] circular frequency, fπ2  

 

Subscripts 

P production region 

T transfer region 

c centreline 

max maximum value 

rms root mean square value 

 

〈 〉 phase-average 

− (overbar) long-time-average 

1. INTRODUCTION 

Synthetic, or ‘massless’, jets belong to a family 

of novel devices known as Micro-Electro-

Mechanical-Systems (MEMS) used in flow 

manipulation and other applications [1]. Air is 

alternately ejected and ingested from a small cavity 

through an orifice by the pulsating motion of a 

diaphragm, usually driven at resonance (Figure 1). 

The resulting flow field is dominated by the 

presence of vortex pairs (for a plane jet) or rings 

(for a round jet) arising from the separation and 

roll-up of the shear layer generated as the jet exits 

the orifice. If certain conditions are satisfied [2], 

these vortex pairs will advect downstream and 

undergo a transition to turbulence, eventually losing 

their coherence and coalescing to form a quasi-

steady jet in the far-field [3, 4]. The starting impulse 

imparted to the jet means that, while there is no net 

mass flow into the external domain from the 
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synthetic jet, a flux of momentum does enter the 

surrounding field. 

The synthetic jet has a number of potential 

applications, including mixing enhancement [5], 

thrust vectoring [6], and turbulent boundary layer 

separation control [7]. It is an attractive choice of 

flow control device because it does not require any 

external piping, has low parasitic drag and is 

relatively robust. The present study seeks to 

undertake a rigorous assessment of various 

Unsteady Reynolds-Averaged Navier-Stokes 

(URANS) turbulence models in application to a 

plane synthetic jet issuing into a quiescent 

environment, and forms part of a wider work 

programme investigating the application of the 

devices to turbulent boundary layer control. 

A number of experimental studies and Direct 

Numerical Simulations (DNS) of synthetic jets have 

been carried out, both in quiescent conditions [3, 8-

10] and cross-flow [4, 11]. An important 

contribution to the experimental database was made 

available recently as part of a NASA Langley 

Research Center Workshop [12]. Particle Image 

Velocimetry (PIV) measurements were presented in 

[12], and the Workshop sought to make 

comparisons between the experimental data and 

turbulence model simulations undertaken at a 

number of centres internationally. Significant 

differences emerged and, in part, these findings 

have provided the motivation for the present work 

which seeks to undertake a detailed analysis of 

some aspects of turbulence model response to the 

straining associated with 2D plane synthetic jets.  

Table 1 gives the parameters of the NASA 

Langley test case. Although the Reynolds number 

based on r.m.s. centreline velocity is low, it is 

typical of many practical synthetic jet flows. 

Despite the moderate Reynolds number, turbulence 

effects cannot be neglected in this flow, and 

significant differences in turbulence model 

performance are shown below. 

 

 

 

 

 

 

Figure 1. Schematic diagram of the synthetic jet. 

 

Table 1. Synthetic jet parameters. 

f h Uc,max St Re 

444.7 0.00127 28.3 0.19 1600 

2. TURBULENCE MODELS 

All equations are written for phase-averaged 

quantities. For clarity, Reynolds stresses are 

denoted by caret brackets. 

2.1 Linear Eddy-Viscosity Modelling 

Models of the linear eddy viscosity class relate 

the Reynolds stress tensor to the mean rate-of-strain 

via a turbulent, or eddy, viscosity, νt : 
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2.1.1 Standard k-εεεε Model 

In the standard high-Reynolds-number k-ε 

model [13] the constitutive equation is 

complemented by equations for the transport of the 

turbulent kinetic energy, k, and its rate of viscous 

dissipation, ε : 
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and model constants are given in Table 2.  

A low Reynolds number k-ε model was also tested, 

however, the results showed very little difference 

and therefore the standard scheme above was 

adopted. 

Table 2. Standard k-εεεε model coefficients. 

Cµ Cε1 Cε2 σk σε 

0.09 1.44 1.92 1.0 1.3 

2.1.2 Two-Timescale Eddy-Viscosity Model 

The two-timescale, or split-spectrum, approach 

of Hanjalić, Launder and Schiestel [14] (hereafter 

the ‘HLS’ model) separates the turbulence energy 

spectrum into a ‘production’ range, a ‘transfer 

range’, and a ‘dissipation’ range. Turbulent kinetic 

energy in the low-wavenumber production range, 

kP, is generated by the action of mean straining. 

Energy is drained from this range to the 

intermediate-scale transfer range at a rate εP. The 

turbulent kinetic energy associated with the transfer 

range is denoted kT, and the rate of loss from this 

range to the highest wavenumber dissipation range, 

εT, is equal to ε, the true rate of viscous dissipation. 

h 

x 

y 

diaphragm 
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(It is assumed that the dissipation range itself 

contains no energy and that therefore k = kP + kT.)  

The HLS model has a modified constitutive 

equation, Eq. (6), and kP, kT, εP and εT are the 

subjects of transport equations: 
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where Pk is given by Eq. (5), and model coefficients 

given in Table 3. 

 

The εP-equation resembles the ε-equation of the 

k-ε model, apart from a new source term involving 

the mean vorticity which is added so that energy is 

transferred across the spectrum preferentially by 

irrotational straining [15]. The HLS model was 

included in the present study due to encouraging 

results from studies of ‘fully-pulsed’ (on/off) uni-

directional jets [16, 17]. 

Table 3. HLS model coefficients. 

Cµ 1PC  '
1PC  CP2 

0.09 2.2 -0.11 
1.8-0.3

1

1

+

−

TP

TP

kk

kk  

CT1 CT2 

1.08
TP εε  1.15 

 

2.2 Reynolds Stress Transport Model 

The Gibson-Launder stress-transport model 

[18] (hereafter the ‘GL’ model) was also tested in 

the present study. The model, sometimes referred to 

as the ‘basic’ form, possesses the essentials of 

modelling at the second moment level, namely the 

inclusion of the convective terms in the individual 

stress-transport equations and the exact 

representation of stress production in those 

equations. These features make it suitable for a first 

examination of second moment modelling in 

application to synthetic jets, and it comes naturally 

before any subsequent evaluation of more recent 

models that feature various refinements to the basic 

scheme. The model is unchanged from its published 

form; however, details of the model are omitted 

here for the sake of brevity. 

3. NUMERICAL TREATMENT 

3.1 Solver 

Computations have been performed using the 

in-house elliptic code STREAM [19], a finite 

volume based solver employing the UMIST 

numerical discretization scheme for the convective 

terms. Data were stored using a collocated grid 

system, and the SIMPLE pressure correction 

algorithm was used with the Rhie & Chow [20] 

scheme employed to avoid chequerboarding. Time-

stepping was fully implicit. 

3.2 Domain Size 

Computational studies of the synthetic jet differ 

in that some represent both the cavity and the 

external field, while others model only the flow 

field external to the cavity, see [12] for example. 

While truer to the experimental arrangement, 

inclusion of the cavity may itself introduce 

uncertainties to a simulation, these being related to 

the requirement to represent the detailed motion of 

the diaphragm and to resolve the complex flow field 

within the cavity. Here we adopt the second route, 

imposing boundary conditions at the orifice exit 

plane.  

Due to the symmetry of the problem, only half 

the jet was computed. A non-uniform expanding 

grid was employed, extending from the symmetry 

axis to a lateral distance of 4-6h, and from the 

orifice exit to a distance 20h downstream. The grid 

consisted of 240 cells in the axial direction and 60 

in the cross-stream direction. The origin of the 

coordinate system was located on the axis of 

symmetry at the exit plane. 

The cycle was divided into 500 time steps for 

each pulse. Tests confirmed the grid and time step 

independence of the solutions. 

4. BOUNDARY CONDITIONS 

The experimental data closest to the orifice 

were obtained at a distance of 0.12 mm downstream 

of the orifice exit. In order to allow valid 

comparison between the modelled solutions and the 

experimental data, these conditions were closely 

matched, as detailed below. 

4.1 Orifice Axial Velocity Profile 

The phase-averaged variations of the 

experimentally measured axial velocity profile at 

the centreline (y = 0) and y = 0.45h are shown in 

Figure 2.  
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Figure 2. Experimental axial velocity profiles 

and data fits at x = 0.12 mm. 

It is clear that at both lateral positions (y = 0 

and 0.45h) the phase displacement from peak to 

trough differs from 180
o
. If this feature is to be 

accounted for, a pure harmonic (‘Fitted Sine Wave’ 

on Fig. 2) is inadequate. Instead, a higher-order fit 

(shown) or an exact match to the data would be 

required. A second feature that can be observed is 

the slight phase shift in the velocity variation 

between the two lateral locations. DNS studies of 

synthetic jets show this to be typical of the velocity 

profile in the lateral direction [9].  

To account for these variations, it was deemed 

necessary to match exactly the experimental 

velocity profiles at the orifice, via an interpolation 

from the experimental to the computational grid. As 

the experimental ‘boundary’ was at x = 0.12 mm, a 

small correction was applied after determining the 

extent to which the velocity changed over this 

region. The centreline velocity inlet condition 

adopted (‘Corrected Exact Fit’) is shown in the 

figure. 

One shortcoming of the above approach is that 

the zero net mass flow rate condition at the orifice 

is not necessarily rigorously enforced.  Indeed, the 

‘Corrected Exact Fit’ will, in fact, result in a 

positive orifice net mass flow rate. However, recent 

simulations that have enforced the zero net mass 

inflow condition have shown this not to be a critical 

defect of the present simulations.  

4.2 Other Variables at the Orifice 

During the ejection phase of the cycle (where 

the local axial velocity is positive), the process 

outlined in the previous section was followed for all 

variables except ε and P, for which no experimental 

data were given.  

Two formulations were compared for ε, namely 

one derived from a prescribed turbulence length-

scale and another based on local equilibrium 

(
kP=ε ). The simulations showed very little 

difference, and it was decided to adopt the second 

approach.  

Pressure was given a zero-gradient condition at 

the orifice at all phases of the cycle. Furthermore, 

all variables (except axial velocity) were prescribed 

a zero-gradient condition when the local axial 

velocity was negative i.e. during the ingestion phase 

of the cycle. 

5. RESULTS 

5.1 Standard k-εεεε Model 

Figure 3 shows a comparison of the centreline 

velocity variation at four phases of the cycle. At the 

orifice ( )0=hx , the axial velocity follows the inlet 

condition detailed in the previous section. The pulse 

can clearly be seen travelling downstream at 

25.0=Tt , however, the k-ε model under-predicts 

the maximum velocity. It is interesting to observe 

that, unusually for jet flows, the value of the 

maximum velocity is greater than the peak ejection 

velocity. Previous simulations have identified this 

feature in the near-field of the synthetic jet, the 

cause lying in the action of a detached vortex pair 

limiting the lateral spread of fluid exiting the orifice 

at later times. This ‘channelling effect’ of the vortex 

pair also causes the centreline velocity decay rate of 

the synthetic jet to be far lower than that of the 

equivalent steady jet. 

0 5 10 15
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30

40
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U
c
, 
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PIV DATA
  t/T = 0
  t/T = 0.25
  t/T = 0.5
  t/T = 0.75

k-ε MODEL
  t/T = 0
  t/T = 0.25
  t/T = 0.5
  t/T = 0.75

 

Figure 3. Centreline velocity comparison at 

various phase locations. 

The pulse travels downstream at a velocity 

greater than that predicted by the k-ε model, so that 

at 5.0=Tt  the computed centreline velocity 

maximum lags the experimental value by 

approximately one orifice width.  

Despite the high negative streamwise velocities 

close to the orifice during the ingestion phase, the 

surrounding fluid appears only to be drawn into the 

orifice from a region extending up to around 3h 

from the jet exit. The two distinct flow regimes can 

be seen in Figure 4. 
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Figure 4. Velocity vectors during the ejection 

(left) and ingestion (right) phases. 

From the above comments it is clear that the 

centreline flow is affected significantly by off-axis 

features, in particular the vortex pair. Following 

Hunt [21] a parameter, Π, was defined in order to 

characterize the complex nature of the strain field 

(due to space constraints, the definition of Π is not 

given here, but Π = -1 in pure rotation motion, Π = 

0 in pure shear, and Π = +1 in pure normal strain). 

It should be noted that the parameter contains 

information only about the type of straining motion, 

and not the magnitude. 

Figure 5 shows contours of Π at 25.0=Tt . 

The highly rotational vortex pair is clearly visible 

(dark region), as is the narrowing shear layer 

generated by the fluid ejected from the orifice after 

the vortex pair has detached (mid-grey region). The 

ingestion phase (not shown) is dominated by strong 

normal straining in the vicinity of the orifice exit. 
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Figure 5. ΠΠΠΠ-parameter contour plot at t/T = 0.25. 

The level of agreement between the k-ε model 

predictions and the experimental data that was 

shown for the velocity field is not replicated for the 

turbulent kinetic energy (Figure 6). The 

experimental data show low levels of k at the 

centreline throughout the cycle due to the low 

Reynolds number of the jet; however, the k-ε model 

predicts a very large build-up of k at the orifice 

during the ingestion phase, which is then 

transported downstream as fluid is ejected. 
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Figure 6. Centreline turbulent kinetic energy 

comparison at various time locations. 

The unduly high levels of k seen in Fig. 6 may 

be attributed to the intense normal straining 

occurring near the orifice during the ingestion 

phase. To illustrate this point consider the exact 

expression for turbulent kinetic energy production 

in 2D normal straining:  

 

( )
x

U
vuPk

∂

∂
−−=

22  (11) 

 

Eqn. (11) shows that Pk depends upon the 

difference between the streamwise and lateral 

normal stresses. By contrast, the constitutive 

equation of a linear eddy viscosity model indicates 

erroneously that the stress components are mutually 

reinforcing, resulting in a generation term of the 

form: 

 
2

4 







∂

∂
=

x

U
P tk ν  (12) 

 

In this particular application the above 

weakness does not appear to have a significant 

adverse effect on the mean velocity prediction. This 

may be partly due to the low Reynolds number of 

the flow, but also to the fact that in the near-field 

examined, the high levels of k generated on the 

centreline have not been diffused out to the jet 

mixing layers, where they would be expected to 

significantly affect the mean velocity. A greater 

effect on mean flow development might be 

expected to result from more complex 

configurations, such as interactions between 

multiple jets or between jets and a cross-flowing 

boundary layer. 

5.2 Two-Timescale Model 

Figure 7 shows PIV data for the long-time-

averaged centreline velocity together with results of 

the standard k-ε model and the two-timescale HLS 

model. While a fair level of agreement is found for 
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the k-ε model, the HLS model significantly over-

predicts the rate of centreline velocity decay.   
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Figure 7. k-εεεε and HLS model variation of time-

averaged centreline velocities. 

Further investigation showed that the centreline 

velocity decay as computed using the HLS scheme 

was qualitatively similar to that calculated 

previously using the same scheme for fully-pulsed 

jets (Bremhorst et al. [16]). The fully-pulsed jets are 

largely unaffected by the presence of vortex rings, 

as the roll-up timescale [22] is significantly shorter 

than the pulsation period. Particle tracings 

confirmed that the HLS model did not predict the 

formation of a vortex pair, and consequently left the 

jet free to spread and decay at a much higher rate 

than in the k-ε simulation. These findings indicate 

that the clear formation of a vortex pair in a 

simulation is a pre-requisite for the accurate 

prediction of centreline statistics of the synthetic jet. 

As the HLS scheme is of the linear eddy 

viscosity class, it is subject to the same weaknesses 

associated with normal straining on the suction 

phase as the standard k-ε model. However, it is the 

highly rotational straining of the initial ejection 

phase that highlights a further weakness in the HLS 

model. Section 2.1.2 described the two predominant 

features of the model, namely the split spectrum 

approach and the inclusion of a new source term in 

the εP-equation that sensitizes energy transfer across 

the spectrum to irrotational straining. It is 

instructive to consider the εP-production as the sum 

of two terms, PεP1 and PεP2 : 
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The coefficient CP1 is given a value greater than 

the equivalent term in the standard k-ε model (CP1 = 

2.2, cf. Cε1 = 1.44). However, '
1PC  is negative 

(Table 3) ensuring that, in simple shear, the net 

source of εP is similar in magnitude to the ε-source 

in the standard model. In irrotational straining, on 

the other hand, PεP2 is zero and the net εP-source is 

thus considerably larger than the corresponding 

term in the standard model. This formulation of the 

HLS model has been shown to offer significant 

advantages in application to the fully-pulsed jet 

where normal straining on the axis is a principal 

flow feature [16]. 

However, the near-field of the synthetic jet 

contains regions of almost pure rotational straining, 

and in this case PεP2 dominates PεP1 to such an 

extent that the total production of εP can become 

negative. Because εP represents the transfer of 

turbulent kinetic energy away from the production 

range, the effect in highly rotational regions is to 

halt this transfer, despite the continued generation 

of kP. The resulting high levels of turbulent 

viscosity cause the flow to be highly diffusive, 

generally tending to smooth out distinct flow 

features, and in particular hindering the roll-up of 

the shear layer that produces the vortex pair. 

5.3 Reynolds Stress Transport Model 

The long-time-averaged centreline velocity 

computed using the standard k-ε model and the GL 

stress-transport scheme is shown in Figure 8. The 

initial centreline velocity decay is qualitatively 

similar to that of the standard k-ε model and the 

experimental data, a feature that is attributed to the 

correct generation of a vortex pair. However, the 

peak value is apparently over-predicted to a greater 

extent than with the k-ε model. It is possible that 

this over-prediction derives, at least partly, from 

some experimental uncertainty in the exact 

conditions at the orifice, a feature of the data 

highlighted by the review paper [12]. Significant 

differences were found between data measured 

using hotwire and PIV techniques when comparing 

the centreline axial velocity at mmx 4.0= , 

suggesting that the peak velocity value may not be 

as indicative of the turbulence models’ performance 

as first appears. As with many jet flows, velocity 

decay rate can more confidently be thought of as 

representing the modelling accuracy and here the 

GL model better mirrors the behaviour of the 

experimental data, especially beyond 6h 

downstream. 

Better agreement with the data is found for 

turbulence quantities using the GL model. Figure 9 

shows phase-averaged centreline turbulent kinetic 

energy at 125.0=Tt . Here, the GL model 

predictions are considerably closer to the PIV data 

than those of the k-ε  scheme, although large 

discrepancies still exist. Analysis of the 

experimental data shows that most of the turbulent 

kinetic energy generated in the initial shear layer 

becomes contained within the vortex pair after the 

‘roll-up’ process. However, the GL model predicts a 
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significant diffusion of turbulent kinetic energy 

from the vortex pair towards the centreline, forming 

a ‘front’ of k that is convected downstream with the 

pulse. This leads to the over-predicted centreline 

peak seen in Figure 9. 
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Figure 8. k-εεεε and GL model comparison of time-

averaged centreline velocities. 
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Figure 9. Centreline turbulent kinetic energy at 

t/T = 0.125.  

It is often questioned whether synthetic jet 

flows such as the one considered here are mostly 

pressure driven, and therefore whether it is 

necessary to use a turbulence model within an 

URANS technique. While it is undoubtedly true 

that in some regions of the flow the pressure 

gradient term dominates the right-hand-side of the 

momentum equation, the present calculations show 

that in most regions the Reynolds stress term is 

significant, especially, for example, in the initial 

shear layer or the jet wake. Figure 10 shows terms 

from the streamwise momentum budget at hx 5=  

and 5.0=Tt , just after the main pulse of the jet has 

passed through. It can clearly be seen that at this 

point the Reynolds stress terms do indeed play a 

significant role in the jet wake. This general budget 

shape remains throughout much of the cycle at this 

point, as the pulse passes through much more 

quickly than the ensuing wake decays. 
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Figure 10. Streamwise momentum budget at t/T 

= 0.5 and x = 5h, viscous terms omitted. 

6. CONCLUSIONS 

The near-field of a synthetic jet is characterized 

by a complex strain field consisting of regions that 

experience high levels of normal and shear strain, 

while the vortex pairs formed in the roll-up of the 

shear layer created at the orifice exit are strongly 

rotational. The complexity of the flow field presents 

a severe test of turbulence model capabilities. In 

relation to the k-ε model, normal straining during 

the ingestion phase of the cycle reveals a 

fundamental weakness in the constitutive equation 

that is common to all linear eddy viscosity schemes. 

The highly rotational flow associated with the 

creation and subsequent development of a vortex 

pair has proved to cause particular difficulties for 

the two-timescale eddy viscosity model. The 

problem can be traced to an additional term in the 

εP-equation of the scheme; under highly rotational 

conditions the term can become dominant and 

hinder the transfer of energy across the spectrum, 

causing a build up of turbulence kinetic energy in 

the production region. 

A Reynolds stress transport scheme did not 

display either of the above weaknesses. Fair 

agreement was found with the data, showing that 

this type of scheme has a greater potential in 

modelling this particular flow than the tested eddy-

viscosity approaches. However, it may be necessary 

to use a more advanced stress-transport model than 

that adopted here, and some more certainty 

regarding some of the experimental conditions 

would allow more definitive conclusions to be 

drawn. 

Work is currently in progress to extend the 

present study to 3D synthetic jets in cross-flow [23]. 
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ABSTRACT  
In this paper is considered unsteady plane 

MHD boundary layer. Present external magnetic 
field is uniform and perpendicular to the body, 
which the fluid flows around. Fluid, which forms 
the boundary layer, is incompressible and its 
electroconductivity varies according to Rosow 
assumption. Parametric method with three infinite 
sets of parameters is used for obtaining universal 
equations of observed problem. Impulse and energy 
equations of problem in consideration are also used 
for derivation of universal equations.  

Keywords: boundary layer, MHD, parametric 
method, electroconductive fluid  

NOMENCLATURE  
B  [T]  magnetic field induction 
F  [-]  dimensionless parameter 
H  [-]  dimensionless parameter 

1H  [-]  dimensionless parameter 
K  [m] 
N  [1/s] magnetic number 
R  [-] dimensionless parameter 
U  [m/s]   velocity at the edge of boundary 
layer 

0a  [-] constant 

0b  [-] constant 

n,kf  [-]  dimensionless parameter 

n,kg  [-]  dimensionless parameter 
p  [-]  dimensionless parameter 
t  [s]  time 
u  [m/s]  streamwise velocity in boundary 
layer 
x  [m]  longitudinal coordinate 
y  [m]  transversal coordinate 

z  [s]  ratio νδ 2**  

**δ  [m]   thickness of impulse loss 
µ  [Ns/m2] coefficient of dynamic viscosity 
ν  [m2/s] coefficient of the kinematics 
viscosity of fluid 

n,kλ  [-]  dimensionless parameter 

0σ  [A2s3/kgm2] electroconductivity on the 
body. 
ρ  [kg/m3]  density of fluid 
ζ  [-]  dimensionless parameter 
Φ  [-]  dimensionless parameter 
Ψ  [m2/s]  stream function 
Subscripts and Superscripts 
0 values for x=x0 
1  values for t=t1 

1. INTRODUCTION  
There are different problems of magneto-

hydrodynamic boundary layer in technical practice, 
and not only steady but also unsteady cases. The 
problems with constant electroconductivity have 
been considered [1] and also the problems with 
variable electroconductivity [2,3]. For solving of 
this problem, in recent time, the method of 
“universality” of boundary layer equations have 
been used very often and in very different versions 
[4,5,6]. This method have been created for steady 
boundary layer, problems, and later has been 
extended to the different unsteady boundary layer 
problems [7,8,9,10]. The universal results obtained 
by this method enable us to bring more general 
conclusions about the boundary layer development 
and these results can be used for calculations of 
particular problems. The general conclusions are 
independent of the velocity distribution at the edge 
of boundary layer, and if it is MHD boundary layer, 
they are independent of external magnetic field. 

In order to extend this theory, in this paper is 
investigated the unsteady plane MHD boundary 
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layer on the body. The existing external magnetic 
field is homogenous and perpendicular to the body 
which the fluid flows around, and it is stationary 
with respect to the body (Figure 1).  

 

Figure 1. Considered flow problem 

The fluid is incompressible and its 
electroconductivity varies according to the Rosow 
assumption: 
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2. MATHEMATICAL MODEL  
The mathematical model of the described flow 

(Figure 1.) is presented by the following equations: 
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with the boundary and initial conditions: 
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In the equation (2) and in the boundary and 

initial conditions (3) the following notations have 
been used: ρσ 2

0 BN = , where is B - magnetic 
induction, )y,x(u1 - velocity distribution in 
boundary layer at the moment 1tt = ; )y,t(u0  - 
velocity distribution at the distance 0xx= . 

3. UNIVERSAL EQUATIONS  
Following the method of “universality” the 

following variables are introduced: 
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and the constants 0a  and 0b  have got the values 

4400 .a =  and 3550 .b = . In that case the derivation 
operation at the old variables is substituted by the 
new ones: 
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Further, introducing in consideration the 

momentum thickness: 
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the equation (2) is transformed to the equation 
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in which the denotes used, are 
 

t
zp
∂
∂

=  ; 

( )
η
ΦΦ

η
ΦΦ

∂∂
∂

∂
∂

−
∂∂

∂
∂
∂

=
1

2

22

2

1
21 xxxx

x;xX . 
(10) 

 
The boundary and initial conditions, have the 

form: 
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but the conditions, written in the second row of 
conditions, are used for the calculation of particular 
problems and they do not have significance at the 
derivation of universal equation. Assuming that 
( )t,xU  and ( )t,xN  are the differential functions, the 

following group of parameters are introduced: 
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where can be noticed that the first parameters have 
the form: 
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In this way chosen parameters, which substitute 

streamwise coordinate x  and time t , express the 
influence on the characteristics of MHD boundary 
layer, on the velocity at the edge of boundary layer 
and on the magnetic field, and on the flow 
prehistory. These parameters are mutual 
independent and in the next paragraphs we hold 
them for independent variables. 

For further transformations of the equation (9) 
the following operators are used. 
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(14) 

where the derivations of parameters with 
respect to x  and t  are determined by immediate 
differentiation of the expression (12) and they have 
the forms: 
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By using the operators (14) and the derivations 

(15), the equation (9) is transformed to the equation 
 

( )[ ]

( )

( ) .;1

;1

1

2
11

11

2
2

1

0
1

,,
,

2

,2

0
0,

,,
,

2

,2

0
1 ,

,

0
0, ,

,3

2

2

22
0,1

2
1,0

2

2
0,1

2

2

0
2

023

3

∑

∑

∑∑

∞

=
=

∞

≠∨
=

∞

=
=

∞

≠∨
=












+

∂∂
∂

+

+











+

∂∂
∂

+

+


















∂
∂

+
∂
∂

=
∂
∂

+







∂
∂

−
∂
∂

−

−







∂
∂

−+



















∂
∂

−

+
∂
∂

−++
∂
∂

n
k

nknk
nk

nk

nk
nk

nknk
nk

nk

n
k nk

nk

nk
nk nk

nk

gXQ
g

D
R

fXA
f

C
R

g
RD

f
RC

R

R
p

R

g

R

f

R

f

bRa
R

η
η

Φ

η
η

Φ

η

η
Φη

η
Φ

η
Φ

η
Φ

η
Φ

η
ΦΦ

η
Φ

 

(16) 

 

833



From the equation (16) can be seen, that for the 
chosen particular electroconductivity variation, the 
characteristics of external flow dominate by the 
means of functions F  and p . In order the equation 
(16) to be independent of the outer flow 
characteristics i.e. to be universal, it is necessary to 
show the existence of the equality: 

 
( ) ( )[ ] ( ) ( )[ ]n,kn,kn,kn,k g,fpp;g,fFF == . (17) 

 
So as to show the existence of such equalities, 

we start from the momentum equation: 
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and energy equation: 
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of the problem considered where the following 
denotes have been used: 
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µ - coefficient of dynamic viscosity.  

First, we write the derivations with respect to x  
and t  in equation (18) in the developed form and 
we substitute wτ  with the expression (20), and 
afterwards we introduce the values: 
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(21) 
 
and in this way we obtain the equation from which 
it is obtained the following expression 
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From the expression (21) it can be seen, that the 

value H  is the function only of the parameter (12), 
so that its derivation with respect to t  determines 
by mediate derivation the value H  with respect to 
the parameters, and afterwards the parameters with 
respect to t . After this determination of derivation 
of the value H  with respect to t , the expression 
(21) obtains the form: 
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(23) 

 
As the values ζ , H , H~  depend only on 

parameter (12), than the function F , given by the 
expression (23), depends only on the same 
parameters and on the value p , which appears in it 
explicitly and implicitly by the means of values 

n,kC  and n,kD . So for the evidence of the existence 
of the first equality (17), it is needed and sufficient 
to prove also the existence of the second equality 
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(17). For the evidence of the second equality 
existence (17) let’s write first in developed form the 
derivations with respect to x  and t  in the energy 
equation (19) and let’s introduce the values: 
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than the energy equation obtains the form: 
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going to, in the last equation, to the new variables - 
parameters, substituting function F  by the 
expression (23) and solving in such way obtained 
equation with respect to p , it is obtained that is: 
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where the denotes are introduced: 
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As the values ,M,H~,H,,H,M ∗

11 ζ  
∗M,,H~,M α11  which exists in the expression (26) 

depends only on parameters n,kf  and n,kg , so the 
same expression is also the expression (26), and in 
that way the existence of the second equality (17) 
has been confirmed, and much more, it explicit 
form has been determined. As it has been shown till 
now, the value of T  depends only on parameters, 
and than on the basis of the expression (23) it is 
shown that also the value F  is only the function of 
parameters. 

Now we conclude that the equation (16), for the 
chosen electroconductivity variation, do not depend 
explicitly on characteristics of outer flow and outer 
magnetic field, and in that sense we can consider it 
as universal equation of the problem investigated. 
The boundary conditions, also universal that 
correspond to the equation (16) have the form: 
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where is ( )ηΦ 0   the Blausius solution for steady 
boundary layer on the flat plate. The independence 
of the equation (16) and boundary conditions (28) 
of particular velocity distribution at the edge of 
boundary layer and of outer magnetic field enable 
the integration of this equation, for the chosen 
electroconductivity variation of the form (1), once 
for all. In the procedure of integration we determine 
the velocity dimensionless profiles in cross-stream 
sections of boundary layer Φ , friction coefficient 
ζ , and also the characteristic functions ,~,,1 HHH  

p,F,α  and in the dependence of parameters n,kf  
and n,kg . 

That obtained so called universal solutions 
should, in appropriate manner, be kept and be used 
not only for drawing the general conclusions about 
the unsteady MHD boundary layer development, 
but also for the calculation of the particular 
problems. Surely, the equation (16) can be used 
only in the some corresponding approximation, 
which assumes the finite number of terms on the 
right-hand side of that equation. 
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4. SUMMARY  
In this paper is considered unsteady plane 

MHD boundary layer. Present external magnetic 
field is uniform and perpendicular to the body, 
which the fluid flows around. Fluid, which forms 
the boundary layer, is incompressible and its 
electroconductivity varies according to Rosow 
assumption. Parametric method with three infinite 
sets of parameters is used for obtaining universal 
equations of observed Obtained universal 
differential equation (16) is independent from 
values that characterized particular problems. 
Universal equation with boundary conditions can be 
numerically integrated once for all by computer 
using and during that only snipping of equations has 
been considered. Obtained results can be on 
convenient way saved and then used for general 
conclusion conveyance about fluid flow and for 
calculations of particular problems. 
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ABSTRACT 

We report some results of testing of the 

coupling of a low-Reynolds-number k-ε RANS 

(Reynolds-Averaged Navier-Stokes) model with 

large-eddy simulations (LES) in a two-layer Hybrid 

(HLR) scheme. The RANS model covers the near-

wall region and the LES model the remainder of the 

flow domain. Two different subgrid-scale (SGS) 

models in LES were considered, the Smagorinsky 

and the one-equation model (for the residual kinetic 

energy, Yoshizawa and Horiuti, 1985), combined 

with two versions of the RANS ε equation, one 

using the “isotropic” ε�  (Chien, 1982) and the other 

the “homogeneous”
hε (Jakirlic and Hanjalic, 

2002). Both fixed and self-adjusting interface 

locations were considered. The exchange of the 

variables across the interface was adjusted by  

smoothing the turbulence viscosity either by 

adjusting the RANS model parameters, such as Cµ; 

Temmerman et al. (2005), or by applying an 

additional forcing at the interface using a method of  

digital-filter-based generation of inflow data for 

spatially developing DNS and LES due to Klein et 

al., 2003). The method was tested against the 

available DNS, fine- and coarse grid LES and 

experiments in turbulent flow and heat transfer over 

a backward-facing step at a low (Yoshioka et al., 

2001) and a high Re number (Vogel and Eaton, 

1985), periodic flow over a series of 2-D hills 

(Fröhlich et al., 2005), and in a fully-developed 

channel flow at a moderate Re number Rem� 24000 

(Abe et al., 2004). 

Keywords: Hybrid LES/RANS, flow and heat 

transfer with separation. 

1. INTRODUCTION 

A large majority of technical flows, especially 

those including separation, involve large-scale 

unsteadiness (e..g. flow around vehicles and other 

bluff bodies, combustors, turbomachinery). The 

flow in the shear layer that separates the main 

stream from the recirculation is dominated by the 

organized, large-scale coherent structures, 

influencing to a large extent the overall flow 

behaviour. Its correct capturing is beyond the reach 

of the conventional time-averaged RANS methods, 

which are most widely used in engineering practice. 

These methods capture well the general character of 

the flow but due to the statistical nature of the 

method, unsteady effects are only captured partially 

or not at all. The LES method, by which the large 

eddies are resolved directly and the contribution of 

the small ones is modelled, is regarded as the most 

suitable tool for capturing the repeatable, but also 

the non-regular unsteadiness in an oscillatory 

separation region. However, a well-resolved LES 

requires high spatial and temporal resolution of the 

flow field, and thus adequately large computer 

resources. As computer power increases 

exponentially, the LES method becomes 

increasingly the tool of the choice for numerical 

flow simulations. However, the price one has to pay 

compared to conventional RANS methods remains 

still high especially when considering wall-bounded 

flows at high Re numbers because of formidable 

resolution requirements imposed by the need of 

resolving well the near wall region. Here, the hybrid 

LES/RANS method comes into play. Its aim is to 

combine the advantages of both methods in order to 

provide a numerical procedure that is able to 

capture the large-scale eddy structure and the bulk 

flow unsteadiness, but at affordable costs. 

Following this basic idea, a number of proposals for 

combining a RANS and LES approach have been 

reported
1
, e.g., Hanjalic et al. (2003), Hamba 

                                                           
1
The present work deals with a zonal hybrid LES/RANS 

scheme. An example of a non-zonal (seamless) scheme is 

certainly the DES (Detached Eddy Simulation) method, Spalart 

et al. (1997). 

837



(2003), Piomelli et al. (2003), Temmerman et al. 

(2005) and Davidson and Dahlström (2005). The 

main problem reported in just about all publications 

is the buffer layer between LES and RANS. The 

lack of proper resolution of the near-wall streaky 

structure, which cannot be fully compensated by 

modelling, leads to unphysical effects. The 

modelled turbulence, provided by the RANS and 

LES SGS on the two sides of the interface differ 

significantly, whereas the resolved contribution 

should be the same or close to each other. This 

leads to an unphysical bump at the mean velocity 

and mean temperature profiles. This is especially 

visible in computations of wall-attached flows 

where there is no dominating forcing. Several 

earlier investigations have shown that one can 

diminish or even eliminate this bump by adding 

some additional correlated or even uncorrelated 

forcing in form of variable fluctuations in the 

interface region e.g., by appropriate adjusting and 

using the instantaneous, instead of locally averaged 

coefficient Cµ in RANS models, a stochastic 

backscatter, a priori obtained set of DNS 

fluctuations, etc. 

The work here reported aims at developing a 

hybrid LES/RANS model for turbulent flows and 

heat transfer by accounting for the near-wall effects 

with a RANS model and capturing the large-scale 

structures and bulk unsteadiness in the rest of the 

flow using a coarse LES. The goal is to achieve the 

accuracy comparable to that of a conventional LES, 

but at much lower computational costs.  

2. COMPUTATIONAL METHOD 

The three-dimensional, incompressible 

unsteady equations governing the velocity and 

temperature fields read: 
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The eddy-viscosity 
mν  originates from the model 

formulation either for the subgrid-stress tensor 
ijτ  

or for the Reynolds-stress tensor 
jiuu . The latter 

tensors are expressed in terms of the mean strain 

tensor ijS  via the Boussinesq relationship (see next 

subsection). These equations operate as the 

Reynolds-averaged Navier-Stokes equations in the 

near-wall layer ( iU  represents the ensemble-

averaged velocity field) or as the filtered Navier-

Stokes equations in the outer layer ( iU  represents 

the spatially filtered velocity field)
2
. 

                                                           
2
 Note that the overbar for averaging is not explicitely used 

everywhere throughout the paper. 

The mathematical model of turbulence will be 

outlined in the following subsection. In order to 

illustrate some important issues with respect to 

coupling the LES and RANS regions the results of 

the channel flow simulations are interactively 

shown. More details about the channel flow 

configuration considered and the simulations 

performed are given in subsection 3.1. 

2.1. Model Description 

Two different low-Reynolds number k-ε 

models are applied in the near-wall RANS region. 

The first model is that of Chien (1982) employing 

the “isotropic”  ε�  ( 22/1 )/(2~
nxk ∂∂−= νεε ) of the 

total viscous dissipation rate ε  as the scale-

providing variable. The second one is based on the 

homogeneous-dissipation concept (Jakirlic and 

Hanjalic, 2002), which solves the equation for the 

“homogeneous”
hε  (

jj

h
xxk ∂∂∂∂−= /)/(5.0 νεε ) 

while the inhomogeneous part follows exactly by 

adding one half of the molecular diffusion of the 

turbulent kinetic energy ν
kD . The latter concept 

offers certain advantages with respect to the 

asymptotic behaviour of turbulence quantities when 

approaching a solid wall. The model equations, with 

ε  representing either ε~  or hε 3
, read  
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Within the LES region, the well-known 

Smagorinsky subgrid-scale model (both in the 

conventional and dynamic version) and the one-

equation model of Yoshizawa and Horiuti (1985) 

for the kinetic energy of the subgrid-scales were 

used: 
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Independently of the models used, a major issue in 

a zonal hybrid LES/RANS strategy is the coupling 

of the instantaneous LES field and the ensemble-

averaged RANS field at the interface. In the present 

method the coupling is realised via the turbulent 

viscosity, which makes it possible to obtain 

                                                           
3
The equations for εh and ε are related by 

jj

h
xxDtDDtD ∂∂∂∂−= /)/(5.0// ενεε  Both 

equations contain near-wall and viscous damping functions 
2f , 

µf  and the production term 
3,εP  (Eqs. 4 and 6), which are 

modelled in line with the proposal of Launder and Sharma (LSH, 

1974). 
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solutions using one system of equations. This 

means practically that Eqs. (1) and (2) are solved in 

the entire solution domain irrespective of the flow 

sub-region (LES or RANS). Depending on the flow 

zone, the hybrid model implies the determination of 

the turbulent viscosity 
mν  either from the RANS: 

 

ε
νν µµ

2
k

fCtm ==  (6) 

or from the LES formulation: 

 

ySmagorinskSCSSGSm ,)(
2∆==νν  

YoshizawakC SGSkSGSm ,
2/1

∆==νν  

(7) 

 

The Smagorinsky constant 
SC  takes the value of 

1.0 ; 07.0=kC . ( ) 3/1
zyx ∆×∆×∆=∆  represents the 

filter width and ( ) 2/1

ijij SSS =  the strain rate 

modulus. 

Because ε  (and also k  in the case of the 

Smagorinsky model) is not provided within the LES 

sub-domain, it is either possible to solve the model 

equation for ε  (and k ) in the whole solution 

domain (without using their values in the LES sub-

region) or to estimate their SGS values at the 

interface (to be used as the boundary conditions for 

the RANS sub-domain) using the proposal of  

Mason and Callen (1986) (see also Sagaut, 2005): 
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SGS
SGS
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(8) 

 

Both procedures have been investigated. The latter 

was finally adopted in the present work, but using 

the total (resolved + sgs) k  and ε  as the boundary 

(interface) condition leads to their too high values 

in the RANS sub-domain in the region of interface. 

Because the unsteady RANS field excited by the 

unsteadiness in the LES sub-domain leads to a too 

high turbulence level, the approach based on 

providing the boundary conditions for the RANS 

sub-domain using equations (8) has several major 

advantages. First, the discretization coefficients 

corresponding to the grid cells in the LES domain 

do not have to be computed. This significantly 

reduces the computational time. Furthermore, the 

memory already allocated for k  and ε  arising from 

the RANS model equations can be used to store the 

subgrid-scale kinetic energy and dissipation, which 

is anyhow of interest in the framework of the hybrid 

LES/RANS computations, where LES is performed 

on a relatively coarse grid. Finally a smooth 

transition of the turbulent viscosity is ensured in 

accordance to the Eqs. (6), (7) and (8) (fµ is 

generally very close to unity at the interface 

location). 

In order to additionally smoothen the turbulent 

viscosity profile, a condition originating from the 

equality of the (modelled) turbulence viscosities on 

both sides of the interface (ifce) 

sideLESifceSGSsideRANSifcet −− = || ,, νν  (9) 

 

can be applied, Temmerman et al. (2005). Eq. (9) is 

the condition, which the structure parameter Cµ in 

the RANS formulation for νt (Eq. 6) has to satisfy at 

the interface. From (6) and (7) we obtain: 
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,
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C
µ

µ

εν
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By applying an appropriate form of blending 

function ( ++−+= ifceifce yyCC /)09.0(09.0 ,µµ
) the 

standard Cµ value of 0.09 will continuously reduce 

to the interface value. Such a procedure leads to an 

appropriate damping of turbulence in this region 

causing finally the reduction of the specific bump at 

the mean velocity (Fig. 1) and temperature profile 

in the region around interface (not shown here). On 

the other hand, such a blending leads to a certain 

discrepancy of the profiles in the region 

corresponding to the inner part of the log-law 

region and consequently in the buffer layer. νt 

exhibits too low level in this region departing 

substantially from the DNS and k-ε model results, 

Fig. 1. A lower level of modelled turbulence would 

allow higher turbulence level in the resolved 

motion. However, using coarser grids as aimed in a 

hybrid LES/RANS approach, it cannot provide a 

sufficient turbulence level. This motivated the 

proposition of another treatment at the interface in 

the present work. 

From the physical point of view the velocity 

mismatch is caused by the fact that due to the 

relatively high turbulent viscosity in the RANS 

region, the fluctuations are strongly damped and do 

not recover until some distance behind the interface. 

Within this so-called buffer region, the flow is 

neither RANS nor LES, and the corresponding νt is 

not exactly adjusted to the flow. The idea of the 

forcing method, which was introduced by Piomelli 

et al. (2003) and followed by Davidson and 

Dahlström (2005), is to generate fluctuations at or 

around the interface in order to accelerate their 

recovery. Hereby, the important issues are the type 

and intensity of these fluctuations. Preliminary 

computations showed that only stochastic 

fluctuations are not sufficient. A method originating 

from a digital-filter-based generation of inflow data 

for spatially developing DNS and LES due to Klein 

et al. (2003) was adopted in the present work. Its 

use increases the computational costs to some 
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extent. However, it should be emphasized that the 

fluctuations are computed only at the interface. The 

steps to be performed are summarized as follows: 

1. creation of random fluctuations, 

2. filtering of fluctuations in space and time, 

3. adjustment to local Reynolds stresses and 

4. introduction into momentum equations 

through a source term 

The strength of the forcing depends on the interface 

position. The closer the interface is to the wall, the 

less forcing is needed. Two important observations 

emerged. First, it seems sufficient to introduce 

forcing only into the equations governing the 

velocity field, which also reduces the bump in the 

mean temperature profile. Second, the forcing is 

needed only in the direction normal to the interface. 

 

 

 

Figure 1 Effects of different variable exchange 

techniques at the LES/RANS interface on mean 

velocity and turbulent viscosity in a channel flow 

(no Cµµµµ adjustment or forcing) 

One of the advantages of a zonal approach is the 

possibility to predefine the LES-RANS interface. 

However, in unknown flow configurations, this 

could be a difficult issue. Therefore, a certain 

criteria expressed in terms of a control parameter 

should be introduced. Presently, a following control 

parameter 

reskk

k
k

+
=

mod

mod*  (11) 

is adopted, representing the ratio of the modelled 

(SGS) to the total turbulent kinetic energy in the 

LES region, averaged over all grid cells in 

homogeneous direction at the interface on the LES 

side. As soon as this value exceeds about 20 %, the 

interface is moved farther from the wall and in 

opposite direction when the values go below 20%. 

This additionally ensures that in the limit of a very 

fine grid (very low level of the residual turbulence) 

LES is performed in the most of the solution 

domain. Contrary, in the case of a coarse grid, 

RANS prevails. As the interface separates the near 

wall region from the reminder of the flow, it would 

be suitable to choose a wall-defined parameter for 

denoting the interface location. In the present study, 

the dimensionless wall distance y
+ 

was adopted. 

Despite possible difficulties in respect to the 

definition of y
+
 in the flow domains where the wall 

shear stress approaches zero, as e.g. in separation 

and reattachment regions, no problems in the course 

of the computations have arisen
4
. It is noted, that 

the interface y
+
 is not active in the computational 

procedure. It only denotes the computational nodes, 

at which the prescribed value of k* was obtained. 

Fig. 2 top displays the time evolution of the 

interface position in the high-Re number backstep 

flow, averaged over all cells at the interface. Fig. 2 

bottom shows the snapshot of the instantaneous 

velocity field with the corresponding evolution of 

the averaged interface value 230=+
ifcey  along the 

upper wall and the lower (step) wall. 

 

 

 

Figure 2: Time evolution of the averaged +
ifcey  in 

a high-Re number back step flow (upper) and 

instantaneous velocity field and the 

corresponding evolution of the interface value 

230=+
ifcey  along the upper and bottom walls. 

The use of another control parameter in terms of the 

(wall-distance free) Reynolds number of turbulence 

(Ret) is currently under investigation. As the 

interface does not necessarily have to be a grid line, 

nor to be at a fixed position during the computation, 

                                                           
4
 The same non-dimensional wall distance y

+
 is 

regularly used in the Van Driest’s wall-damping of 

νt also in separating and reattaching flows. 
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the boundary (interface) values for the model 

RANS equations governing k  and ε  have to be 

provided in the entire flow domain. This is also 

realized by using the estimation given by Eq. (8). 

The turbulent heat flux 
i

u θ  in the equation 

governing the temperature field were modelled by 

using the simple gradient diffusion hypothesis. 

 

i
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pt

t

c

Pr
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where λt is the turbulent heat conductivity. Prt is the 

turbulent Prandtl number: Prt=νt/a, here assumed to 

be unity. 

2.2. Numerical Method 

All computations were performed with an in-

house computer code FASTEST based on a finite 

volume numerical method for solving both three-

dimensional filtered and Reynolds-averaged 

Navier–Stokes equations on block structured, body 

fitted, non-orthogonal meshes. Block interfaces are 

treated in a conservative manner, consistent with 

the treatment of inner cell faces. A cell centered, 

collocated variable arrangement and Cartesian 

vector and tensor components are used. The well-

known SIMPLE algorithm was applied for coupling 

the velocity and pressure fields. The convective 

terms in all equations were discretized by a second-

order central differencing scheme, whose stability 

was enhanced through the so-called deferred 

correction approach (see e.g., Khosla and Rubin, 

1974). The time discretization was accomplished by 

applying the second order (implicit) Crank–

Nicolson method. 

3. RESULTS AND DISCUSSION 

As the main target was to model flows 

involving separation, the highly-resolved LES of 

the periodic flow over a smoothly-contoured 2-D 

hill by Fröhlich et al., 2005, and experiments of 

turbulent flow over a backward-facing step at a low 

(ReH=3700, Exp.: Yoshioka et al., 2001) and a high 

Reynolds-number (ReH=28000, Exp.: Vogel and 

Eaton, 1985) were chosen as the reference. The 

latter case includes also heat transfer due to the 

imposed heat flux at the step wall. The flow and 

heat transfer in a fully-developed channel flow at a 

moderate Re number Rem� 24000 (Abe et al., 2004) 

were also considered. The LES (Smagorinsky SGS 

model with van Driest damping) of all afore-

mentioned flows were also performed for 

comparison. In addition, the results obtained were 

compared with the reference LES, performed in the 

present study or available in the literature. 

3.1. Fully developed channel flow 

The reference DNS of a channel flow used in 

the present work is that of Abe et al., 2004, at Re 

number based on friction velocity about Reτ �640. 

The dimensions of the computational domain were 

),2,2(),,( hhhLLL zyx ππ= . Periodic boundary 

conditions were used in both homogeneous 

directions, x and z. The computations with the 

hybrid model have been performed on several grids. 

Results shown in Figs. 1 and 3 were obtained at the 

grid )72,64,48(),,( =zyx NNN  leading to 

100=∆ +
x , 405.0 −=∆ +y  and 24=∆ +

z . It is 

coarsened by the factor of eight compared to the 

fine LES (96x128x144); ),,( +++ ∆∆∆ zyx  = 

)12,242.0,50( − . Fig. 3 depicts also the results 

obtained by the pure LES using the same (coarse) 

grid as HLR. The HLR results shown in Figs. 1, 3-4 

are all obtained by using the Chien model in the 

RANS layer and the Smagorinsky model in the LES 

region. Other model combinations resulted in 

similar results (not shown here). Fig. 3 displays the 

mean temperature and the scalar flux profiles 

obtained using the forcing at the interface.  
 

 

 

Figure 3: Mean temperature and scalar flux 

profiles obtained by LES and HLR 

It is clearly visible that the HLR method with 

forcing performs better than the corresponding 

coarse LES. The results obtained are even very 

close to the fine LES. The computational costs of 

HLR exceeds that of the coarse LES by about 30% 

due to the solving of additional equations for k and 

ε. Fig. 3 lower shows the profile of the total vθ  

(tot), which is obtained by summing up the resolved 

(res) and modelled (mod) parts. The modelled part 

is determined by the model used and the resolved 

part resulted from the averaging of the 

instantaneous velocity and temperature fields over a 

certain time period. Due to unsteady treatment of 

the RANS layer and the RANS field excitation by 
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the adjacent instantaneous LES field through the 

interface, one can observe a resolved part also in 

this region. The modelled part clearly diminishes 

when crossing the interface at about y
+
=100. One 

can note a certain kink at the θv , which originates 

by largest extent from the resolved part. However, 

this fact does not influence the computational 

procedure. 

3.2. Backward-facing step flows 

The boundary layer at the step-wall separates at 

the step edge (fixed separation point) and reattaches 

at the bottom wall building the recirculation zone 

immediately behind the step. Two configurations 

were considered. Here, only the results of the high 

Reynolds number backward-facing step flow 

(ReH=28000; Exp., Vogel and Eaton, 1985) will be 

shown. Heat transfer realised by imposing a 

constant heat flux at the lower wall (SOQ) is also 

accounted for, Fig. 4. The computational domain 

was discretized by 112x100x64 grid points (without 

inlet channel), which is about three times coarser 

than the gird used in LES of Akselvoll and Moin 

(1995). 

 

 

Figure 4: Computational domain adopted for the 

high-Reynolds number flow simulations 

The instantaneous inflow corresponding to a 

boundary layer developing at the step wall was 

generated by using the method proposed by Klein et 

al., 2003 (the same procedure was adopted for the 

forcing technique, section 2.1). The mean flow 

quantities necessary for the inflow generation were 

provided from the separate boundary-layer 

computations performed by using a near-wall 

second-moment closure model. Both near-wall 

RANS models coupled with standard Smagorinsky 

model, applied using the forcing technique at the 

interface, led to similar results, Figs. 5 and 6. 

Admittedly, the application of other coupling 

methods described in section 2.1 resulted in almost 

identical flow field (not shown here). Additional 

large-eddy simulation was performed using the 

same grid. The variable interface method (Eq. 11) 

was applied (see Fig. 1 and appropriate discussion 

for more details). 

The results of the reattachment length obtained 

by several computational methods and experiment 

are summarized in Table 1. The HLR results are 

very close to the experimental finding and to the 

results obtained by dynamic Smagorinsky model 

(Akselvoll and Moin, 1995). Remarkable are the 

deviations of the LES results obtained on the same, 

relatively coarse grid and especially of the Chien k–

ε model results. It is interesting to note, that just 

these two models are constitutive parts of the 

present HLR method. 

Fig. 6 displays the evolution of the friction 

coefficient along the lower wall. Both HLR models 

show results which closely follow the experimental 

ones. Somewhat overpredicted Cf in the recovery 

region obtained by HLR (LSH/SM) pointed out the 

necessity to adjust the model coefficient with 

respect to the employment of a new scale-

determining variable – homogeneous dissipation 

rate. This activity is in progress. 

Table 1. Comparison of reattachment lengths of 

different models 

 reattachment length 

(h=step height) 

Grid points 

[106] 

   

Experiment 6.7 h - 

LES (Dyn., Akselvoll) 6.74 h 2.25 

LES coarse (Smag.) 6.3 h 0.76 

Hybrid LES/RANS 6.78 h 0.76 

low-Re k-εεεε (Chien) 5.87 h 0.012 

 

 

Figure 5: Friction coefficient Cf=2ττττw /(ρρρρUc
2
) along 

the lower wall 

Fig. 6 shows the evolution of the mean axial and 

mean temperature profiles as well as the streamwise 

turbulence intensity profiles at selected location. 

Some differences in the computed temperature field 

are noticeable only immediately behind the step 

(locations x/H=0.33 and 1.67). Also, the HLR 

(CH/SM) model returned somewhat higher back-

flow intensity. Other results exhibit very good 

mutual agreement as well as agreement with 

available experimental data.  

3.3. Periodic flow over a 2-D hill 

Unlike the flow over a backward-facing step, 

the periodic flow over a smoothly contoured hill 

mounted on the bottom wall in a plane channel (Fig. 

7) is characterized by a separation from a curved, 

smooth surface. The highly-resolved LES 

performed at a grid comprising about 4.6 Mio. cells 

(Fröhlich et al., 2005) was taken as reference. This 

case has been intensively used as a benchmark for 

RANS models validation, e.g. Jakirlic et al. (2002). 

Three different HLR model schemes, combining the 

Yoshizawa’s one-equation SGS model and the 

Smagorinsky’s SGS model with two different near-

wall, k-ε models (see Section 2.1 for details) and 
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using the forcing technique at the interface, were 

applied. The computational grid (Fig. 7) comprises 

only 250.000 (80x100x32) computational cells, 

which is about eighteen times coarser than the grid 

used for the reference LES. 

 

 

 

 

Figure 6: Mean axial velocity, temperature and 

streamwise turbulence intensity profiles at 

selected locations in the high-Reynolds number 

backward-facing step flow 

Table 2 summarizes the reattachment lengths 

obtained. It is encouraging to see, that the HLR 

results, especially the scheme employing the RANS 

model based on the homogeneous dissipation 

concept, agree well with the reference data. As 

expected, the pure RANS computation using this 

model resulted in a too short reattachment length. 

Unlike in the flow separating at a sharp edge, the 

reattachment length depends here strongly on the 

separation position. 

 

Figure 7: Computational grid of the periodic 

flow over a 2-D hill (only every second grid line 

shown) 

Table 2. Separation and reattachment locations 

obtained with different models (h=hill height) 

 Separation 

point  

Reattach-

ment point       

Grid points 

[Mio.] 

LES (Fröhlich et al.) 0,22 h 4,72 h 4.6 

LES coarse 0,19 h 4,90 h 0.25 

HLR Smag./Chien 0.16 h 4.85 h 0.25 

HLR Yosh./Chien. 0.18 h 4.29 h 0.25 

HLR Smag./Hom. 0.24 h 4.62 h 0.25 

RANS Hom. 0.47 h 3.23 h 0.024 

 

Closest agreement with the reference LES with 

respect to the wall shear stress evolution displayed 

in Fig. 8, especially within the recirculation zone 

itself exhibiting certain back-flow acceleration and 

deceleration, was obtained with the HLR scheme 

including the Yoshizawa’s one-equation SGS 

model. Two HLR model schemes detected also a 

small separation bubble at x/H=7, denoted by 

negative τw values. 

The evolution of the mean axial velocity and 

turbulent kinetic energy profiles (Fig. 9) follows 

closely the reference LES results. Only the 

combination Yoshizawa-SGS/Chien-RANS returns 

a somewhat premature reattachment associated with 

enhanced turbulence level in the separated shear 

layer bordering the recirculation zone. 

 

 

Figure 8: Wall shear stress evolution at the lower 

wall in a flow over a symmetric, 2-D hill 

5. CONCLUSIONS 

Potential of a newly proposed hybrid 

LES/RANS model scheme employing low-

Reynolds number, eddy-viscosity-based RANS 

models in the near-wall layer and the Smagorinsky 

and Yoshizawa/Horiuti SGS models in the core 
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flow was demonstrated by computing several flow 

configurations featured by separation and heat 

transfer. A variable interface between RANS and 

LES regions was applied, whose position was 

controlled by a parameter corresponding to an in-

advance prescribed fraction of kinetic energy of 

turbulence. Forcing technique implying the 

superposition of the fluctuations at the interface in 

order to adjust the SGS turbulence to the RANS 

turbulence was introduced into the equations 

governing the velocity field. This procedure reduces 

to a large extent the velocity mismatch typically 

encountered in the region of interface. The results 

obtained with respect to the reattachment length, 

wall shear stress evolution, mean flow and 

turbulence fields follow closely the reference (fine) 

LES results and are superior to the LES data 

obtained on the same grid, substantially coarser 

than that of the fine LES. 
 

 

 

Figure 9: Mean axial velocity and turbulent 

kinetic energy profiles obtained using three 

different HLR models 
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ABSTRACT 
The formation of combustion-driven 

instabilities in modern low-NOx combustors is still 
a problem. In order to investigate the resonant 
characteristics of a combustor, numerical 
investigations by means of compressible large eddy 
simulation (LES) are carried out. The investigations 
of the foregoing work were focused on the 
combustion chamber. The results gave a good 
prediction of the resonant characteristics [1]. 

The purpose of the present investigation is to 
determine the resonant characteristics of the 
coupled system consisting of a burner and a 
chamber. Since the inflow turbulence can influence 
the resonant characteristics, an appropriate inflow 
condition has to be applied. In order to prescribe the 
turbulent flow at the inlet for the LES, a precursor 
simulation type boundary condition is chosen. The 
present paper describes the first implementation of 
the method for compressible subsonic flows. As a 
test case the turbulent channel flow of Reynolds 
number Reτ=395 is simulated. The results show 
good agreement with data from direct numerical 
simulation (DNS). The ongoing work is to extend 
this inlet condition to produce pulsating mass flow 
rate as required for the investigation of the burning 
system. 

Keywords: compressible large eddy simulation, 
inlet condition, oscillating flow, combustion 
instabilities 

NOMENCLATURE 
CS  [-] Smagorinsky model 

coefficient 
Ly  [m] span of the channel 
Ma  [-] Mach number 
Q  [kg/s] mass flow rate 
Reτ  [-] Reynolds number based 

on h and uτ 

Sij  [s-1] strain-rate tensor 
a  [m/s2] acceleration 
f  [Hz] frequency 
g  [m/s2] forcing term 
h  [m] channel half width 
u+  [-] normalized streamwise 

velocity component 
uτ  [m/s] friction velocity 
x, y, z   [m] streamwise, wall normal 

and spanwise coordinates 
y+  [-] normalized wall normal 

coordinate 
∆  [m] filter size 
∆t  [s] time step 
∆x+, ∆y+, ∆z+ [-] normalized cell size 
δij  [-] Kronecker delta 
ρ  [kg/m3] density 
τij  [N/m2] subgrid scale Reynolds 

stress 
Subscripts and Superscripts 
excit excitation 
ref reference 
^ amplitude 
< > spatial average 
~ resolved component 

1. INTRODUCTION 
Self-excited (thermo-acoustic) oscillations 

often occur in combustion systems due to the 
combustion instabilities. The high pressure 
oscillations can lead to higher emissions and 
structural damage of the chamber. There is an 
extensive research to develop a reduced physical 
model, which allows – without time-consuming 
measurements – to calculate the resonance 
characteristics of a Helmholtz-resonator-type 
combustion chamber. For the formulation of this 
model numerical investigations by means of 
compressible large eddy simulation (LES) are 
carried out [1]. In these investigations the flow in 
the combustion chamber is isothermal, non-reacting 
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and excited with a sinusoidal mass flow rate. The 
target of the foregoing investigations was the 
chamber and the exhaust gas pipe. The results gave 
a good prediction of the resonant characteristics and 
enabled the identification of the mean damping 
mechanism. The comparison with experiments shed 
light on the significant role of the surface roughness 
in the exhaust gas pipe. 

The target of the current work is to determine 
the resonant characteristics of the coupled system 
consisting of burner and chamber. In the case of the 
simple chamber the configuration allowed the use 
of a simplified inlet boundary condition for the LES 
[1]. In the case of the new configuration this 
simplification is no longer justified. Former 
experiments show that the inflow into the burner is 
highly turbulent. It is very important to investigate 
the effect of the turbulence intensity of the inflow 
on the resonant characteristics of the coupled 
system. Therefore, an appropriate inflow condition 
has to be applied. In order to prescribe the turbulent 
flow at the inlet for the LES, a precursor simulation 
type boundary condition is chosen. The flow in the 
precursor domain is driven by a controlled body 
force to obtain the required mass flow rate. The 
body force is necessary to reproduce the fast 
changes of the flow conditions in the case of 
pulsating mass flow rate, which is not possible with 
the use of a pressure gradient. As a test case the 
turbulent channel flow of Reynolds number 
Reτ=395 is simulated. The results compared well 
with data from DNS. In the next stage of the work 
this inlet condition is to be extended to describe 
pulsating mass flow rate for the investigation of the 
combustion chamber. 

2. INLET CONDITIONS FOR LES 
For the investigation of the chamber a 

simplified condition was used at the inlet [1]. A 
nozzle was located downstream of the inlet 
boundary before the fluid enters the chamber. Since 
the turbulence level decreases strongly in the nozzle 
downstream, the fluctuations at the inlet could be 
neglected and a turbulent mean velocity profile was 
simply applied with a boundary layer thickness that 
was known from experiment. 

In the configuration of the burner and chamber 
there is no possibility to use a simplified inlet 
boundary condition. It is known from experiment 
that the inflow into the burner is highly turbulent. In 
order to investigate the influence of the inflow 
turbulence, an appropriate inlet condition has to be 
employed. Since a pulsating mass flow rate has to 
be produced for the investigation of the resonant 
characteristics of the burning system, the use of a 
complex inlet condition is required. 

It is widely accepted that the specification of 
realistic inlet boundary conditions plays a major 
role in the accuracy of a numerical simulation [2-4]. 

In the case of a Reynolds averaged Navier-
Stokes (RANS) simulation it is relatively simple to 
define proper data at the inlet. The profile of the 
mean velocity and the turbulence variables have to 
be prescribed simply. 

For LES and DNS a time dependent series of 
data for all the velocity components and in the case 
of a subsonic compressible flow for a further 
thermodynamic variable (e.g. temperature) are 
required. In order to produce time dependent 
turbulent inflow for LES and DNS there are some 
methods in the literature. 

The simplest procedure for specifying turbulent 
inflow conditions is to superpose random 
fluctuations on a desired mean velocity profile. The 
shortcoming of this boundary condition is that the 
turbulence spectrum of the incoming flow is not 
recovered. Since these fluctuations are not coherent 
and have no correlations in space and time, they do 
not reflect real turbulent fluctuations. Turbulent 
coherent large-scale structures initiate the cascade 
of turbulent kinetic energy from large to small 
scales. The inflow fluctuations are inserted with the 
frequency of the time step hence they do not contain 
the whole energy spectrum of turbulence. As a 
result, the fluctuations have more energy in the high 
wave numbers and dissipate very fast without 
sustaining or initiating real turbulence. 

The most accurate method that retains a degree 
of generality consists of obtaining inflow data from 
a precursor simulation [2, 4-6]. Here an auxiliary 
simulation of wall bounded flow produces fully 
developed turbulent flow data with periodic 
conditions in the streamwise direction. Spatially 
developing turbulent boundary layer data by means 
of a rescaling method [2, 5, 6] is also possible. 

In the first stage the method to produce fully 
developed turbulent flow was implemented in the 
in-house developed flow solver SPARC [7] and it 
was extended for subsonic compressible flow. In 
the future work the method has to be extended to 
describe a pulsating mass flow rate up to about 
fexcit=200 Hz. 

2.2. Precursor simulation 
In the precursor region the desired mass flow 

rate can be obtained with a prescribed pressure 
gradient or with a forcing term. The use of a body 
force has two advantages. Unlike the use of a 
pressure gradient, a better homogeneity of the flow 
can be obtained, and the adjustment of the mass 
flow rate is fairly faster. 

The body force is added to the streamwise 
momentum and energy equations in order to 
compensate the wall-friction forces and to obtain 
the required mass flow rate. 

Lenormand et al. [8] described a method for the 
calculation of the body force for a compressible 
channel flow. The method is constructed to 
maintain a constant mass flow rate which should be 
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previously obtained by the initialization. 
Furthermore the initialized velocity profile is of 
great importance since the wall shear stress is used 
to predict the driving term. 

In the general case it is very laborious to 
construct proper initialization values for each 
computation therefore a generally working method 
is needed. On the other hand in SPARC a full 
multigrid method is implemented, which is very 
useful in the case of complex geometries, where a 
proper initialization is almost impossible. If the 
precursor simulation is coupled to the main domain, 
the flow in the precursor region develops parallel to 
the main domain from the initialization in each 
multigrid level. In the case of the combustion 
chamber the method described in [8] is difficult to 
realise because of the required pulsation of the mass 
flow rate. In order to solve these problems a 
controller based on the instantaneous mass flow rate 
difference is constructed. The controller has to 
handle the flow in the precursor region as a 
dynamical system consisting of a mass, spring 
(compressibility) and weak nonlinear damping with 
hard definable parameters. To prevent 
overshootings of the mass flow rate the forcing term 
is maximized with gmax. The streamwise component 
of the forcing term at the time step n+1 is read: 

 

( ) n

ref

nn aQSIGN
Q

QMINggg −∆⋅








 ∆
⋅+=+ ,1max1

1
1  (1) 

 
with 
 

1−−=∆ nn QQQ  , (2) 
 

t
Q

hL
a

y

n

∆
∆

=
2
1

ρ
 (3) 

 
The maximum value of the forcing term can be 

approximated by the amplitude and the frequency of 
the excitation mass flow rate: 
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In the case of the initialization, the exaggerated 

oscillations can be avoided by means of an 
exponential type driving function, and the 
prescribed mass flow rate can be reached much 
faster. This is demonstrated with a steady test case 
of laminar flow, where a constant mass flow rate is 
to realise (Figure 1 and 2). 

In the compressible channel flow the shear 
stresses produce heat which results in decreasing of 
the density along the channel. In terms of the mass 
conservation with decreasing density the velocity 
has to increase. In this manner, unlike an 

incompressible channel flow, the state of the fluid 
has to be described more accurately if periodicity is 
used in streamwise direction. For the simulation the 
total temperature is held constant in the channel 
centreline at the inlet boundary. This can be 
applied, if the total temperature fluctuation is 
negligible as discussed in [9]. 

In order to test the precursor simulation the 
turbulent channel flow of Reynolds number 
Reτ=395 is simulated. The mass flow rate is 
constant in this test case. 

 

Figure 1. Control of the mass flow rate based on 
the instantaneous mass flow rate difference  

 

Figure 2. Control of the mass flow rate 
completed with a driving function 

3. TURBULENT CHANNEL FLOW 
SIMULATION 

3.1. Numerical setup 
For the numerical investigation the in-house 

developed flow solver SPARC [7] is used to solve 
the compressible Navier-Stokes equations. The 
solver is block-structured and parallelized by the 
message passing interface (MPI).  

For the discretisation in space a second order 
accurate central difference scheme was used. In 
time a second order dual time stepping scheme was 
applied. The time step was set to ∆t=1·10-5 s. A full 
multigrid method is used to accelerate the 

Driving function 

Q 

Iteration 

Q 

Iteration 
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convergence in the inner iterations. The use of the 
full multigrid method allows also the investigation 
of the effect of grid refinement. 

The computations were performed using the 
Smagorinsky-Lilly subgrid scale model: 

 

( ) ijSkkijij SS∆C ~~2
3
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where CS is the Smagorinsky model coefficient, 

ijS~  is the resolved strain-rate tensor: 
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ijijSSS ~~2~
=  is the modulus of the resolved 

strain-rate tensor and ∆ is the filter size. This model 
allows only forward energy transfer from the 
resolved scales to the subgrid scales, and is used in 
many applications. In the simulations implicit 
filtering was used and near the wall van Driest 
damping was applied. The Smagorinsky coefficient 
was set to CS=0.13. A computation with CS=0.1 
gave approximately the same results for the 
turbulent channel flow. 

The Reynolds number is Reτ=395, the Mach 
number based on the bulk velocity and sound speed 
at the walls is Ma=0.3. The mass flow rate is held at 
a constant value. 

The computational domain of the precursor 
simulation is (2πh, 2h, πh) in (x, y, z), where x is the 
streamwise direction, y the wall normal direction, 
and z the spanwise direction. The grid resolution is 
(64, 160, 64) in (x, y, z). The grid size is in the 
streamwise direction ∆x+=25, in the spanwise 
direction ∆z+=12 and in the wall normal direction 
∆y+=0.4 at the wall and stretched up to ∆y+=2 at the 
centreline of the channel. A body force g as 
discussed above is applied in this domain to obtain 
the prescribed mass flow rate (Figure 3). 

Periodic boundary conditions are applied in the 
spanwise direction, while no-slip conditions are 
applied at the adiabatic walls. 

Boundary conditions comprise always 
approximations furthermore a standard static 
pressure outlet is very stiff against oncoming waves 
like e.g. the turbulent vortices and produces 
reflections. Therefore an outlet condition at the end 
of the precursor domain is not applicable.  
Downstream of the precursor simulation a domain 
with the same geometry is coupled. This domain 
substitutes now also the main domain of interest. At 
the outlet boundary the static pressure condition is 
used. In order to avoid reflections the grid is 
stretched towards the outlet boundary and a non-
reflecting layer is used as described in [10]. 

As soon as the statistical stationary state was 
obtained the statistics were sampled till the mean 
value of the spanwise velocity component was less 
then 1 % of the mean streamwise velocity. 
Additionally to time averaging, the statistics were 
averaged also over the z direction (homogeneous 
direction). 

 

Figure 3. The sketch of the computational 
domain 

3.3. Results 
The results of the simulation are compared to 

the DNS data by Iwamoto and Iwamoto et al. [11, 
12] for the mean velocity and for the velocity 
fluctuations. 

Figure 4 shows the mean profile of the 
streamwise velocity component. For the sake of the 
perspicuity only each fourth of the DNS data are 
plotted. 

 

Figure 4. The mean velocity profile in wall units 
(only each fourth data are plotted in the case of 
DNS and LES-FC) 

The LES results compare well with the DNS 
data although the LES overpredicts somewhat the 
mean velocity profile in the buffer layer and in the 
log-law region. Since the same result is obtained in 
the domain downstream of the precursor region, this 
seems not to be an effect of the precursor 
simulation. The overprediction can arise from the 
grid resolution, from the filtering or from the 

Precursor region

g 
Static 
pressure 
outlet 

Non-reflecting layer 
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discretisation scheme etc. It is not the aim of this 
work to investigate the source of this discrepancy. 

The difference between pressure gradient 
driven flow and body force driven flow is negligible 
small, as discussed by Huang et al. [13], and can not 
produce such a deviation in the velocity profile. 

In order to check the propriety of the precursor 
simulation, another investigation was more relevant. 
For the control of the forcing term the mass flow 
rate in each time step is needed. The instantaneous 
mass flow rate can be calculated in one cross 
section of the precursor region, e.g. at the inlet 
plane. In this case, if the flow becomes turbulent, 
the mass flow rate starts to oscillate, and therefore 
the forcing term oscillates strongly, too. For the 
reduction of this oscillation the mass flow rate in 
the precursor domain was averaged in the 
streamwise direction. This reduced the amplitudes 
but the oscillation remained. Therefore one 
computation was performed with a constant forcing 
term to investigate the effect of this oscillation. 

 

Figure 5. Temporal evolution of the averaged 
mass flow rate and forcing term; a) LES-MC, b) 
LES-FC 

Figure 4 shows that the results of the 
calculation with controlled force (LES-MC) do not 
deviate substantially from the calculation with 
constant forcing term (LES-FC). For the sake of the 
perspicuity only each fourth of the LES-FC data are 
plotted. 

In the case of controlled forcing term (LES-
MC) the maximal relative error of the mass flow 
rate is within 0.01%. The constant value for the 
forcing term was approximated with the integral of 

the oscillating forcing term on a certain time 
interval. Although the exact value was not caught 
the mass flow rate deviates from the desired 
Qref=0.4 kg/s within 0.5%. The temporal evolution 
of the averaged mass flow rate and the forcing term 
are plotted in Figure 5. 

Figure 6 and 7 show the filtered RMS-
fluctuations and the Reynolds shear stress. The LES 
results compare satisfactorily with the DNS data. 
The results from LES-FC are not plotted in Fig. 6 
and 7 because of the negligible deviation from the 
LES-MC. 

 

Figure 6. Filtered RMS velocity profiles in wall 
coordinates (only each fourth DNS data are 
plotted) 

 

Figure 7. Filtered Reynolds shear stress profile 
(only each fourth DNS data are plotted) 

4. CONCLUSIONS 
For the investigation of the resonant 

characteristics of a Helmholtz-Resonator-type 
combustion chamber a pulsating mass flow rate 
inlet boundary condition is required. Since the 
turbulence intensity at the inlet can take effect on 
the resonant characteristics of the coupled system 
consisting of a burner and a combustion chamber a 
proper inlet condition is required. The precursor 
simulation is chosen to generate data at the inlet of 
the compressible LES. In the precursor simulation 

a) 

b) 

g 

<Q> 

<Q> 

g 
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the mass flow rate is obtained with a controlled 
forcing term. In order to test the implementation, 
the fully turbulent channel flow of Reynolds 
number Reτ=395 was computed. The results 
compared to DNS data satisfactorily. An 
investigation showed that the oscillation of the 
forcing term resulting from the oscillating mass 
flow rate does not take notable effect on the 
solution. 

The current work is to extend the precursor 
method for a pulsating mass flow rate for the 
investigation of the combustion system. 
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ABSTRACT 
The  paper  describes  a  2D  simulation  of  the

motion of a system of regular polygons within the
unit square. The polygons, having 4p sides, are not
allowed to  rotate  and their  interactions are  of  the
hard  body  type.  The  requirement  of  reversibility
necessitates to use rational values for the positions
and velocities. The latter then enable to introduce
the notion of absolute age which gives a novel look
at  the  irreversibility.  It  is  observed  that  with
growing p the dynamics approaches the hard sphere
one  with  the  Maxwell-Boltzmann  distribution  of
velocities.  The  simulation  enables  to  demonstrate
the gradual  appearance of  hydrodynamic behavior
with  growing   p,  retaining  at  the  same  time  the
reversibility of the dynamics.

Keywords:  absolute  age,  collisions  of  polygons,
computer  algebra  methods,  hard  sphere  fluid,
reversible simulation

1. INTRODUCTION
The evolution of many particle systems can be

solved only with the help of numerical simulation,
the  method  usually  called  molecular  dynamics.
Already in the beginnings of the latter  a  question
arose  about  the  possibility  to  preserve  the
reversibility induced by the dynamics. For example,
N.  Margolus  [1]  gave  a  description  of  universal
reversible  cellular  automata  thus  outlining  the
essentials of reversible computation. However, it is
only after the appearance of the Levesque-Verlet bit
reversible  algorithm  [2],  which  represents
apparently the most efficient method used to obtain
reversible trajectories, that the reversible computer
simulation  of  dynamical  systems  has  become  an
important field of computational physics [3].

Several authors have compared the behavior of
exactly  reversible  simulations  with  standard
molecular  dynamics,  demonstrating  that  even  a
negligibly small deliberate noise can cause the loss
of  reversibility  [4].  Nevertheless,  not  too  much

attention  is  being  paid  to  possible  interrelations
existing  between  numerical  ir/reversibility  and
corresponding system's dynamics.

Recently  the  Generalized  Baker  Map  (GBM)
model,  treated  as  a  system  displaying  the
combination  of  microscopic  reversibility  with
macroscopic irreversibility, has been studied by the
author of the present paper. The goal of the study
was to analyze the interrelation between both these
aspects of evolution and to arrive  — with the help
of the analysis – at an understanding of the origin of
irreversibility in reversible systems. 

It  seemed  plausible  that  many  of  the  results
concerning GBM, described in the paper  [5],  and
some properties observed in the author’s animation1

of GBM, should apply also  to  models  mimicking
more realistic systems. To corroborate this view, the
simulation  of  2D  hard  sphere  fluid  has  been
undertaken which would be reversible to essentially
unlimited precision.  The  most  serious  obstacle  on
this way is the collisional dynamics of spheres, the
simulation of which necessarily involves the use of
goniometric  functions.  The  latter  return  irrational
values  and  in  such  a  way  prevent  attaining  the
“numerical reversibility”.  To  avoid this drawback,
the “particles” have been approximated by regular
polygons and the dynamics of collisions has been
adjusted  appropriately.  Moreover,  all  the  calcu-
lations have been performed with rational numbers,
i.e. with fractions of integers. 

Very interesting aspect of the GBM model is its
„absolute age” τ, which can be assigned to any point
in an  unambiguous way and with reasonable preci-
sion [5]. It increases in equal steps from the present
to the future (and decreases from the present to the
past)  —  except  the  small  neighbourhood  of  the
„present”  state  where  its  behavior  is  less
predictable. This age is absolute in the sense that it
does depend only on the distance from the present,
i. e., on the number of iteration steps. This is due to
the fact that coordinates of points contain „traces”
of their  evolution,  which enable  us — at  least  in
principle — to recover the iteration index k from the

1 See BakAnima.html at the author’s web site:
http://www.geocities.com/kumicak/.
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coordinates of an arbitrary point. Since this notion is
intimately connected to the origin of irreversibility,
it  was interesting to find out  whether it  would be
possible to introduce it into the hard polygon model.

2. THE MODEL
In  all  simulations described  here  the particles

move within the unit square and are being reflected
by its boundaries. They are supposed to be regular
polygons with 4p sides,  p ≥ 1,  four of  which are
parallel to the sides of the unit square.

The particles interact via elastic collisions and
they  are  not  allowed  to  rotate  (their  motion  is
restricted to translations). It is supposed that during
collisions they exchange components  of  velocities
perpendicular  to  the  sides  which  are  in  contact,
irrespective of positions of their centers. Hence the
dynamics  — which can be viewed alternatively as
simulating the flow of granular materials — can be
treated as a sequence of two-body elastic collisions. 

The system starts with all particles having the
same  speed  but  with  pseudorandom  uniform
distribution of directions over the interval [0; 2π).
The particles are initially placed on a regular square
lattice covering the whole unit square  — or just a
quarter of it. Such conditions were chosen to readily
recognize  the  return  of  the  system to  initial  state
after velocity reversal.

 

Figure 1:  Collisional  dynamics of  squares.  The
squares  collide  in  vertical  direction  so  that
vertical  components of velocities are exchanged
and horizontal ones are preserved.

The inner diameter of the polygons is chosen to
be either 1/25 or 1/50 of the unit square side, so that
the  number  of  particles,  corresponding  to  the
maximum density  (to  avoid  ternary collisions),  is
bounded from above by 400 and 900, respectively.
The  lower  bound  is  four  particles  which  corres-
ponds to the minimum density.

Due to the hard disk potential, the calculations
evidently  reduce  to  consideration  of  all  pairs  of
particles i and j and finding the minimum of times tij

for their next collision. One then moves all particles
forward  in  time  until  the  collision  occurs  and
calculates  the  postcollisional  velocities  of  the
colliding pair.

Evidently,  in the case of non-rotating  squares
one  can  in  this  way compute  the  dynamics  with
absolute precision, provided all the initial values are
rational. The collisional time tij   is, namely, a linear
combination of rational values in such a case, and
velocity components are  just exchanged. With the
growing  p  the  situation is  less  simple  but  can be
handled in a way to be explained later.

In order to compare the model with real fluid,
we suppose  that  the  chosen diameter  of  particles
corresponds  to  about  1  nm in  reality,  so  that  to
simulate the gas at normal pressure and temperature
we should have about four particles in the box —
the  lowest  number  used  in  the  simulations.
Choosing  the  initial  speed  of  particles  so  as  to
correspond to about 500 m/s we then obtain mean
free paths comparable to those of real gases.

The  simulation  was  programmed  in  the  Java
programming language that enables the program to
be run as an application as well as an applet that can
be  embedded  into  an  HTML  page  (good  for
demonstration  purposes  on  the  web).  However,
when used as an applet, the program was very slow
for p > 1, and therefore it was necessary to make it
faster  without  losing  reversibility.  Simulations,
using rational (double precision) numbers for both
positions  and  velocities,  confirmed  that  the
contributions  of  positions  to  irreversibility  are
negligible for small p so that one can obtain reason-
able  approximation  to  reversible  dynamics  using
rational values for velocities and letting positions as
floats. Such are the simulations given at the authors
web  site2 (denoted  there  as  “animations”),  repre-
senting  a  compromise  between  the  number  of
particles  and  the  speed  of  the  system's evolution.
These  animations  can  serve  consequently  only
demonstrative purposes, but the full program is free
of such limitations.

3. SIMULATION WITH SQUARES
The simulation has started with p = 1, i. e. with

hard squares, see  Fig. 1. Such system lacks one of
the essential problems of numerical simulation: the
appearance of  irrational  numbers  which would be
introduced by goniometric functions in calculations
of projections. The squares namely collide only in
the  x and  y directions so that  they exchange only
horizontal or vertical components of their velocities,
but  do  not  change  their  values.  Under  such
conditions,  components  of  velocities  are  just
interchanged between particles,  so that  the speeds
quickly attain a distribution determined by the initial
one which will  not  change thereafter.  This  means
that  there  is  no  universal  distribution  function  —
namely, that the Maxwell-Boltzmann distribution of
speeds,  expressed  for  a  2D system of  N particles
with mean velocity v0 

2 www.geocities.com/kumicak/HSqGas.html
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cannot  be  reached  if  the  system has  started  in  a
different one, see the example of a “singular” initial
distribution  in  Fig.  2.  Sufficiently  random  and
homogeneous set of initial  velocities will approach
the distribution shown in Fig. 3. This will be, with
sufficient precision, the limit  of all  “non-singular”
initial distributions. 

Figure  2:  The  histogram  of  velocities  of  400
squares, having originally the same length, after
5000 collisions. The velocities are divided into 20
intervals  and  n denotes  the percentage  of  par-
ticles with corresponding values. The figure de-
monstrates  that  the  Maxwell-Boltzmann  dis-
tribution (represented by the continuous line) is
not being approached. 

The damped oscillatory motion of the center of
mass is  the first  sign of macroscopic “hydrodyna-
mic”  behavior.  The  exclusive  use  of  rational
numbers in all computations, however, slows down
the  calculations  even  under  these  favorable
conditions.  Fortunately,  this  does  not  prevent  to
demonstrate  reversibility  for  moderate  number  of
particles  —  the  reversibility  was  confirmed  for
500,000 collisions with 400 particles.
      The system of hard squares is evidently ergodic
and  mixing  with  respect  to  positions.  It  is  even
chaotic  but  these  properties  are  not  shared  by
velocities which are essentially preserved due to the
above mentioned reasons.

One cannot assign absolute age τ to the states of
hard squares system, since if we start with rational
positions and velocities, the positions will be linear
functions of  time (number  of  iteration steps),  and
velocities will belong to a finite set of combinations
of starting values. There is no way how to extract
information about time elapsed from such data.

Figure 3: Theoretical distribution of velocities of
squares as compared to the Maxwell-Boltzmann
distribution (dashed line).

4. SIMULATION WITH OCTAGONS
The  reversible  behavior  of  simulation  using

polygons is  necessarily only approximate but  it  is
expected to retain — at least in certain respects —
the most essential properties of reversible systems
with  macroscopic  irreversible  behavior.  Some  of
such features can be readily observed already in the
next approximation to the 2D hard sphere gas — the
gas composed of regular octagons.

The octagons are again not allowed to rotate so
that  they  can  collide  in  four  different  directions
only, two of which are identical with those of the
squares  and  the  two  new ones  are  inclined  with
respect to vertical and horizontal directions by the
angle  of  φ  =  π/4,  see  Fig.  4.  To  calculate  the
projections  of  velocities  onto  the two new direct-
ions, requires to multiply corresponding values by
the  irrational factor of cos(π/4) = √2/2 = 1/√2. To
prevent  the  latter  from causing irreversibility,  we
can  think  of  cos(π/4)  as  √2/2  in  the  forward
evolution and as 1/√2 in the backward one. This has
the effect  that  factors  √2,  accumulated  during the
forward  evolution,  are  being  cancelled  out  in
reversed  evolution  so  that  the  velocities  are
perfectly recovered.

Figure 4: Collisional dynamics of octagons. The
octagons collide in the direction perpendicular to
the  line  of  contact  so  that  components  of
velocities  in  this  direction  are  exchanged  and
components parallel to it are being preserved.
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In  numerical  calculations we must,  of  course,
approximate  √2  by  a  rational  number.  Such  ap-
proximation  evidently  introduces  an  error  into
positions so that the longer the time required for the
reversible evolution, the more places are to be kept
in decimal approximation of the number. However,
any  finite  time  of  reversible  evolution  can  be
achieved  by  appropriate  choice  of  the  ap-
proximation.  Practical  tests  show  that  1.4142
represents sufficient rational approximation of √2 to
obtain reversibility for reasonable number (at least
thousands) of collisions.

We therefore see that the described simulation
of octagons cannot be absolutely reversible for an
unlimited time.  But  since  the  deviation  from
reversibility can be made arbitrarily small, and the
time of reversible evolution consequently arbitrarily
long, the simulation retains the most salient property
of reversible systems with macroscopic irreversible
behavior  —  irreversibility  is  practically  not
observable during  any finite run. We can say that
such evolution is practically reversible.

One would evidently expect that the collisional
dynamics of 4p-gons will approach with growing p
the  dynamics  of  hard  spheres.  This  can  be  seen
already when one compares squares with octagons,
see Fig. 5.

Figure 5: Comparison of collisional dynamics of
squares  with  that  of  octagons.  One  can  prove
that the dynamics of 4p-gons approaches that of
spheres with growing p. The figure suggests this
result.

It should be moreover noted that the behavior
of  positions  is  further  influenced  by  the  specific
character of polygon scattering. Since the effective
cross section is in this case discrete, the dependence
of positions on initial conditions is “sensitive” only
at  a  discrete  set  of  angles  (corresponding  to  the
vertices  of  the  polygons).  One  could  call  such
sensitivity “singular” as it is defined on the set with

zero  measure.  With  growing  p the  set  becomes
larger so that the sensitivity is the more pronounced
the  greater  the  p.  The  simulation  with  octagons
demonstrated that the irreversibility of positions is
in this specific case still practically negligible.

The absolute age τ [5] cannot again be brought
into  relation  with  positions due  to  their  linear
dependence on time (equivalent  to  the number  of
iterations). However, the  velocities of particles are
multiplied,  after  each  collision  occurring  in  the
direction  not  parallel  to  x or  y axes,  by (rational
approximation  to)  cos(π/4)  so  that  a  possibility
arises that their rational expressions will consist of
fractions of growing natural numbers. Actually, the
simulation confirms that such a situation is typical.
Therefore,  it  is  possible  to  construct  an  explicit
expression  for  the  absolute  age  based  on  rational
components of  velocities  of  all  N particles  which
will be growing both in the future and in the past —
one can make τ even approximately linear function
of  the  iteration  index   k,  τ  =  const |k|.  Denoting
numerators  and  denominators  in  rational
expressions  of  numbers  by  superscripts  A and  B,
respectively, one of possible choices is represented
by the formula
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where vlx  and vly  denote  x and y components of the
velocity  of  the  l-th  particle  and  c is  the  scaling
factor  which  adapts  the  age  to  be  approximately
equal to the iteration index  k (we keep meanwhile
σ = 1).  This  may seem to  be  a  bit  artificial  and
unphysical  but,  nevertheless,  such  definition  of  τ
turns out to be very reliable.

Such age will grow as positive both in the future
and in the past. To make it negative in the past one
should calculate σ as follows. If the sum
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of differences of absolute values of numerators and
denominators of particles i and j is greater after the
collision than before it, then σ = +1, if it is smaller,
then  σ = –1;  otherwise  it  does  not  change.  This
rather  artificial  way to  keep  the  sign  of  the  age
monotonous  has,  however,  the  drawback  that  the
age is then not the function of the state of the system
— which is our primary goal — but depends on two
consecutive states.

 Since the change of velocities is now limited by
less constraints, there do not seem to exist reasons
for  the  Maxwell-Boltzmann  distribution  to  be
unattainable. The observations actually confirm that
the latter is readily approached by this system, see
Fig. 6. In this sense,  the octagons represent  quali-
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tatively  sufficient  approximation  to  hard  spheres
fluid.

It is evident that the same behavior will be seen
with all other regular 4p-gons with p > 2. The only
difference expected will be the speed of approach to
the  equilibrium  distribution  of  positions  and
velocities.

There is a distant resemblance of the age to the
entropy in that both depend on the distance of the
current  state  of  the  system from the  initial  (non
equilibrium)  state.  However,  the  age  is  monoton-
ously  growing  with  time  whereas  entropy
approaches a limit value. Entropy is the measure of
equilibrium, the age is roughly proportional to the
number of collisions. This difference is best seen in
the fact that the age is growing even if the system
starts in equilibrium.

Figure 6: The histogram of velocities after 1200
collisions of 400 octagons demonstrates that the
Maxwell-Boltzmann distribution (represented by
the continuous line) is being approached quickly.

5. CONCLUSIONS
Numerical  molecular  dynamics  simulation  of

fluids  is  of  great  theoretical  and  practical  impor-
tance.  It  enables  to  replace  real  experiments  with
computational ones and allows to calculate relevant
parameters  of  flows  — such  as,  e. g.,  transport
coefficients  —  departing from theoretical assump-
tions. 

But  the  reversible  microscopic basis  of  fluid
behavior is not taken into account in the usual case
of simulations which are based on double precision
calculations.  The  inherent  rounding  errors  them-
selves,  namely,  generate  irreversibility  of  the
models,  and this irreversibility is just  a numerical
artefact having no physical counterpart. This makes
such  simulations  microscopically  irreversible  and
therefore hides one of the important aspects of the
problem:  the  observed  macroscopic  irreversibility
should ensue from underlying reversible  dynamics
and  under no  condition should it  be  the result  of
calculation errors.

The fully reversible simulation, on the contrary,
enables  to  observe irreversibility in  a  model  with
granted  microscopic  reversibility  which  would  be
otherwise impossible to obtain in real experiments.
That is why only such simulation can serve the basis
for  the  exact  explanation  of  origin  of  ubiquitous
macroscopic  irreversibility  of  microscopically
reversible dynamics.

The  reversible  simulation  of  many-particle
systems  was  undertaken  by  several  authors  who
arrived  at  many  interesting  results,  concerning
mostly  the  approach  to  equilibrium  [1,  2]  and
influence of noise on reversibility [4]. The stress of
this  work was more  on the  influence of  system’s
dynamics on the properties of reversible evolution.
That is  why particles were simulated by polygons
with 4p sides with an effort to see how the growing
p, entailing the approach of polygons to disks, will
influence the behavior of the systems. The case of
low  p shows rapid  appearance  of  thermodynamic
behavior, the case of high p will be the subject of a
separate work.

In the extreme case of p = 1, the system is less
sensitive  to  changes of  positions  than to  those  of
velocities, since small changes of impact parameter
(i. e. changes smaller than the particle diameter) do
not  influence  the  direction  of  particles  after
collision. This restricts the variability of speeds to
the  extent  that  the  attainment  of  the  Maxwell-
Boltzmann  distribution  is  being  excluded.  In  the
next step, p = 2, the discrete set of collisional angles
is less restricted, and the octagons model described
in  the  paper  demonstrated  that  the  reversible
dynamics of octagons has already most macroscopic
properties  expected  of  gases  with  hard  particle
potential.  As  a  result,  no  assumptions  about
irreversibility  on  microscopic  level  are  needed  in
order to obtain macroscopic irreversibility. 

The  simulation  using  rational  numbers  for
coordinates and velocities enabled to introduce the
notion of absolute age τ which proved to be rather
fruitful  for  understanding  the  origin  of  irrever-
sibility. The possibility to define τ is enabled by the
fact that  velocities of particles contain “traces“ of
their evolution, which allow us, at least in principle,
to recover the iteration index k from arbitrary state.
Then the question, why we are not able to prepare
states  which would evolve  contrary to  the second
law of thermodynamics,  can be  answered trivially
by stating that we can prepare states with “simple“
particle  velocities  (corresponding  to  “present”
states) more easily then those with “complex“ ones
(corresponding  to  the  future  states  which  upon
velocity reversal become the past ones). From this
point  of  view,  the  irreversibility  is  related  to
substantially different requirements for preparation
of the present and past states and this seems to be
the full explanation.

It should be noted that the most salient property
of the described simulation is its ability to regain the
positions  and  velocities of  the  hard  disks  in  the
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reversed  trajectory.  This  makes  our  method
comparable  to  that  of  the   Levesque-Verlet  bit
reversible algorithm [2] in which only positions are
exact and energy is not being preserved.
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ABSTRACT 
This paper deals with a numerical solution of 

two and three dimensional (2D/3D) flows through a 
branching channel, where viscous incompressible 
laminar fluid flow is considered. The mathematical 
model in this case can be described by a system of 
the incompressible Navier-Stokes equations and the 
continuity equation. In order to obtain the steady 
state solution the artificial compressibility method 
is applied. The finite volume method is used for 
spatial discretization. The arising system of 
ordinary differential equations is solved by 
multistage Runge-Kutta method. The numerical 
results for 2D and 3D case are presented. 

Keywords: finite volume method, Navier-Stokes 
equations, Newtonian and non Newtonian fluids,  
steady incompressible laminar flow 

NOMENCLATURE 
Dij  the basic cell 
F  flux in x-direction 
G  flux in y-direction 
MN  number of grid cells 
O [m] circumference of the entrance 
R, S  flux in x and y direction for non 

Newtonian fluid 
S1 [m2] volume of the entrance 
Re [-] Reynolds number 
W  vector of primitive variables 
l [-] the height of the entrance 

(reference length) 
p [-] kinetic pressure in dimensionless 

form 
p̂  [Pa] physical static pressure 

q∞ [m/s] reference velocity value 
 (u, v)T [-] velocity vector in dimensionless 

form 
vu ˆ,ˆ  [m/s] physical velocities 

αι  Runge-Kutta coefficients 
ν [m2/s] the kinematic viscosity 
μ [Pa . s] dynamic viscosity 

μij [-] volume of the basic cell 
ρ [kg/m3] density 
τ [Pa] the shear stress exerted by the 

fluid 
Δt [-] time step 
Δxk [-] the length of k-th edge of the 

basic cell in x direction 
Δyk [-] the length of k-th edge of the 

basic cell in y direction 
 
Subscripts and Superscripts 
n time discretization 
t time derivative 
x, y space derivatives 
 

1. INTRODUCTION 
The motivation for numerical solution of the 

fluid flow in branching channels arises in many 
applications, e.g. in a biomedicine, a solution of 
blood flow in cardiovascular system. The study of 
blood flow in large and medium arteries is a very 
complex task because of a heterogeneous nature of 
the problem and a extreme complexity of blood and 
arterial wall dynamics. In this paper there are 
presented the first results for non-Newtonian fluids 
in two dimensional case and for Newtonian fluids 
there are the corresponding results for non-
Newtonian fluids for 2D. The last part of numerical 
results deals with results for Newtonian fluids in 
three dimensional case. 

 

2. MATHEMATICAL MODEL 

2.1. Newtonian fluids 
Firstly, Newtonian fluids are considered. A 

Newtonian fluid is a fluid that flows like water - its 
shear stress is linearly proportional to the velocity 
gradient in the direction perpendicular to the plane 
of shear. The constant of proportionality is known 
as the viscosity.  
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A simple equation to describe Newtonian fluid 
behaviour is 

 

x
u
∂
∂

= μτ , (1) 
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∂
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 is the velocity gradient perpendicular to the 

direction of  shear. 
In common terms, this means the fluid 

continues to flow, regardless of the forces acting on 
it. For example, water is Newtonian, because it 
continues to exemplify fluid properties no matter 
how fast it is stirred or mixed. Contrast this with a 
non-Newtonian fluid, in which stirring can leave a 
"hole" behind (that gradually fills up over time), or 
cause the fluid to become thinner, the drop in 
viscosity causing it to flow more (this is seen in 
non-drip paints). 

For a Newtonian fluid, the viscosity, by 
definition, depends only on temperature and 
pressure (and also the chemical composition of the 
fluid if the fluid is not a pure substance), not on the 
forces acting upon it. 

If the fluid is incompressible and viscosity is 
constant across the fluid, the equation governing the 
shear stress, in the Cartesian coordinate system, is 
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If a fluid does not obey this relation, it is 

termed a non-Newtonian fluid, of which there are 
several types. 

The Navier-Stokes equations, named after 
Claude-Louis Navier and George Gabriel Stokes, 
are a set of equations that describe the motion of 
fluid substances like liquids and gases. These 
equations establish that changes in momentum 
(acceleration) of the particles of a fluid are simply 
the product of changes in pressure and dissipative 
viscous forces acting inside the fluid. These viscous 
forces originate in molecular interactions and 
dictate how viscous a fluid is. Thus, the Navier-
Stokes equations are a dynamical statement of the 
balance of forces acting at any given region of the 
fluid. 

The Navier-Stokes equations are the 
fundamental partial differential equations that 
describe the flow of incompressible fluids. The 
system of two dimensional Navier-Stokes equations 
for Newtonian fluids in conservative form has the 
form 
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of velocity vector in dimensionless form are given 
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2.2. Non-Newtonian fluids 
A non-Newtonian fluid is a fluid in which the 

viscosity changes with the applied shear force. As a 
result, non-Newtonian fluids may not have a well-
defined viscosity. 

Although the concept of viscosity is commonly 
used to characterize a material, it can be inadequate 
to describe the mechanical behavior of a substance, 
particularly non-Newtonian fluids. 

For the non-Newtonian fluids the system of 2D 
Navier-Stokes equations and the continuity equation 
written in conservative form reads 
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where the definitions of the vector W as the vector 
of primitive variables and of the fluxes F, G are the 
same as for Newtonian fluids mentioned above. 

The expression of the different part of Navier-
Stokes equations is  
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then the main part of the right hand side of the Eq. 
(5) will be 
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2.3. Boundary conditions 
At the inlet the Dirichlet boundary condition for 

velocity vector (u, v)T is prescribed and the other 
variable are computed by extrapolation from a 
domain. At the outlet a pressure value is given and 
velocity components are computed by extrapolation 
from values inside of the domain. On the wall the 
zero Dirichlet boundary conditions for the 
components of velocity are used.  Pressure at solid 
boundaries is not possible to prescribe in 
advance.Authors used extrapolation from computed 
domain to boundary where normal derivative of 
pressure is zero,Prandtls boundary layer relation. 

3. NUMERICAL SOLUTION BY FINITE 
VOLUME METHOD 

In what follows a steady state solution is 
considered. In such a case the artificial 
compressibility method can be applied for the 
solution of the system (3), i.e. 
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and F, G are inviscid fluxes defined by Eq. (4),    
Fv, Gv are viscous fluxes, 
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The Eq. (7) is integrated over Dij  
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The mean value theorem is applied to the left-

hand side of Eq. (12), and Green's theorem on the 
right-hand side of Eq. (12), so that 
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Next the integrals on the right hand side of (13) 

are numerically approximated by 
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where viscous fluxes in F~ , G~  are computed using 
dual volumes. For computation of these viscous 
fluxes the dual volumes for each edge of each cell 
inside the domain are used. The shapes of the basic 
cell and dual cell are shown in the Figure 1 and Fig. 

2. Quadrilateral basic cells are used and therefore 
dual cells are also quadrilaterals. It results that the 
maximal value of k used in, e.g., Eq. (14) is k = 4. 

 

Figure 1. Finite volume cell Dij 

 

Figure 2. Dual volume cell Dk 

The ODE system Eq. (14) is time discretized 
with the aid of multistage Runge-Kutta method 
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where m = 3,  α 1 = α 2 = 0.5, α 3 = 1, 
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The term DWij presents the artificial viscosity of 
Jameson’s type (for details see, e.g., [3]).  

 
 
In order to satisfy the stability condition the 

time step is chosen as (for details see, [1]): 
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and û , v̂  are the maximal values of the 
components of velocity vector inside the 
computational domain. The definitions of Δxk, Δyk 
are shown in Fig. 1. 

The computation is performed until the value of 
the L2-norm of residual satisfies Rez n

ijW  ≤ εERR with 
εERR small enough, where 
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3. NUMERICAL RESULTS 
In this paper the numerical results for channels 

with one entrance and two exit parts are presented. 
Results for two dimensional case and for three 
dimensional case are shown. The reference length l 
is equal to 1. 

The domain topology of the first 2D simulation 
is shown in Fig. 3. The structured quadrilateral 
mesh used consists of 24 000 cells. 

 

Figure 3. Domain topology of 2D branching 
channel 

For the second type of the considered channel 
the domain topology is presented in the Fig. 4. The 

structured quadrilateral mesh used consists of       
40 000 cells. 

 

Figure 4. Domain topology of the branching 
channel 

Figures Fig. 5 and 9 show the fluid velocity 
distribution for Reynolds number 1500 for the non-
Newtonian fluids. In Fig. 6 and 10 reader can 
follow convergence history of  p, u, v using steady 
rezidual behavior in L2 norm and convergence to 
steady state is very good. We also investigated 
convergence behavior using different grids with 
satisfactory results at finer grid. By the symbol q 
the velocity magnitude is denoted, i.e. 

22 vuq += . 
In Fig. 7 and 11 numerical results for the two 

dimensional and Newtonian fluids case are shown. 
Convergences of residuals of the vector                  
W = (p, u, v)T for both cases of various shape of the 
channels are presented in Fig. 8 and 12. 

 

Figure 5. Velocity magnitude distribution in two 
dimensional channel for non-Newtonian fluids 
(Reynolds number Re = 1500) 
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Figure 6. History convergence for two 
dimensional channel in Fig. 5 

 

Figure 7. Velocity magnitude distribution in two 
dimensional channel for Newtonian fluids 
(Reynolds number Re = 1500) 

 

Figure 8. Convergence history for two 
dimensional channel in Fig. 7 

 

Figure 9. Velocity magnitude distribution in two 
dimensional channel for non-Newtonian fluids 
(Reynolds number Re = 1500) 

 

Figure 10. History of convergence for two 
dimensional channel from Fig. 9 

 

Figure 11. Velocity magnitude distribution in 
two dimensional channel for Newtonian fluids 
(Reynolds number Re = 1500) 
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Figure 12. Convergence of residual for two 
dimensional channel from Fig. 11 

Next, the computation for fully three 
dimensional fluid flows in two distinct cases was 
performed.  

The domain topology for the first 3D branching 
channel is shown in the Fig. 13. The structured 
mesh used consists of 196 000 hexahedrons cells. 

 

Figure 13. Domain topology of 3D branching 
channel 

The domain topology for the second 3D 
branching channel is shown in the Fig. 14. The 
structured mesh used consists of 187500 
hexahedrons cells. 

 

Figure 14. Domain topology of 3D branching 
channel 

Fig. 15 shows velocity isolines in the cross-
section of x-y plane of branching channel for 
Reynolds number 300. By the symbol q the velocity 
magnitude is denoted, i.e. 222 wvuq ++= . 

 
 
 
 
 

 

Figure 15. Velocity magnitude distribution in the 
central cut of the three dimensional channel 
(Reynolds number Re = 300) 

Fig. 16 shows velocity isolines in the cross-
section of the main part of the channel (see Fig. 15) 
and the cross-section of the small branch of the 
channel. 

 

Figure 16. Velocity magnitude distribution in the 
cuts of the 3D channel from Fig. 15 

Fig. 17 shows the velocity isolines in the cross-
section of x-y plane of symmetric branching channel 
for Reynolds number 300. In this figure the 
convergence of the residuals of the vector              
W = (p, u, v, w)T is shown.   
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Figure 17. Velocity magnitude distribution in the 
central cut of the three dimensional channel 
(Reynolds number Re = 300) 

Fig. 18, 19 and 20 show velocity isolines for 
cross-section of both parts of the branching channel 
from Fig. 17. Due to a symmetry of the channel can 
be observed the symmetry of the flow in both 
branches. 

 

Figure 18. Velocity magnitude distribution in the 
cuts of the 3D channel from Fig. 17 (both 
branches near to entrance) 

 

Figure 19. Velocity magnitude distribution in the 
cuts of the 3D channel from Fig. 17 (upper 
branch) 

 

Figure 20. Velocity magnitude distribution in the 
cuts of the 3D channel from Fig. 17 (lower 
branch) 

4. CONCLUSIONS 
Numerical model for simulation of fluid flow in 

a branching channel for two dimensional and three 
dimensional cases was developed. However, the 
method was applied for several different types of 
channel configurations. The presented results 
should be useful as a blood flow approximation, the 
fact that several significant simplifications were 
made in the model should be mentioned. In this 
work the simple model of non-Newtonian flows 
was mentioned and the first results of these flows 
are presented in comparison with Newtonian fluids. 
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ABSTRACT  
The aim of the paper is to outline a new approach 
which can be applied to simulate a wide class of 
supersonic and subsonic gas flows. This approach 
constructs a hybrid rarefied/transient/continuum 
flow solver suggested in [1] and is now developed 
in the framework of a software product “Unified 
Flow Solver” (UFS). The UFS can separate non-
equilibrium and near-equilibrium domains using 
breakdown criteria and automatically select 
continuum and kinetic solvers.  The solver in the 
kinetic domains is based on the direct numerical 
solution (DNS) of the Boltzmann equation. The so-
called continuum kinetic schemes approximating 
the Euler or Navier-Stokes equations are used in the 
near-equilibrium domains. Cartesian mesh 
generation and refinement around arbitrary-shape 
solid bodies is implemented. Parallel capabilities 
with dynamic load balancing are realized for the 
UFS. Solutions of some external and internal 
problems are presented. The UFS demonstrates 
robustness and flexible properties in simulation of 
different 2D and 3D flows around bodies of 
different shapes and in description of flows in 2D 
and 3D micronozzles.  Slow flows through a slit, an 
orifice and in channels are also solved keeping in 
mind possible applications for descriptions of flows 
in microdevices. 

Keywords: the Boltzmann equation, external 
aerodynamic problems, hybrid schemes, internal 
flows, the Unified Flow Solver (UFS)  

1. INTRODUCTION  
Many external and internal problems are 

characterized by the presence of rarefied and 
continuum domains. Accurate simulation of rarefied 
domains requires particle level models, continuum 
domains are naturally described by the traditional 

Computational Fluid Dynamics (CFD) models. The 
development of hybrid solvers combining particle 
and continuum models has been an important area 
of research over the last decade [1-3]. In this paper, 
we describe a recently developed Unified Flow 
Solver (UFS) and demonstrate the current UFS 
capabilities for different applications.  

The direct Boltzmann solver for simulations of 
rarefied flow domains is used. Traditionally, Direct 
Simulation Monte Carlo (DSMC) has been used for 
simulations of rarefied gas flows [4]. Recently, 
Direct Numerical Solution (DNS) of the Boltzmann 
equation emerged as a viable alternative to DSMC 
[5, 6]. The DNS is preferable to DSMC for coupling 
kinetic and continuum solvers because similar 
numerical techniques are used for solving both the 
Boltzmann and continuum equations. For the slow 
subsonic flows DNS has also some advantages. For 
this reasons, DNS was selected for the UFS 
implementation described in this paper. 

Another component of the UFS is a continuum 
flow solver. Since the continuum solver should be 
correspondent to the Boltzmann solver in the UFS 
framework, it is preferable to implement such a 
solver using numerical algorithms similar to the 
Boltzmann solver. From this point of view, recently 
introduced kinetic schemes of gas dynamics are 
very attractive because they use kinetic equation is 
a starting point for the development of 
computational algorithms [7, 8]. The remaining 
components of the UFS include criteria for domain 
decomposition into kinetic and continuum parts and 
coupling algorithms.  

The open source code GERRIS Flow Solver 
(GFS) [9] was selected as a framework for the UFS. 
The original GFS contained a tree-based 
incompressible flow solver with dynamically 
adaptive Cartesian grid and support of complex 
solid boundaries [10]. Using the GFS framework, 
we have added all the UFS components including a 
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deterministic Boltzmann solver for a one-
component mono-atomic gas, compressible Euler 
and NS solvers based on kinetic schemes, and 
developed practical criteria for domain 
decomposition and coupling kinetic and continuum 
solvers. The UFS can automatically generate 
Cartesian mesh around embedded solid boundaries 
defined through standard files, perform dynamic 
adaptation of the mesh to the solution and 
geometry, detect kinetic and continuum domains 
and select appropriate solvers based on continuum 
breakdown criteria. 

2. MAIN FEATURES OF THE UNIFIED 
FLOW SOLVER (UFS) 

Key components of the UFS are shown in 
Figure 1. Numerical schemes for DNS are referred 
in our papers. Kinetic schemes differ from the 
traditional CFD schemes by using the Boltzmann 
equation for building the computational CFD 
algorithms. These schemes are described in the 
literature (see [5, 7, 8]). We have implemented 
kinetic schemes for both Euler and NS type 
equations in the UFS framework. Domain 
decomposition according to some (kinetic and 
continuum) criteria is constructed. The coupling 
algorithm is developed. Parallelization in the 
framework of the GERRIS is proposed and 
effective schemes for the UFS are suggested.   

 

Geometry/Mesh 
Flow Conditions 

Algorithm Selection 
Domain Decomposition 

Mesh  
Refinement 

Coupling 
Algorithm 

Continuum  
Kinetic Solver

Boltzmann 
Solver 

Figure 1.  Key UFS components 

The main problem of hybrid methods is correct 
separation of kinetic and continuum domains.  
Selection of adequate switching criteria is crucial 
because wrong domain decomposition could lead to 
non-positive distribution function for the kinetic NS 
solution and failure of the Boltzmann solver. We 
have tested and used the following switching 
criteria: 
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where , ,xx yy zzp p p  are appropriate components of 
the non-equilibrium stress tensor, p is the pressure, 
ρ  is density, T is temperature, u, v, w are 
appropriate component of velocity (all values are 
given in dimensionless form), Kn is the Knudsen 
number of the problem under consideration (e.g., 
for a flow around a cylinder RKn /λ=  whereλ  is 
the reference mean free path and R is the radius of a 
cylinder). If S is greater then a threshold value, then 
the kinetic solver must be used. The applicability of 
different criteria and the best ways of choosing the 
threshold value is currently being studied. It was 
found experimentally that the _Kn localS  criterion 
allows correctly separate the non-equilibrium 
domains near the shock wave and behind the body 
at moderate Knudsen numbers, but at small 
Knudsen numbers (Kn<<0.1) the non-equilibrium 
domain behind the body appears to be too small. 
We found experimentally that criterion  (it is 
not shown here due to a long formula) gives correct 
kinetic regions and allows one to successfully 
couple the NS and Boltzmann solvers. 

NSS

The possibility of dynamic domain 
decomposition into sub-domains of arbitrary shape 
has been implemented in the UFS. To achieve 
dynamic load balancing (DLB) between multiple 
processors during a parallel run, the computational 
domain is partitioned into sub-domains using a 
space filling curves (SFC) algorithm [11]. It is 
natural to use SFC for the tree-based mesh 
generation and refinement engine, since the cell 
traversing routines work exactly as Morton N-
ordering SFC algorithm. Figures 2 and 9a) show 
examples of DLB between 8 processors for the 
problems of flow around cylinder and flow in a 
channel respectively. Different colors represent sub-
domain solved by different processors. It is seen 
that grid adaptation results in redistribution of the 
load between the processors. The SFC algorithm 
allowed us to obtain a good parallel efficiency for 
the problems that have been computed so far. 
However, in the SFC algorithm, the edge-cut 
weights are not taken into account, so for some 
problems this algorithm might not provide good 
partitioning. In the future it is planned to use 
METIS library for optimal domain partitioning for 
the UFS.  
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Figure 2. Dynamic load balancing between 8 
processors for gas flow around a cylinder. Each 
processor is shown by a different color 

3. VERIFICATION AND VALIDATION OF 
THE METHOD 
The Boltzmann direct schemes have been verified 
by numerous computing experience (see [5]). The 
Boltzmann solver in the framework of the UFS 
have been tested, e.g. by the comparison of two 
schemes in [1]. The UFS Boltzmann solver have 
been tested by the comparison with available 
experimental data as well. (1D problem with shock 
wave structure in the density profile in Argon for 
Mach number M=3.8 according to the experiment 
by [12] and the temperature profile in Helium for 
M=1.59 is given according to the experiment [13]; 
2D problem of a flow around a circular cylinder 
[14]). The comparison with available experiment 
has been made as well. The continuum solvers have 
been tested for the well-known problem on an 
internal gas flow in a channel with a forward-facing 
step, for the SOD problem and for  flows in channel 
with different shapes.  

We performed testing of the Boltzmann and NS 
kinetic solvers for 2D problem of heat transfer 
between two parallel plates with nonuniform 
temperature along the plate surfaces. The problem 
of gas flow and heat transfer in rarefied gas 
confined between non-uniformly heated boundaries 
have been studied in a number of publications 
starting from works by Sone (see [15]). As 
described by Sone, traditional NS equations (with 
the no-slip boundary conditions) in this case give 
zero flow velocity and symmetric distribution of gas 
temperature. We considered a rarefied gas 
contained between two parallel plates with 
temperatures T=1 at y=0.5 and T=1-0.5sin(πx) at 
y=-0.5. The computational domain was a unit box 
with symmetry (specular) boundary conditions at 
x=-0.5 and x=0.5. Diffuse reflection at the top and 
bottom boundaries (y=0.5 and y=-0.5) was assumed. 
We solved this problem for different Kn numbers 
using the Boltzmann solver (with BGK collision 
operator and the HS model to compare directly with 
results by Sone et al.) and using the NS kinetic 
solver with the kinetic boundary conditions. The 
results of calculations using the kinetic NS solver 
are presented in Figure 3. One can see that there is a 
well-formed vortex in the middle of the simulation 
domain. This vortex is temperature-driven. The 
simulation with the kinetic NS solver (with the 
kinetic boundary conditions) reproduced well 

results of the Boltzmann solver and permitted to 
obtain the same vortex structure.  

 

Figure 3. Temperature (color) and mean flow 
velocity for Kn=0.03.  

4. PROBLEMS OF EXTERNAL 
AERODYNAMICS 

We describe some supersonic external 
problems. The flow around a cylinder at M=3 was 
studied in a wide range of Kn numbers (0.001-10) 
with different criteria of domain decomposition. 
The boundary condition on the surface of the 
cylinder corresponds to diffusion reflection with the 
temperature of the wall T=4. Figure 4 shows the 
results of computations with Boltzmann solver and 
Euler solver. 

Important quantities of the gas flow interaction 
with solid bodies are the vector of forces (Fx, Fy, 
Fz), the normal force Fn (pressure) and the shear 
force or shear stress Ft and the heat flux H. Both 
integral and local quantities can be calculated by the 
UFS code. We have tested this implementation for 
the problem of gas flow around a cylinder for 
different Mach, Knudsen numbers and different 
temperatures of the cylinder surface. In Figure 5 the 
convergence of the computations with respect to a 
breakdown parameter is illustrated for the case of 
M=3, Kn=0.25. It is seen that the normal force on 
the cylinder surface calculated at 5 breakdown 
parameters S = 0.025, 0.05, 0.1, 0.2, and 0.4 
converge at small S numbers when the Boltzmann 
region grows. At the same time, by decreasing the S 
number, the computation time increases. Therefore, 
for quick results one can use larger S numbers if 
precision of the order of 10% is satisfactory.   

Figure 6 shows the UFS results the Orbital 
Reentry Experiment (OREX) for M=10 and Kn=0.1. 
The density distribution is shown in color on the 
vertical plane with a maximum plotted value of 6 
for clarity (maximum of density is 24). The 
horizontal plane displays kinetic (red) and 
continuum cells. Figure 7 shows simulations of the 
Space Shuttle Orbiter at an angle of attack of 45 
degrees and Mach number of 5. The surface of the 
Shuttle was defined using a standard stl file [16]. 
One can see the grid refinement and color indicates 
the Mach number. 
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a) 

b) 

c) 

d) 

e) 

f) 

Figure 4. Gas flow around a cylinder at M=3 for 
different Kn numbers ( /Kn Rλ= = 5 (a, d), 0.5 
(d, e),  0.005 (c, f) ). On the top plots (a, b, c) are 
the density profiles, on the bottom plots (d, e, f) 
are the computational grid with kinetic (red) and 
continuum (white) domains. 

 

Figure 5. Distribution of normal force over the 
cylinder surface for different values of the 
continuum breakdown parameter S. 

 

Figure 6.  Simulation of OREX reentry, using 
the UFS solver at M=10 and Kn =0.1 

 

Figure 7. Simulation of a flow around a the 
Space Shuttle Orbiter. The color map shows 
distribution of Mach number in two planes. 

4. INTERNAL PROBLEMS 
Accurate simulation of micro flow problems is 
important for a number of modern practical 
applications. Kinetic treatment can be crucial for 
studies of gas flows in micro-electro-mechanical 
systems (MEMS) that can operate in a transitional 
regime (0.1<Kn<10) where the rarefied gas effects 
can be significant. The Navier-Stokes solver with a 
velocity slip boundary conditions can be inadequate 
for the transitional regime. Direct methods for 
solving the Boltzmann equation possess attractive 
features intrinsic for low speed flows. We simulate 
gas flows through an orifice for a wide range of 
pressure ratios including small values 0.9, 0.95, 
0.99 using either the Boltzmann solver or the UFS. 
We can also analyze several low speed flow 
problems such as external flows around a planar 
plate, internal flows between two plates maintained 
at non-uniform temperature, flows through a slit 
both for isothermal and non-isothermal regimes and 
different pressure ratios. We also study flows in 
short and relatively long channels. We demonstrate 
the UFS technology for gas flows in micronozzles.  

We have simulated flows through a slit and a 
channel for various values of the pressure ratio. We 
have performed verification of the Boltzmann 
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solver at first for the isothermal flow through a slit. 
Two different equilibrium functions (0 denotes the 
inlet, 1 denotes the outlet) are maintained at the free 
boundaries of two chambers. The diffuse reflection 
was assumed at the wall with the wall temperature 
equal to the initial gas temperature. We have 
performed 2D simulations for Kn=0.5 and different 
pressure ratios in the chambers P1/P0=0.99, 0.95, 
0.9, 0.5, 0.1. The gas temperatures in both chambers 
were kept the same T1=T0=1. Figure 8 shows results 
of our simulations for the density contours in the 
case of the pressure ratio P1/P0=0.95. 

 

Figure 8. Mesh and density contours for the 
isothermal flow through a slit (P1/P0=0.95) We 
performed a series of calculations for a relatively 
long channel (L/d=21) with isothermal conditions 
(the pressure ratio P /P =2.) for different Knudsen 
numbers Kn=1, 0.2, 0.02.

0 1
 In Figure 9 the stream-

wise velocity distribution (for the Lennard-Jones 
molecular model) in a channel is shown. One can 
see the increase of the velocity from the inlet 
boundary to the outlet boundary and a non uniform 
distribution of the velocity in cross-sections. The 
Knudsen number Kn=0.5. In Figure 10 the mass 
flow rate in dependence of the Knudsen number is 
shown, one can see Knudsen’s minimum in the 
vicinity of Kn~1.

a) 

b) 

Figure 9. Flow in a relatively long channel: 
a) distribution of the streamwise velocity; 
b) dynamic load balancing between 8 processors, 
each processor is shown by a different color; 

 

Figure 10. The Knudsen effect (non-monotonous 
character of mass flow rate) for a relatively long 
channel  

Figure 11 shows results of UFS simulations of a 
nozzle. The boundary conditions for the first case 
were accepted as follows: in the inlet of the nozzle 
nin=1, Tin=1.2, the Mach number M=0.2 for the 
outlet of the nozzle nout=0.05, Tout=0.2. The velocity 
is determined from the conservation of the enthalpy 
along the symmetry line. Figure 12 demonstrates 
similar results for 3D micronozzle simulation.  

 

 

Figure 11. UFS for a nozzle for two Knudsen 
numbers Kn=0.01 (top), Kn=0.001 (bottom) 
Mach number distributions (0.03<M<1.47 for 
the top plot, 0.03<M<4.42 for the bottom plot). 

6. CONCLUSION 
We have developed a Unified Flow Solver with 

adaptive mesh and algorithm refinement based on 
direct numerical solution of the Boltzmann equation 
coupled to kinetic schemes of gas dynamics. This 
strategy allows easy coupling of continuum and 
Boltzmann solvers. The work has confirmed that 
UFS methodology results in significant savings of 
computational resources by limiting expensive 
kinetic solutions only to the regions where they are 
needed. We have demonstrated that the Unified 
Flow Solver can automatically introduce or remove 
kinetic patches to maximize accuracy and efficiency 
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of simulations. Current work is focused on 
extension to multi-component reactive gas mixtures 
for simulation of practical problems of polyatomic 
gas mixtures of different degrees of rarefaction. 
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a) 

b) 

Figure 12. 3D micronozzle simulation: 
a) density; b) temperature 
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ABSTRACT 
To investigate the behavior of the concentration 

of a passive scalar in a turbulent flow with realistic 
high Schmidt numbers, one needs a very fine grid to 
capture all length-scales that are present in the 
concentration. An efficient method to increase the 
spatial resolution without a drastic raise of the 
computational costs is to apply a Local Defect 
Correction method.  To compute the turbulent 
velocity field, a Direct Numerical Simulation is 
used that consists of a pseudo-spectral method in 
two periodic directions and a Chebyshev expansion 
in the wall-normal direction. The concentration 
equation for the passive scalar is solved using a 
finite volume method. The main concern with an 
LDC method in a hyperbolic time-dependent 
problem is the interpolation of the concentration 
when the refinement area is moved. The 
interpolated solution has to be smooth and 
continuous to ensure numerical stability. Results 
show that with Local Defect Correction it is 
possible to accurately compute the development of 
the concentration of a passive scalar in turbulent 
flow.  

Keywords:  Local Defect Correction, 
Turbulence,  Passive Scalar 

NOMENCLATURE  
 

A,a [m2]  surface area 
C,c [mol m3]  concentration 
Cc [mol m3]  corrected  
   concentration 
Cb [mol m3]  best approximation 
Cfit [mol m3]  fitted concentration 
D [m2 s-1]  diffusivity 
Dc [mol m3]  defect 
Dq [mol s-1]  defect of flux 
H [m]  height  
L [m]  length   

P [Pa]  pressure 
Q,q [mol s-1]  flux of concentration 
Re [-]  Reynolds number 
Sc [-]  Schmidt number 
Ub [m s-1]  bulk velocity 
V,v [m3]  volume 
T,t [s]  time 
n [-]  unit normal vector 
u [m s-1]  velocity vector 
uτ [m s-1]  friction velocity 
x,y,z [m]  position  
∆X, ∆x [m]  discrete spatial step 
∆T, ∆t [s]  discrete time step 
α,β,γ [-]  fit parameters 
η [-]  threshold 
ν [m2 s-1]  kinematic viscosity 
ρ [kg m3]  density 
σ [-]  standard deviation 
τ [m]  position offset 
ω [s-1]  vorticity vector 
 
 
 
Subscripts and Superscripts 
i   surface index 
j,k,l   discrete position 
n   discrete time level 
 

1. INTRODUCTION  
In many applications in industry and the 

environment particles are transported in a turbulent 
flow. There are various ways to model such a 
particle-laden flow. In so-called Lagrangian 
simulation methods the time-dependent velocity 
field of the carrier fluid is calculated by means of 
direct numerical simulation (DNS) or large-eddy 
simulation (LES) and for each particle an equation 
of motion is solved to track its position in time. In 
this way it is possible to take all forces that are 
exerted by the fluid on the particle into account, but 
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in view of computational requirements the method 
is restricted to relatively small numbers of particles, 
say on the order of one million.  

Eulerian simulation methods, on the other hand, 
do not consider individual particles but particle 
concentration. In the simplest case, where the 
particles are so small that they move as passive 
particles with the fluid, the governing equation for 
particle concentration is a convection-diffusion 
equation. The convection velocity equals the local 
fluid velocity and the diffusion coefficient depends 
on the properties of particles and fluid molecules. In 
many applications involving small particles in water 
or air, the diffusivity is orders of magnitudes 
smaller than the kinematic fluid viscosity. This 
implies that structures in the particle concentration 
are much smaller than the structures in the fluid 
velocity and a very fine grid is needed to accurately 
capture all scales. If the particles are distributed 
over the total computational domain this goes 
beyond presently available computer capacities. 

However, if the particles are mostly located in a 
confined region, a very fine local grid could be 
superposed on a global coarse grid to capture all 
relevant structures. This situation resembles that of 
a stationary fine-scaled flame in a coarser stationary 
fluid flow, which has been studied by Anthonissen 
[1,2,3]. His work was based on previous work by 
Ferket [4] and uses local defect correction (LDC) 
[5]. In LDC first a global coarse grid solution is 
calculated, which is used as a boundary condition 
for a local fine grid solution in the region where the 
small structures are located. The difference between 
the fine and coarse grid solutions on the fine grid 
region is a measure for the error on the coarse grid. 
Subsequently the coarse grid solution is improved 
by a defect term in the governing equation based on 
this error. 

The present problem differs from the original 
setting in which LDC was applied, since the present 
problem is governed a time-dependent hyperbolic 
equation and is three dimensional. In a time-
dependent problem the local fine grid region should 
move with the fluid flow. Minero [6,7,8,9] already 
applied LDC to a two-dimensional convection-
diffusion equation. The main problem in extension 
to three spatial dimensions is that the number of 
grid points needed to maintain stability is too large 
in three dimensions. In this paper it will be 
investigated how the LDC method can be applied to 
a three-dimensional convection-diffusion equation, 
describing the concentration of a passive particle in 
turbulent channel flow. In section 2 the governing 
equations for fluid and particles and their 
discretization will be presented. Section 3 describes 
the basic principles of the LDC method. In section 4 
the motion of the refinement region is discussed, in 
section 5 results are presented together with some 
preliminary conclusions. 

2. GOVERNING EQUATIONS AND 
NUMERICAL METHOD 

 
In the DNS the three-dimensional Navier-

Stokes equation for incompressible flow is solved in 
the vorticity formulation. The equation reads: 

 

upu
t

u ∆=∇+×+
∂
∂ ν

ρ
ω 1

 
(1)

 
 
Here, P denotes the total pressure, P=p+½ρu2, 

u the fluid velocity, ω the fluid vorticity, ρ the fluid 
density and ν the kinematic viscosity.  

In the DNS the computational domain consists 
of a channel of a finite length equal to 4πH and 
finite width equal to 2πH, where H is half the height 
of the channel. In both directions periodic boundary 
conditions are applied. This makes a spectral 
method with a Fourier-Galerkin approach in the two 
periodic directions the natural choice. In the wall-
normal direction a Chebyshev-collocation method is 
applied.  

For integration in time a second-order accurate 
method is chosen, which is a combination of the 
explicit Adams-Bashforth method for the nonlinear 
terms and the implicit Crank-Nicolson method for 
the linear terms. In the first step the nonlinear terms 
are calculated pseudo-spectrally by fast Fourier 
transform, where the 3/2-rule is applied to prevent 
aliasing errors. In the second step the pressure is 
calculated and in the last step the viscous terms are 
treated implicitly. Since the Fourier modes are 
completely decoupled, only a one-dimensional 
system of equations needs to be solved for each 
Fourier mode. The walls of the channel act as no-
slip walls. In order to satisfy the continuity equation 
the velocity field is made divergence free within 
machine accuracy following the approach proposed 
by Kleiser and Schumann [10] applied to the 
collocation approximation [11]. 

The mean axial pressure gradient is chosen in 
such a way that the volume flow, and hence the 
Reynolds number based on the bulk velocity, 
remains constant. The simulations are started from 
an arbitrary initial solution. After a large number of 
time steps a state of statistically stationary turbulent 
flow is reached. All results shown have been 
calculated at a Reynolds number based on the bulk 
velocity, Re=UbH/ν=2800, where Ub is the bulk 

velocity. This corresponds to a Reynolds number 
based on the friction velocity uτ  of 180,  
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ud
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±=

= ντ  
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    where x, y, and z, denote the stream wise, span 
wise  and wall normal coordinate. At this Reynolds 
number results can be compared with DNS results 
by Moin et al. [12]. As an example the fluctuations 
of the three velocity components are compared in 
figure 1. It can be seen that the agreement is good. 
The same conclusion can be drawn for other 
quantities, such as the terms in the balance equation 
for the turbulent kinetic energy. 

Figure 1. Velocity fluctuations as functions of the 
wall-normal coordinate wall units. Lines: 
present results, symbols: Moin et al [12]. 

2.1 Concentration equation for a 
passive scalar 

The DNS code is extended with a convection-
diffusion equation for the concentration of a passive 
scalar. The governing equation reads, 

 

cDcu
t

c ∆=∇⋅+
∂
∂

 
(3)

 
where D is the diffusivity. The equations of 

fluid and particle concentration are non-
dimensionalized with half the channel height and 
the friction velocity. When these scaling quantities 
are applied to Eq. (3), this results in, 

 

c
Sc

cu
t

c ∆=∇⋅+
∂
∂

Re

1
 

(4)

 

With Re the Reynolds number and Sc the 
Schmidt number that is defined as the ratio of the 
kinematic viscosity ν and the diffusivity D.  

The numerical method that is used for the fluid 
velocity, is not well suited for the concentration.  

The velocity has many points located near the wall, 
but less point in the centre of the channel. The 
concentration will be released in the centre of the 
channel and therefore has no need for many points 
in the wall region.  Secondly, a spectral method is 
not suited for grid refinement techniques, because 
the solution inside the refinement area is not 
periodic.  
 
For the computation of the particle concentration a 
finite volume method is implemented on a Cartesian 
mesh. The convection-diffusion equation is 
integrated over small control volumes that are 
formed by connecting the midpoints of the grid 
cells closest to a grid point. Since the Cartesian 
mesh for the concentration is different from the grid 
of the fluid velocity. The latter has to be converted 
towards the Cartesian mesh on every time step. This 
is done using a fourth-order cubic Lagrange 
interpolation method [13].  
 

To allow the use of the finite volume method, 
Eq. (4) is rewritten, using Gauss's theorem, into 
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where V is the volume and A the surface of the 

control-volume. n is the outward unit-normal on the 
surface. In discrete form at time level n Eq. (5) is 
written as 
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with Qd j, k ,l
n

 and Qc j,k ,l
n

 the fluxes for the 
convection and diffusion terms resp. with the 
indices j, k and l denote the stream wise, wall-
normal and span wise point indices of the control 
volumes. The total flux that leaves or enters a 
control volume is computed through summation 
over i of the partial flux through each surface of that 
control volume. On a Cartesian grid, the surface 
area is, in each direction, independent of the 
position and can be taken as a constant. 

 
The fluxes are computed using a second order 

central discretisation method. The benefit of a 
central method over upwind methods is that it does 
not contain numerical diffusion, which is especially 
important at high Schmidt numbers. Higher than 
second order methods have the disadvantage that 
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the discretisation consists of more grid points. That 
makes the coupling of the fine and coarse grids 
more complex. In the remaining part of the paper 
only the stream wise direction of the flow are 
treated and the indices k and l are dropped to 
improve readability. In discrete form both flux 
terms from Eq. (6) become, 

 

=jQc ( )11112 −−++ −− jjjj cucu
A

 
(7)
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(8)

 
where ∆x is the grid size in stream wise direction. 
 

For time integration both an explicit and an 
implicit method are applied. A first order explicit 
method can be used to compute the solution on the 
fine grid. On the coarse grid an implicit Crank-
Nicolson method is needed because of LDC. An 
implicit method allows the local information to be 
applied to the whole coarse domain. With an 
explicit method that would not be possible. The 
disadvantage of an implicit method in a 3D problem 
is that the matrices become very large and are 
therefore computationally expensive to solve. Due 
to LDC, fewer points are needed on the coarse grid, 
without losing accuracy, so that an implicit method 
can still be applied. The following section will go 
into details that are behind LDC.  

 

3. GENERAL PRINCIPLE OF LDC 
The principle of LDC [5] is based on the 

assumption that a solution computed on a fine grid 
is more accurate than a solution of the same 
equation approximated on a coarser grid. The 
solution on the fine grid is used to correct the less 
accurate coarse solution. This correction is 
performed by computing a defect term from the 
difference between both approximations and 
feeding this difference, as a source term, into the 
equation for the coarse grid solution. The corrected 
coarse concentration is used to generate improved 
boundary conditions for the refinement area. This is 
an iterative process that can be repeated until 
convergence [14]. In a time dependent problem, the 
correction process has to be repeated every time 
step [8]. A point wise description of the steps 
needed to perform one LDC time step is given 
below. In the following part all upper-case symbols 
denote quantities on the coarse grid. Lower-case 
symbols refer towards to the same quantities on the 
fine grid. 

 

1) Compute the coarse grid approximation using 
the implicit Crank-Nicolson scheme, 
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where n
jQ contains both the convective and the 

diffusive flux terms from Eq. (6). 
 
2) Compute the fine grid approximation using 
Euler forward time integration. 
 

0
11

=+
∆
− −−

j

n
j

n
j

n
j

v

q

t

cc
 

(10)

 
Because of the difference in grid size, the time step 
applied to the coarse is larger than the time step of 
the fine grid. To be able to compute the best 
possible solution that is needed in step 3 and the 
defect term from step 5, both the coarse and fine 
approximations need to be at the same position in 
time. On the fine grid multiple steps have to be 
taken to reach the next coarse time level. For each 
time step on the fine grid, the boundary conditions 
need to be interpolated in time using linear 
interpolation. Note that the time interpolation also 
needs to be applied to the fluid velocity to evaluate 
the flux terms on the corresponding time level. 
 
3) Assemble the best possible coarse 
approximation for the concentration and the flux by 
combining the coarse and the fine grid 
approximations. The best possible concentration 
can be obtained by taking, 
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(11)

 
 where k denotes those points where the fine and 
coarse grid coincide. The best flux approximation 

n
jQb can be computed by inserting the new best 

solution for the concentration into Eq. (7) and Eq. 
(8). Figure 2 shows a schematic overview of a 
refinement area with the corresponding coarse grid.  
 
4) Determine the defect terms by taking the 
difference between the coarse approximation and 
the best possible solution for both the concentration 
and the flux. This results in the defect terms to 
become 
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Figure 2. Schematic overview of a refinement 
area with the corresponding coarse grid. The 
coarse grid points are denoted with an (x), the 
fine grid points using a (.). The fluxes through 
the surfaces of the control volumes are visualised 
using different sized arrows. 

 
5) Correct the global approximation by applying 
the defect, as a source term, to Eq. (9), 
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and solve the updated equation to obtain the 

corrected coarse solution n
jCc . 

 
6) Update the boundary conditions of the 
refinement area and re compute the local solution. 
 
7) Iterate from point 3 until convergence has been 
reached and move towards the next time level when 
convergence is reached. 
 
In a time-dependent problem, the total number of 
iteration steps that are needed to reach convergence 
is small. This is due to the fact that the solution at 
the previous time step already is a good initial 
condition for the iteration process. Experiments 
have shown that one or two LDC-iterations are 
sufficient to reach convergence. If many iterations 
are needed, this would severely reduce the overall 
efficiency of LDC in a time dependent problem.  
 

Another feature of LDC is that multiple levels 
of refinement can be stacked. That allows for a very 
fine local region, without increasing the total 
number of points. Furthermore, it keeps the 
difference in grid size between two subsequent 
levels of refinement small. The latter is important 
for a proper estimate of the updated boundary 
conditions and the interpolation of the concentration 
that is needed, when the refinement area is moved. 
Figure 3 shows a schematic drawing for one LDC 
time step containing 3 levels of refinement, using 
one LDC iteration. After each correction the 
underlying fine grid has to be recomputed using the 
new boundary conditions from the corrected coarse 
concentration. These last steps are straightforward 
and have been left out of figure 3, to maintain 
readability.  

 
 

 

Figure 3. A schematic representation of a part of 
an LDC time step. 

A side note towards time integration, when 
using multiple levels of refinement, is that only on 
the finest level an explicit time integration scheme 
can be applied. On every other grid, an implicit 
scheme is necessary to be able to apply the defect 
correction. 
 

4. MOVEMENT OF THE REFINEMENT 
AREA 

Due to the time-dependent behavior of the 
problem, the initial condition for the concentration 
will move along with the flow, with the refinement 
area moving accordingly. To detect the position of 
the refinement area, a weighted and averaged 
function of the magnitude of the concentration 
gradient is evaluated [1]. If the normalized weight 
function exceeds a certain threshold ηupper the 
control volume is marked for refinement. While the 
concentration moves along with the flow, new 
control volumes become marked for refinement and 
the area needs to be adjusted. A marked control 
volume can only be reset if the weight function 
drops below a second, lower threshold ηlower. The 
lower threshold was added to the detection method 
to prevent the refinement area from continuously 
changing back and forth, when the weight function 
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has a value close to ηupper. With this approach a 
moving, rectangular, area is created and due to the 
small movement per unit of time, the box will 
remain in the same position for several time steps.  

 
A critical and non-trivial point in the movement of 
the refinement area is the definition of the 
concentration on the new grid points that are added 
through resizing. The only way to obtain 
information on those points is through interpolation 
between the already known concentration on the 
coarse grid and the known fine grid values from the 
previous grid. A requirement to the interpolation 
method is that the solution must remain smooth and 
positive after interpolation to prevent numerical 
instabilities.  

 The current approach is to fit a one-
dimensional exponential function through the last 
points on the fine grid in the direction in which the 
grid is moving. The exponential fit function is given 
by, 

 

γα τβ += − )( jx
eCfit  (15)

 
where α, β and γ are the fit parameters and xj the  
coordinate and τ the coordinate offset equal to the 
last known point on the fine grid. After the fitting, 
the result is scaled to match both the coarse point at 
the refinement boundary and a point from the fine 
grid.  A 1D-example of the interpolation is shown 
in figure 4. Here the coarse grid and both the 
interpolated and the previous fine grid points are 
shown. Note that the scaling point from the fine 
grid is not the boundary point of the refinement 
area. This is due to the fact that there are several 
dummy points around the refinement area. Those 
points ensure a smooth transition between the 
refinement levels.  
 
In the two remaining directions, the fit parameters 
from the nearest coarse point are used to evaluate 
Eq. (15) and the resulting concentration curve is 
scaled to its corresponding fine grid point. In some 
cases, e.g. when the coarse grid solution is not 
monotonic, exponential fitting is not meaningful 
and a linear interpolation is applied instead. 
 
 
 

 

Figure 4. 1D example of the interpolation of fine 
grid point needed for the movement of the 
refinement area. 

5. RESULTS 
To investigate the results of the LDC-method, 

some numerical experiments were done. The tests 
were run on standard i686 dual Xeon machine with 
2Gigabytes running on Linux. In a fully developed 
turbulent velocity field, the initial concentration 
field is chosen to be a Gaussian shaped sphere, 
which is given by, 
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where σ = 5⋅10-2 is the standard deviation, and x0,y0 

and z0 are chosen in such a way that the initial 
concentration is almost equal to zero at the 
boundaries of the concentration domain.  Note that 
the initial concentration has to be applied to all 
levels of refinement. During the computations the 
Schmidt number is set to unity and the time step of 
the coarsest grid is equal to ∆t = 8.5⋅10-5H/uτ. Due 
to time limitations and computational resources, a 
Schmidt number larger than unity was not feasible. 
However, to demonstrate the principle of LDC, 
applied to a complex time dependent problem, the 
height of the Schmidt number is not important. 
When the Schmidt number is increased further, only 
a finer grid is needed to maintain a stable and 
accurate solution. In this simulation a total of four 
stacked levels of refinement are used to reach a 
final grid size of approximately 2.5⋅10-3H in wall-
normal and span wise direction and 1.25⋅10-3H in 
stream wise direction. The time step on each level 
decreases accordingly and matches the grid size. 
Figure 5 shows a contour plot of the initial 
condition for the two top levels of refinement. The 
two-dimensional cross section through the center of 
the sphere is made in the stream wise and wall 
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normal direction. The boundaries of the two grids 
are marked to be able to clearly identify the 
different levels of refinement. 
 

Figure 6 shows the same contour plots of 
concentration, but now after 450 time steps on the 
coarsest grid. At this point in time it can be seen 
that the initial sphere of concentration has mainly 
been transported by the fluid. Some early influences 
of turbulence can already be identified by looking at 
the distortion from the initial round shape. The fact 
that the solution is still both smooth and positive 
means that the movement of the refinement area is 
working correctly. From these preliminary results, it 
is possible to conclude that LDC is working for a 
complex time dependent problem and it provides an 
efficient method to compute the concentration of a 
passive scalar in a turbulent flow.   
 

 

Figure 5. Contour plot of the initial 
concentration for the two topmost levels of 
refinement.  The lower figure shows the 2D-
contour plot of the finest level. The top figure 
shows a contour plot at the same position, but on 
one on coarser levels of refinement. 

 
Further research is focusing on improving the 

overall efficiency of the method and the extension 

of LDC towards time dependent combustion 
problems.  
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Figure 6. Contour plot of the development of the 
initial sphere in a turbulent flow after 450 time 
steps. The lower figure shows the 2D-contour 
plot of the finest level. The top figure shows a 
contour plot at the same position, but on one on 
coarser levels of refinement. 
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ABSTRACT 
An implicit geometrical generation is described 

in the present work. According to it, the equations 
for iterative change of locations are regarded as 
those for grid point movement. Implicit time-differ-
encing operators are used and converged grids are 
obtained under a suitable balance of orthogonality, 
smoothing, clustering toward the solid boundaries 
and minimum spacing. The requirements are com-
bined with suitable weightings to generate con-
verged grids so that each criterion is stable if used 
alone and interfere as little as possible with other 
criteria. Orthogonality is iteratively achieved 
through a series of loops within which, grid points 
are successively moved to minimize the cell skew. 
Smoothing in every node is realized by taking the 
average of the Cartesian coordinates of the 
neighbouring points with weighting factors in-
versely proportional to the average distance in each 
direction. Clustering is imposed along each grid 
line with the specified minimum spacing.  

Keywords: CFD, grid generation, geometric 
method, orthogonality, smoothness, clustering  

1. INTRODUCTION  
The final goal for those who are involved in the 

field of marine CFD is to simulate numerically the 
free-surface flow around the ship hull by solving 
the full Reynolds Averaged Navier-Stokes equa-
tions (RANSE hereafter). Any numerical simula-
tion always requires three different steps: grid gen-
eration, discretization and solution. All of them 
pose particular difficulties that are, to some extent, 
intertwined. A grid represents an organised set of 
points chosen not randomly rather so that they can 
be indexed according to the dimensionality of the 
problem and where the solution is prospected. As 
derivatives are approximated by formula which 
involve values expressed at points, the locations of 
these points must satisfy some requirements to 

yield accurate difference quotients. Defects con-
cerning the grid spacing, orthogonality, clustering 
or smoothness that easily occur may sometimes 
have undesirable influences on the final solution. 
Moreover, an improper choice of the grid point 
locations can lead to an apparent instability or lack 
of convergence. These requirements are not always 
easily met especially when the domain of interest 
has a complicated geometry. That is why the grid 
generation stage represents an unavoidable prereq-
uisite for the numerical simulation. There are sev-
eral grid generation techniques but none of them 
can cover bodies with shapes of a wide variety in a 
black-box manner. 

 Basically the procedures for generation of cur-
vilinear coordinate systems are of three types: (a) 
algebraic methods, (b) techniques based on the 
numerical solutions of partial differential equations 
and (c) geometrical methods. Among them the 
algebraic generation is the fastest and allows an 
explicit control of the grid point distribution. Grids 
referred in the present paper are generated by fol-
lowing a geometric method in a succession of two 
stages. At first the coordinates for the inner (i.e., 
body surface) and outer boundaries are set. The grid 
numbers in the axis directions are set as well. The 
clustering is the only criterion considered at this 
stage. This is an important requirement to satisfy in 
the vicinity of the body, around edges and just be-
low the free surface. The grid ordinates are estab-
lished by making use of the unidirectional polyno-
mial interpolation [1]. The least-squares method is 
used to find the coefficients for the approximating 
polynomial. The accomplishment of the aforemen-
tioned requirements on each stage is realised easily 
since the grid lines joining the points have neither 
smoothing nor orthogonality near the body.  

The following stage corresponds to the grid 
modification when the orthogonality and smooth-
ness are realised. Coordinate systems that are or-
thogonal or at least nearly orthogonal in the vicinity 
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of the solid body make the boundary condition 
formulation more straightforward. Although a full 
orthogonality is not always necessary [2] and con-
ditions involving expressions that combine one-
sided differences along the lines emerging from the 
body with central differences along the body make 
the scheme more robust and computationally effi-
cient, the accuracy deteriorates if the departure 
from orthogonality is too large. 

An implicit geometrical generation for both C 
and O grid topologies is described in the present 
work. According to it, the equations for iterative 
change of locations are regarded as those for grid 
point movement. Implicit time-differencing opera-
tors are used and converged grids are obtained 
under a suitable balance of orthogonality, smooth-
ing, clustering toward the solid boundaries and 
minimum spacing. The requirements are combined 
with suitable weightings to generate converged 
grids so that each criterion is stable if used alone 
and interfere as little as possible with other criteria. 
Orthogonality is iteratively achieved through a 
series of loops within which, grid points are succes-
sively moved to minimize the cell skew. Smoothing 
in every node is realized by taking the average of 
the Cartesian coordinates of the neighbouring 
points with weighting factors inversely proportional 
to the average distance in each direction. Clustering 
is imposed along each grid line with the specified 
minimum spacing following the work of Kodama 
[3]. During the grid modification all the mesh 
points are moved to satisfy the abovementioned 
requirements. However, it would often be better for 
the grid points laying on the boundary to be fixed 
or remain on the frontier plane for an easier bound-
ary condition implementation, i.e., in the same 
manner as for the inner points. They are projected 
to the boundary plane after each iteration so that 
smooth grids may also be obtained near the frontier. 
During the modification procedure, the displace-
ments of grid points due to each requirement are 
computed based on the grids obtained from the 
previous iteration. The total displacements are 
obtained by summing each displacement multiplied 
by a weighting factor and the grids are finally up-
dated by using them. The weightings for each re-
quirement are determined depending on the grid 
topology and mesh spacing. Usually, the weight-
ings are chosen smaller than unity so that they limit 
the points movements within an iteration and en-
able the grid modify gradually. Smaller weighting 
factors are generally used to avoid undesirable 
overlapping. Finally, the paper will present several 
grids to emphasize the performances of the pro-
posed method.  

2. GEOMETRIC METHOD FOR 2D GRID 
GENERATION 

A rather complex but still feasible method for 
generating grids is the geometric one. As said 

above, the generation process consists in two differ-
ent steps. The first one establishes the position for 
all the points located on the frontiers whatever type 
they are, i.e., inner, outer or re-entry boundaries. 
Afterwards, the initial grid is iteratively modified to 
satisfy the quality criteria before mentioned. 

2.1. Initial Grid Generation 
Since the iteration number required for the gen-

eration and ultimately the convergence speed de-
pend on the initial grid, it is advisable that this grid 
has a reasonably topology (nodes defined in a sense 
in which a coordinate is increasing, thus avoiding 
lines overlapping). Generation the initial grid is 
accomplished in two steps: (a)-definitions of points 
on the boundaries; (b)-grid generation inside the 
domain. Although the points on the boundaries may 
be left free to move along them, usually those on 
the solid boundaries are kept fixed to assure the 
minimum spacing requirement. Those on the outer 
frontiers may be redistributed to force the clustering 
inside the areas where the flow solution has signifi-
cant gradients. At this stage, the clustering is 
achieved by employing hyperbolic functions. Once 
the location on the boundaries is established, the 
grid inside the domain is generated through the 
transfinite interpolation following the formulation 
of Gordon and Hall [4], which is based on a inter-
polation-transforming function of the coordinates of 
the Cartesian system ( )zyx ,,  into a computational 
one ( )ζηξ ,,  defined on the domain: 

 

NML ζζζηηηξξξ ≤≤≤≤≤≤ 111 ,,  (1)
 

The interpolation-transforming function  
 
   ( ) ( ) ( ) ( )[ ]ζηξζηξζηξζηξ ,,,,,,,,,, zyxF =  
 
is known on the outer boundaries only and is de-
fined in each plan by the following set of equations: 
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Interpolating the points between the boundaries, a 
set of functions ( ) ( ) ( )ζχηβξα KJI ,,  that has to 
satisfy the conditions: 

 
( ) ( ) ( ) kllKkllKkllK δζχδηβδξα === ;;  (3)

 
is defined. klδ  stands for the Kronecker symbol. 

 
klifkl ==1δ  and klifkl ≠= 0δ  (4)

 
The transfinite interpolation procedure permits 

to obtain the interpolation-transforming function in 
the following succession of steps: 
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An example of a C-type mesh generated in the 

initial stage is shown in Figure 1, which depicts a 
two-dimensional grid around a NACA 0012 hydro-
foil. As it may be seen, except for the grid points 
distribution on the body, no other quality require-
ment is fulfilled. 

 

 

Figure 1. Initial around a NACA 0012 hydrofoil 

2.2. Grid Modification 
An implicit geometrical modification in which, 

the equations for iterative change of locations are 
regarded as those for grid point movement is fur-
ther proposed. Implicit time-differencing operators 
are used and converged grids are obtained under a 
suitable balance of orthogonality, smoothing, clus-
tering toward the body and minimum spacing. The 
requirements are combined with suitable weight-
ings to generate converged grids so that each crite-
rion is stable if used alone and interfere as little as 
possible with other criteria.  

2.2.1. Orthogonality  
Let two parallel lines be intersected by a secant 

as shown in Figures 2 (a) to (c). The orthogonality 
of the intersecting lines can be achieved by moving 
either one of the points (the upper or the lower) or 
both Pi,k and Pi,k+1. There are infinite combinations 
of the displacement vectors  

ki
p

,
∆  and 

1, +
∆

ki
p  that 

are able to make the lines orthogonal. Their contri-
bution to the orthogonality is specified by making 
use of a distribution parameter s that defines the ra-
tio of the displacement vectors between the kth and 
(k+1)th grid lines. When s=1.0 only the upper point 
Pi,k+1 moves to fulfil the orthogonality condition 
whereas the lower Pi,k moves when s=0. The inter-
mediate value of s=0.5 makes both Pi,k and Pi,k+1 

move in opposite directions. The distribution pa-
rameter is specified on the boundaries and the cor-
responding values for the inner grids are found 
through the interpolation. Either s=0 or s=1.0 are 
generally used to obtain an orthogonal mesh at the 
body boundary. 
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Figure 2. Orthogonality fulfilment 

Nevertheless, when the boundary is rather 
complicate or concave the grids may become stiffer 
close to the boundary and eventually overlap. Such 
a situation may be avoided by distributing the dis-
placement, i.e., s=0.5, although the orthogonality 
might be compromised to some extent. The dis-
placement vector 

1, +
∆

ki
p  is calculated by taking a 

vector product of the normal vector n  at Pi,k and 
the vector kiki pp ,1, −+ , where n  is defined as an 

average of kn  and 1+kn  which are the vectors nor-
mal to the  ζ  line at Pi,k and Pi,k+1 respectively as 
shown in Fig. 2(d). Since 

ki
p

,
∆ is found by impos-

ing the orthogonality condition at the upper and 
lower lines, the actual displacement vector is cal-
culated as an average of the upper +∆p  and lower 

−∆p  contributions weighted inversely proportional 

to the distances  and :  +l −l
 

( )[ ]1,
11

+

+−−+

−+
−∆+∆

+
=∆ kkki

splspl
ll

p  (6) 

as depicted in Fig. 2(d).  and  in the equation 
above stand for the distribution parameters at P

ks 1+ks
i,k 

and Pi,k+1. It is possible to obtain grid lines showing 
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various orthogonality behaviours by giving differ-
ent distributions to s between the inner and outer 
boundaries as shown in Fig. 2(e). The end points 
are both assumed to be fixed and the displacement 
is simply neglected there.  

2.2.2. Smoothing  
The smoothness offers an elliptic nature to the 

grid. The simplest way to get smoothness is to aver-
age coordinates of two adjacent points as shown in 
Figure 3(a). The displacement of the inner point Pi 
corresponds to a second differencing scheme, 
which is given by: 

 

2
2

2
1111 +−+− +−

=−
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=∆ iii
i

ii
i

PPPPPPP  (7)
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Figure 3. Sketch of averaging. (a)- with two 
points; (b)- with four points  

However, the simple averaging often generates 
unreasonable grids especially near the body. This is 
due to either a high aspect ratio (determined, for 
instance, by a high Rn computation request) or to 
certain singularities, e.g., kinks. To reduce this 
drawback the smoothness is realised by averaging 
the coordinates of the four neighbouring points with 
weightings inversely proportional to the average 
distance in each of the two directions, ξ  and ζ . 
The displacement shown in Fig. 3(b) is in this case 
as follows: 

 
( ) ( )ζ

ζ
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ξ iii PwPwP ∆+∆=∆ −1  (8)
 
where: 
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Abbreviations e, w, s, and n appearing in Fig. 
3(b) stand for segment lengths on the east, west, 
south and north direction respectively, whereas E, 

W, S, and N in the equation above are the corre-
sponding vectors on those directions. The differ-
ence between the initial grid and the modified one 
in terms of the orthogonality is shown in Figure 4, 
which depicts in the upper half the initial grid while 
in the lower one, is shown the modified one gener-
ated in ten iterations. Over 50 iterations are re-
quired for a modification to achieve satisfactory 
orthogonality and smoothness. An example of the 
grid around the same hydrofoil modified to fulfil 
the orthogonality and smoothing requirements is 
shown in Figure 5. The weighting factors are set at 
0.5 and 0.4 respectively. The distribution parame-
ters s are 1.0 on the body, on the re-entry boundary 
while on the outer and downstream frontiers s=0.5. 
Since the clustering has not initially been taken into 
account (weighting factor equal to zero) the grid 
lines parallel to the body are rather far from each 
other. To cluster them close to the body, a non-zero 
weighting for clustering has to be set, e.g. wc=0.5 
and the resulted grid is plotted in Fig. 5. 

 

 

Figure 4. Comparison between the initial and 
the modified grid (imposed orthogonality) 

X

Y

Z

 

Figure 5. Grid modified to fulfil the 
orthogonality requirement 

2.2.3. Clustering 
Clustering is done along each grid line with the 

specified minimum spacing ∆min. At first, the grid 
coordinates are expressed by a spline function of a 
variable representing the distance from the body 
calculated by the sum of each segment along the 
grid line. Assuming the lower boundary as a solid 
surface as shown in Figure 6, the nodes laying on 
the η direction are forced to distribute progressively 
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starting with a minimum distance ∆min. Let s be the 
coordinate along the η=ct line and δs the difference 
between the s coordinates corresponding to the 
location of the point denoted by PC, the old position 

 and the new one  after clustering.  old
CP ,new

CP

δs

s=0 ∆min

s=smax

newPC 

oldPC 

Lower boundary

Upper boundary

 

Figure 6. Sketch of clustering in geometric 
progression 

Making an analogy between the movement of 
the grid nodes and the water particle movement, 
one may observe that for determining the displace-
ment of a node, a convective term may be intro-
duced in the equation that describes the point 
movement. Since in the previous discussions we 
analysed the point movement along a certain direc-
tion, the displacement is expressed by a first order 
upwind scheme, which is one of the simplest and 
the more stable schemes. The scheme is given by: 
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and the sketch of the displacement is shown in 
Figure 7. 

∆PC

PS

PC

PNδs>0

δs<0

 PS

PC

∆PC

PN

 

Figure 7. Node 
displacement (1st order 
upwind scheme) 

Figure 8. Node 
displacement (2nd  
order scheme) 

 If a three-point central difference operator is used, 
the following equation is obtained: 

 

( )SN
SN

S
SC PP

PP
P −

−
=∆

δ
δ  (11)

 
In this case PC moves parallel to PN-PS, as depicted 
in Figure 8. Equation (11) is neutrally stable and 
cannot be used alone. Although numerical experi-
ments have proven that either the use of first order 
schemes or of those written in three points leads to 

the same results, the upwind scheme is better to use 
since it has a better numerical stability. An example 
of how the clustering is achieved without applying 
the smoothing criterion is shown in Figure 9. 
 

 

Figure 9. C-type grid modified to fulfil the 
orthogonality and clustering requirements 

2.2.4. Minimum Spacing 
Once the orthogonality, smoothing and clus-

tering requirements were fulfilled, a final check is 
performed to verify if the minimum spacing is kept 
or not. This check is necessary to avoid the grid 
lines overlapping during the iteration. The dis-
placement of a grid point denoted by ξδ  in the ξ  
direction to keep the minimum spacing relatively to 
the neighbouring points is given by the equation:  
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If the grid spacings  and  are defined as in Fig. 
3(b), 

e w
Eγ  and Wγ  in the above equation are chosen 

as follows: 
 
 

ξδ<e  e≤ξδ  
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2
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From the above table it may be seen that if ei-
ther e or w is smaller than ξδ , the space is enlarged 
to ξδ . On the other hand, if the other spacing is not 
enough and the enlargement makes its value 
smaller than ξδ , the enlargement is modified so 
that the spacings are taken equal. An important 
feature of the described grid generation method is 
that it allows also the generation of O-type meshes. 
Although the restrictions imposed by the orthogo-
nality requirement are a little weaker for these 
meshes, compared to those of the C-type, all the 
other quality criteria are fulfilled in the same man-
ner, i.e. with the same computational expenses. 
Figures 10 and 11 depict O-type grids drawn 
around two different bodies of revolution to prove 
the ability of the method to deal with such geome-
tries.  

 

X Y

Z

 

Figure 10. O-type grid around a circular 
cylinder 

X Y

Z

 

Figure 11. O-type grid around a body of 
revolution 

3. THE 3D GRID GENERATION 
The 3D grid around a ship hull generated by 

using the present geometric method is further pre-
sented. The grid topology is of an H-O type. Figure 
12 shows the ground around a container vessel hull 
viewed isometrically the forepeak towards the after 
peak. Grids on the hull surface, on the symmetry 
plane as well as on the body are plotted. The sur-
face grid has been obtained by using the 2D geo-
metric method and projecting normally on the hull 
surface that is defined by means of bi-cubic splines. 
The plotting shows good orthogonality, clustering 
and smoothness properties. Critical areas such as 
the bow or stern are well mapped as borne out in 
the figure abovementioned. The sectional grids near 
the midship and downstream of it, viewed from the 

downstream are also depicted. Satisfactory smooth-
ness and orthogonality are shown in all the figures. 
To grasp a better understanding of how the mesh 
looks like, every fifth grid line is drawn. 

 

X Y

Z

 

X
Y

Z

 

X Y

Z

 

Figure 12. Three-dimensional grid topology 
generated around a container vessel  

Another example of a three-dimensional grid 
generated geometrically is shown in Figure 13 
where the domain surrounding a submerged body 
of revolution is covered by an O-type mesh.  

 

X

Z

Y

 

Figure 13. Three-dimensional grid topology 
generated around a submerged body of 
evolution 
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Several sets of computations have been carried 
out for a Wigley ship hull at a range of Froude 
numbers between 0.16 and 0.36. The lower Froude 
number calculations are the most problematic 
because the grid size must be very small to fulfil 
the requirement of at least 30 grid points per 
dominant wavelength for simulating properly the 
development. The solutions computed for Fn=0.16 
and 0.20 shown in Figure 14, which depicts the 
free-surface profile prove that in spite of the small 
wavelength, the free-surface overall configuration 
is appropriately simulated. Wave patterns are 
accurately reproduced not only in terms of the 
locations of the fore and aft crests, but also in terms 
of the magnitudes. 

 

X Y

Z

(a) Fn= 0.16

X Y

Z

(b) Fn= 0.20
 

Figure 14. Free-surface profiles around a Wigley 
hull 

A comparison between the free-surface 
contours computed for five different Froude 
numbers of 0.16, 0.2, 0.24, 0.28 and 0.316 
respectively, is shown in Figure 15. All the reported 
solutions are computed by solving the unsteady 
RANS equations employing the FDM method. The 
distance between two consecutive curves is 0.002. 
The contingency between the Fn number value and 
the wavelength is obvious. Higher ship speed 
determines significant decreases of the transverse 
distance between the divergent wave fronts, as ex-
pected. There is no significant wave propagating to-
wards the upstream boundary, which means that the 
free-surface boundary condition works properly. 
The other boundary conditions seem well 
formulated since there is no evidence of wave 
reflection laterally or downstream of the domain. 

For two reasons an important issue of the 
numerics is the grid resolution. The first one is 
related to the overall accuracy of the computation 
while the second is related to the efficiency of the 
simulation. Obviously, a larger number of grid 
points may help the achievement of a convergent 
solution within a reasonable margin of errors. 
Besides, a finer discretization requires a larger 
amount of CPU for arriving to the final result. 

(c) Fn= 0.24

(a) Fn= 0.16

(b) Fn= 0.20

 

(d) Fn= 0.28

(e) Fn= 0.316

 

Figure 15. Free-surface profiles around a Wigley 
ship hull 

Since the grid generation is mostly a trade-off 
process, it is important to clarify how the minimum 
grid size should be chosen. Usually references 
suggest at least 30 nodes per wavelength. For a ship 
hull model whose length is L=2 and Fn=0.316, the 
wavelength is λ=1.254 to which a minimum cell 
size of 0.0418 corresponds. Trial computations 
however, proved that the above minimum 
requirement should be two times more restrictive to 
ensure a satisfactory accuracy for an uncondi-
tionally stable solution. A comparison is proposed 
in Figure 16 for validation purposes. The wave 
resistance coefficients are computed by using two 
methods. The first one is based on the integration 
over the wetted hull surface of the pressure field  
computed as a finite difference solution of the 
RANS equations. The equatons were discretized on 
a grid generated by following the geometric method 
proposed in the present paper. The second one 
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represents the solution of the potential flow 
computed by using a boundary element method, 
where wave coefficient is determined by employing 
the Lagally theorem. The computed wave 
coefficients for the six Froude numbers ranging 
between 0.16 and 0.36 are compared with those 
experimentally measured in the towing tank and re-
ported in [8] and [9]. Experimental data are drawn 
by squares, while lines plot the computational re-
sults.  
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Figure 16. Comparisons between the measured 
and computed wave resistance coefficients 

The similarity is good, except for Fn higher 
than 0.31 at which a significant difference between 
the CW computed and measured in [9] occurs. In 
author's opinion, the reason for such a departure is 
the difference between the wave profiles around the 
fore part of the body that manifests at higher Fn. On 
the other hand, wave coefficients computed by 
using pressure integration  seem to be fairly 
underestimated comparing to those computed by 
using the Lagally theorem. The disagreement is due 
to the geometry of the hull around the edges where 
the pressure changes sharply, as anticipated. 

4. CONCLUDING REMARKS 
The paper main purpose is to develop a reliable 

method for grid generation. Since the grid quality 
greatly influences the performances of any Navier-
Stokes solver based on the finite difference method, 
the generation represents one of the most important 
and, sometimes, difficult problem to accomplish. 
The bird's-eye view of the basic problems given in 
the preceding sections and involved in solving the 
theme sets the stage for a brief outline of the pre-
sent paper. An algebraic method based on using the 
transfinite interpolation is used at first for the initial 
generation then a geometric procedure is employed 
to modify the initial grid. The findings throughout 
the present work are as follows:  

- The H-type grid is the most suitable one 
for a free-surface flow problem in spite of the diffi-
culties to map accurately the simple-conex domain 
especially around the body;  

- The proposed algebraic method based on 
using transfinite interpolation allows the reasonable 
initial nodes distribution;   

- A more flexible grid can be obtained by 
employing a geometric method whose better results 
are proved either on 2D or 3D cases.           
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ABSTRACT 
One-dimensional model of compressible fluid 

flow with forcing term is proposed as an analog for 
reacting turbulent flow. The forcing terms consist of 
randomly generated momentum and energy that can 
simulate the effect of both turbulence and heat 
release due to chemical reactions. Different 
integration techniques are applied to the numerical 
solution of the system of equations: a centered 
scheme, a centered scheme with non-linear filter, a 
Godunov-type scheme and WENO scheme. The 
solutions are computed for different discretization 
and, in particular, also for very low grid resolution. 
The comparison of the numerical simulations in 
term of spectral feature, numerical dissipation and 
spurious oscillations is performed and as a result it 
can be shown that WENO scheme allows to reach a 
very high level of resolution also with coarsest 
grids. The application of the same numerical 
schemes to some typical combustion poblems as 
deflagration and detonation confirm the same 
conclusion. 

Keywords : Reactive flows, WENO Schemes 

NOMENCLATURE  
]/[ 22 smKgAf   amplitude of forcing term 

]/[ KKgJC
sp   specific heat at constant 

pressure 
]/[ KKgJCv   specific heat at constant 

volume 
]/[ kgJE              total internal energy 

][)(ˆ JkE               energy spectrum 
]/[ KgJH            total enthalpy 

]/[ kgJH s           sensible enthalpy  

]/[0 KgJH s         formation enthalpy 

][−sN                 number of species 

]/[ KKgJR     mixture constant 
]/[ KmolJℜ   universal gas constant 

][−sY                  mass fraction of species s 

]/[ KgJe           internal energy 

]/[ 22 smKgf forcing term for momentum 
equation 

]/[ KmWk       conductibility  
][Pap                pressure 

]/[ smKgq   forcing term for energy 
equation 

][st                     time 
]/[ smu              velocity 

][mx                   spatial coordinate 

][−qf φφ        phases for forcing terms 

]/[ smKgμ      viscosity 

]/[ 3mKgρ       density 

]/[ 3 smKgsω  source term of specie 
equations 

1. INTRODUCTION 
Compressible flows are characterized by zones 

where variables gradients are very sharp and this 
circumstance is particular severe if chemical 
reactions occur, because in addition to shock and 
contact discontinuities, interfaces with different 
species concentration exist. Therefore robust 
numerical methods must be used to obtain high 
quality solutions, also if the simulation is performed 
with a low level of grid resolution, which is a major 
constrain in order to reduce computational time. 
While central finite difference schemes produce 
spurious non physical oscillation near sharp 
gradient; shock capturing schemes (i.e. Godunov 

886



method) introduce numerical dissipation to avoid 
oscillations formation. So it’s important to study 
characteristics of schemes with regard to capability 
to avoid spurious oscillations but with low 
numerical dissipation. These characteristics can be 
studied with spectral analysis. Some significant 
tests case have been developed for that purpose, 
based on the simulation of forced statistically 
stationary flows. Schemes characteristics have been 
studied both on fine and coarse grids. The schemes 
has also be applied to some combustion problem, 
like deflagrations and detonations. 

Studies reported in the paper are part of the 
thesis by Attili Antonio: Modelli fisico matematici e 
metodi di integrazione numerica a controllo delle 
oscillazioni per flussi reagenti turbolenti.  

2. MATHEMATICAL MODELS 
In the present section mathematical models 

used to perform simulations described in the paper 
are shortly presented. 

2.1. System for one dimensional, 
viscous, reactive flow 

To model reactive flows has been introduced 
the following system of equtions: 
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The mass production term ω  is specified with 

an Arrhenius relation. 
The subsystem constituted by eq. (1), (2), (3), 

without chemical reaction, has been introduced to 
test performances of some numerical schemes; 
forcing terms for momentum and energy equations 
can simulate effects of turbulence and chemical 
reactions. 

Forcing term are expressed by the following 
relations: 
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(15) 

 
Amplitude and phase )(kA k...,φ  are randomly 

generated. 

3. NUMERICAL METHODS 
The following methods has been  tested: 

• A second order Godunov method, a 
shock capturing scheme based on an 
exact Riemann solver. Second order 
accuracy is obtained by a linear 
reconstruction; TVD ( total variation 
diminishing ) property by the minmod 
flux limiter (ENO scheme) [1-2]. 

• A second order central finite 
difference methods (Rubin Burstein 
scheme) [3]. 

• The Rubin Burstein scheme, coupled 
with a nonlinear filter; central schemes 
create spurious oscillation near zones 
where gradient are sharp. The non-
linear filter has been applied to 
eliminate, or, at least, to control this 
circumstance; every time-step the non-

887



linear filter diminish local maximums 
and increase local minimums, limiting 
spurious oscillations [4]. 

• Two Weighted Essentially Non 
Oscillatory schemes with third and 
fifth order of accuracy; these  methods 
are finite difference schemes based on 
a weighted fluxes reconstruction; 
convective flux are evaluated by a 
linear combination of polynomials 
based on different stencils that contain 
the point where fluxes must be 
calculated. Weights of linear 
combination depend from the degree 
of regularity of corresponding 
polynomial  (WENO schemes) [5-6]. 

4. SCHEMES TESTING 
All the schemes are tested performing 

simulations of a periodic forced one dimensional 
problem. Spectral features and numerical 
dissipation characteristics are examined, especially 
with regard to capability to avoid spurious 
oscillations in zones where solutions are sharp. 
Simulations are carried out for different level of 
grid refinement, to analyse schemes characteristics 
also on grids with very few points. 

Performance of all schemes are analysed 
studying energy spectra. Both kinetic and internal 
energy spectra have been considered; for internal 
energy the spectrum has to be considered as the 
distribution of the modulus of Fourier coefficient of 
the field, for kinetic energy the spectrum is: 

 
*

)(*)(
2
1)(ˆ kukukE ρρ=  (16) 

 

Where )(kuρ  is the kth Fourier coefficient 

of )()( xuxρ . Following Kida and Orszag [7], 
this definition has been used because the sum of all 
term of the spectrum is equal to the integral of 
kinetic energy over the periodic domain (Parseval 
identity): 

   

∫∑
Λ

= 2

2
1 uEk ρ  (17) 

 

4.1. Reference Solution 
First of all a reference solution has been 

developed; for that purpose the Godunov scheme 
has been used, because it has strong reliability and 
hits characteristics are well understood. Fig. 1. 
contains kinetic and internal energy spectra for that 
solution; both kinetic then internal energy spectrum 
present the typical behaviour of Kolmogov 

spectrum, with an inertial range and a dissipative 
range. The slope of inertial range, in logarithmic 
scale, is -2 for kinetic energy spectrum and -1.2 for 
internal energy spectrum. Dissipative ranges are 
related to numerical dissipation introduced by the 
scheme to control spurious oscillations. A 
simulation on a very fine grid has been also 
performed; Fig.2 . shows a comparison between 
solutions on different grids; the figure underlines 
that the particular shape of the dissipative range is 
due to the dissipative characteristics of the scheme, 
because, for different grid resolutions, the 
behaviour remain the same, but is distributed on 
different wave number.  

 

Figure 1. Reference solution, obtained with 
Godunov method (N=2048): kinetics energy 
spectrum (bottom curve) and internal energy 
spectrum (upper curve). Lines with inertial 
range slope are also shown.  

 

Figure 2. Reference solution: solutions obtained 
with different grid spacing are shown (N=2048, 
N=8192).  

4.2. Solutions on Fine Grids with 
Different Numerical Schemes 

In this section are presented results obtained 
with all the schemes presented in section 3.  

Figs. 3. and 4. shows the solution obtained with 
Rubin Burstein’s scheme; it can be observed in the 
velocity field that this scheme produces spurious 
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oscillation near zones with sharp gradients. This  
fact is underlined by energy spectrum: there is an 
excess amount of energy’s contain in the inertial 
range. 

If the nonlinear filter is coupled with the Rubin 
Burstein scheme the excess amount of energy 
present in the inertial range is sensitively reduced 
(Fig. 5.). In the figure are reported solutions 
obtained with ENO schemes on grids with different 
cells number (N=2048 and N=8192), with the 
Rubin Burstein scheme and two solutions obtained 
respectively with an explicit and an implicit version 
of the nonlinear filter.  

 

Figure 3. Solution with the Rubin Burstein 
scheme (N=2048) compared with the reference 
solution: velocity field 

 

Figure 4. Solution with the Rubin Burstein 
scheme (N=2048) compared with the reference 
solution: kinetics energy spectra 

 

 

Figure 5. Solutions obtained with Rubin Burstein 
scheme coupled with nonlinear filter. Upper 
curves are internal energy spectra, bottom 
curves kinetics energy spectra. 

The last tested are WENO schemes; it has been 
observed that these schemes have the best 
performance in term of non physical oscillation 
control coupled with a very small numerical 
dissipation. Fig. 6. shows their behaviour; nearest 
curves to the reference solution are calculated with 
an high order WENO scheme. These spectra present 
no oscillation in the inertial range but have small 
numerical dissipation if are compared with 
reference solution obtained on a grid with so many 
cells. 

 

Figure 6. Solutions obtained with WENO 
schemes, compared with reference solution; 
upper curves are internal energy spectra, bottom 
curves kinetics energy spectra. 

4.3. Solutions on Grids with Very Few 
Point (N=128) with Different Numerical 
Schemes 

Schemes’ characteristics are very important if 
simulations are carried on grid with few points, 
because this is the case for flows’ simulations of 
industrial interest. In this section schemes’ 
behaviour on coarse mesh are analyzed (N=128).  
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The central difference scheme (Rubin Burstein) 
produce a solution completely different from the 
reference one (Fig.7.). 

Fig. 8. shows that the application of the non 
linear filter improve the quality of solution, but 
errors are still sensible. Fig. 9. explain this fact: the 
solution obtained with the filter is different respect 
to the reference also at low wave numbers. 

WENO schemes, especially at high order, 
produce very good solution, also on the coarse grid. 
It can be observed on Fig. 10. that solution on 
coarse grid with high order WENO scheme is very 
near to reference solution (calculated on a very fine 
grid with a high order WENO scheme). Fig. 10. 
also shows a comparison between low order WENO 
scheme and the Godunov method (ENO scheme); 
these two schemes have the same order (second) on 
very sharp zones, like shocks and contact 
discontinuities, but WENO scheme’s order is 
increased to third order in smooth zones. For this 
reason the solution with WENO scheme is better 
than Godunov method one. This circumstance is 
underlined also by Fig. 11., that contains energy 
spectra; low order WENO scheme is less dissipative 
than Godunov method. 

 

Figure 7. Solution obtained with Rubin Burstein 
scheme on a coarse grid, compared with WENO 
solution on a fine grid: pressure field. The results 
is very far from reference. 

 

Figure 8.  Pressure field obtained with Rubin 
Burstein scheme coupled with non linear filter. 

 

Figure 9.  Energy spectrum obtained with Rubin 
Burstein scheme coupled with non linear filter. 

 

 

Figure 10. Pressure field with the two WENO 
schemes and the ENO scheme on coarse grid. 
The reference solution is obtained with high 
order WENO scheme on fine grid (the best 
solution obtained) 

 

Figure 11. Kinetic energy spectra for solutions 
with ENO and WENO scheme. Reference 
solution obtained with high order WENO 
scheme on fine grid. 
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5. REACTING FLOWS 
WENO schemes, methods with best 

performances, has been applied to some classical 
problem of one dimensional combustion, like 
deflagration and detonation waves, ascertaining 
their capability to reach high quality solutions.  

A stoichiometric mixture of Hydrogen in Air 
has been considered both for deflagration and 
detonation; air has been modelled as a mixture of 
oxygen and nitrogen ( ). The 
chemical kinetic is based on the Marinov model [8] 
and [9] 

22
773.3 ON XX =

  

5.1. Simulation of Deflagration Waves 
Initial condition are uniform for pressure and 

velocity ( ) ; for 
temperature there’s a little zone in the centre of the 
domain with a value of ; in the rest of 
domain the temperature is . This condition is 
sufficient to activate the reaction of Hydrogen and 
Oxygen in Water.  

smuatmp /01 ==

k1800
k300

Fig. 12. and 13. shows temperature and 
concentration field and Fig. 15. the flame front 

velocity; product temperature is about and 
the flame front velocity ; both results are in 
good agreement with experimental data and 
analytical formulas.  

2H
k2400

sm /2

 

Figure 12. Deflagration: temperature field for 
two different instant 

 

Figure 13. Deflagration: concentration field 
for two different instant 

2H

 

 

Figure 14. Deflagration: flame front velocity 

5.2. Simulation of Detonation Waves 
Initial concentration for this simulation consist 

of stoichiometric mixture of air and hydrogen; a 
strong shock provide the necessary high 
temperature to ignite the mixture. Fig. 15. contains 
temperature field for some different instant; it can 
be observed the formation of the detonation and the 
reaching of a definitive structure. Fig. 16. and 17. 
contain enlargements of the formed detonation. It 
can be observed the structure described by theory of 
Zeldovich, Von Neumann, Doring: a shock 
followed by a reaction layer where temperature 
increase and pressure decrease. Fig. 18. shows 
Hydrogen, Oxigen, Water concentration field. 

Simulation for the detonation wave has been 
also performed with Rubin Burstein scheme, both 
with and without the filter; for these case the results 
are not shown because numerical simulations blow 
up in a finite time. 
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Figure 15. Temperature field for detonation at 
different time instant 

 

 

Figure 16. Enlargement of temperature field for 
detonation 

 

Figure 17. Enlargement of pressure field for 
detonation 

 

Figure 18. Enlargement of Hydrogen, Oxigen, 
Water concentration field for detonation 

5.3. Turbulence Flame Interaction 
A simulation of an interaction between a 

stationary deflagration and a temporal random 
disturbance, introduced from the boundary, has 
been carried out. The deflagration has been stopped 
in a divergent duct (a quasi-one dimensional model 
has been introduced to model it); the disturbance 
introduced from the contour interact with the 
stationary deflagration; Fig. 19. shows the temporal 
behaviour of the introduced disturb before and after 
the interaction with the flame; its structure is 
different in the two point, there’s transfer between 
different wave numbers as shown by Fig.20, that 
contains temporal kinetic energy spectra calculated 
before and after the flame. Also for that case, only 
with WENO scheme acceptable solutions have been 
carried out.  

 

Figure 19. Turbulence deflagration interation: 
time history of uρ  disturbance introduced 
from the boundary (red); the same variable near 
before the flame (green) and after (blue). 
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Figure 20. Temporal kinetic energy spectra near 
before the flame (green) and after (blue). 

7. CONCLUSIONS 
Some schemes have been tested in the point of 

view of simulating compressible reactive flows; 
WENO schemes have been resulted the most 
powerful technique, spectral features and numerical 
dissipation characteristics have been examined, 
especially with regard to capability to avoid 
spurious oscillations in zones where solutions are 
sharp.  

Tests developed to analyse schemes can be 
considered significant for studying their spectral 
features and capability to avoid spurious 
oscillations. 

The scheme with best performance (WENO) 
has been applied to some classical reactive flow like 
deflagration and detonation waves. Results obtained 
are in very good agreement with experimental  data 
and analytical formulas.  
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ABSTRACT 
In this work, iterative regularization algorithms 

based on parameter estimation technique are 
developed to solve two-dimensional/axisymmetric 
transient inverse heat conduction problems in 
curvilinear coordinates system. The block-
structured body-fitted grids with interface patched-
overlapped points are used to solve numerically the 
partial differential equations needed for inverse 
analysis. The computational code developed for 
numerical solution of these equations considers a 
central finite difference version of an alternating-
direction implicit technique. In inverse analysis, the 
Levenberg-Marquardt and the conjugate gradient 
methods are applied to search for the minimum of 
the functional. The temperature histories are 
delivered by noisy/non-noisy sensors located on the 
lower boundary of the domain. Two cases are 
considered to show the performance of the 
developed code: an estimation of two quadratic 
time-varying heat sources and an estimation of 
linear time-space varying boundary condition. The 
results of the present study are compared to those of 
exact heat sources and boundary condition, and 
good agreement is achieved. 

Keywords: Central Differencing, Curvilinear 
Coordinates System, Finite Difference Method, 
Multi-Block Method, Inverse Heat Conduction 

NOMENCLATURE 
,a b boundaries in x direction 
( )jC t time dependent trial coefficients of a 

polynomial for function ( )g t
,c d boundaries in y direction 

( , )jD x t time-space dependent trial coefficients 
of a polynomial for function ( , )F x t

nd direction of descent 
( , , )F x y t dimensionless time-space varying 

surface temperature 

( )g t dimensionless time-varying strength 
of heat source 

P vector of unknown parameters 

I total number of time measurements at 
each sensor location 

J sensitivity coefficients matrix 

k thermal conductivity 
L length scale 

M total number of sensors 

N total number of unknown coefficients 
of a polynomial function 

( )S P objective function 

T temperature 

1 2 3, ,T T T arbitrary temperature values 

t time 

,x y Cartesian coordinates 

α dimensional thermal diffusivity 
β search step size 

δ Dirac delta function 
1ε tolerance for convergence of the 

iterative inverse method 
ε the error due to measuring instrument 
k
iγ conjugate coefficient 
xξ , xη , ... Metrics 

ω a random number between -2.576 and 
2.576 

σ a coefficient used to calculate the 
errors in measured data 

( )S P∇ the gradient direction of ( )S P

Subscripts and Superscripts 
b representing boundary condition 
i representing each unknown function 
ref representing reference variable 
s representing the heat source 
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c representing computed value from 
direct problem

m representing measured value (sensor 
value) 

n current iteration number 
T the transpose 

1. INTRODUCTION 
Inverse problems belong to the class of 

challenging problems, because of their ill-posed 
nature. In all ill-posed problems, only a reasonable 
approximation to the solution can be found. 
Therefore, special geometrical and computational 
tools are needed to solve an Inverse Heat 
Conduction Problem (IHCP) for obtaining 
reasonable solution. 

Hadamard [1] is among the first who identified 
well and ill-posed problems. He stated that if the 
solution of a problem is not stable and any small 
perturbation in the data results in significant 
changes in the solution, this problem is ill-posed. 

One of the main characteristics of inverse 
problems is that the solutions are very sensitive to 
perturbations in input data and these problems are 
ill-posed. As a result, special mathematical tools 
may be required to obtain an inverse solution. 
Iterative regularization is one of the most efficient 
and universal approaches for solution of IHCPs [2]. 
Recently, many researchers have worked on 
solution of IHCPs to estimate heat sources and 
boundary conditions in different practically simple 
geometries. Also, most of these researchers have 
used finite element and boundary element methods 
as the numerical schemes to solve Partial 
Differential Equations (PDEs) of the inverse 
problem [3-4]. However, numerical solution of 
PDEs with Finite Difference Methods (FDMs) has 
also proven to be efficient and accurate. These 
methods require a structured grid. However, single 
structured grids are not sufficient in many realistic 
applications, i.e. composites with complex 
geometry. In addition, the single structured grid 
system may carry over high grid density to the 
region where high accuracy is not necessary and 
waste computational time. Therefore, to solve 
efficiently these PDEs in complex geometries, the 
multi block method can be employed with 
structured body-fitted grids. This method is based 
on domain decomposition techniques, with the 
computational domain being divided into a number 
of subdomains (blocks). Within each subdomain, 
the PDEs can be resolved in an independent 
manner, with the global nature of the inverse 
analysis. This procedure is accounted by the 
periodic exchange of boundary information between 
neighboring subdomains. 

Several investigations have been reported in the 
literature for the solution of steady/transient IHCPs 
in two- dimensional and axisymmetric geometries 
in Cartesian or cylindrical coordinates systems 

proposed by Silva Neto and Ozisik [5], Le Niliot 
and Lefèvre [6], Abou Khachfe and Jarny [7] and 
Su and Silva Neto [8]. However, only few works 
have studied the solution of inverse problems in 
curvilinear grids such as shape design problems 
proposed by Lan et. al [9], Cheng and Cheng [10] 
and Cai et. al [11]. 

This study is concerned with the application of 
an approach combining finite difference method 
and iterative regularization algorithms based on 
parameter estimation techniques to solve two-
dimensional/axisymmetric transient inverse heat 
conduction problems. The block-structured body-
fitted grids with interface patched-overlapped points 
are used, to solve numerically those of the PDEs 
needed for inverse analysis. A structured 
discretization of the computational domain of each 
block is done using a simple algebraic grid 
generation method [12]. The computational code 
developed for numerical solution of the PDEs 
considers a central FDM. An Alternating-Direction 
Implicit (ADI) technique [13] is used for temporal 
and spatial discretizations. The inverse analysis 
techniques employed are the Levenberg-Marquardt 
and the conjugate gradient methods [14]. The 
temperature histories needed for inverse analysis 
are delivered by noisy/non-noisy sensors located on 
the lower boundary of the domain. Two sample 
problems are considered to demonstrate the ability 
of the developed code, a simultaneous estimation of 
two linear/quadratic time-varying heat sources and 
an estimation of linear time-space varying boundary 
condition. The results of the present study are 
compared to those of exact heat sources and 
boundary condition.  

2. MATHEMATICAL FORMULATION OF 
DIRECT PROBLEM 

2.1. The Heat Conduction Equation in the Cartesian 
Coordinates System 

The unsteady two-dimensional/axisymmetric 
heat conduction equation together with heat source 
in Cartesian coordinates system and dimensionless 
form is given as follows: 

 

2 2

2 2

T T T T
G

t x y y y
κ∂ ∂ ∂ ∂= + + +

∂ ∂ ∂ ∂

a x b≤ ≤ ,
c y d≤ ≤ ,

0t >
(1) 

 
In equation (1), G is defined as follows: 
 

( ) ( ) ( )s sG g t x x y yδ δ= − − (2) 
 

and κ is defined as: 
 

0 twodimensional bodies

1 axisymmetric bodies (3) 
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The boundary conditions associated with 
equation (1) are shown in figure 1 and the initial 
condition is considered as 0T = . The following 
groups of the dimensionless parameters are 
introduced for normalizing the variables: 

 
*

2/ ref

t
t

L
,

*

ref

i
i

x
x

L
,

*

ref

TT
T

,

*

2( )
/
( )

ref ref

g t
kT L
g t

,
*

ref

F
T
F

=

(4) 

 

It is assumed that k , , refL and refT are 
constant values and are known. 

2.2. The Heat Conduction Equation in Curvilinear 
Coordinates System  

By considering the following mapping 
 

,tτ = ( ), ,x yξ ξ= ( ),x yη η= (5) 
 

and using metric derivatives, the transformed 
unsteady heat conduction equation (1) can be 
rewritten in curvilinear coordinates system as 
follows: 

 

2 2 2

2 2

T T T T TA B C D
t

T
E G (6) 

 

where 
 

2 2
x yA ξ ξ= + , 2 2

x yC η η= + , 2( )x x y yB ξ η ξ η= + ,

xx yy yD
y
κξ ξ ξ= + − , xx yy yE

y
κη η η= + − (7) 

Now, using a curvilinear grid, the heat 
conduction equation and the initial and boundary 
conditions are then discretized and solved in the 
computation domain ( , ). 

2.3. Numerical Method 

The heat equation (6) is a parabolic-elliptic 
equation with a source term and it is solved using 
the central differencing method together with the 
Alternating-Direction Implicit (ADI) method [13]. 
The ADI method requires tridiagonal matrices to be 
inverted. The solution of the heat conduction 
equation by this method is conducted in the 
following two steps, 
 

Step 1) solution in ξ direction: 
 

1/2 1/2
, ,1, ,

1/2
, 1, ,

, , 1 , 1 , ,

( ) [1 ( )]
2 2

( )
2 2 2

( )
2 2

n nn n
j l j lj l j l

nnn
j l j l j l

n n n n n
j l j l j l j l j l

t DA T t A C T

t D tA T BT ET

t tC T T G T

ξη η

+ +
−

+
+

+ −

∆− − + +∆ +

∆ ∆  − + = +  
∆ ∆+ + + +

 

(8)

Step 2) solution in η direction: 
 

1/2 1/21 1
, , 1 , ,

1/21/2 1
, , 1 ,

1/2 1/2 1/2 1/2 1/2
, 1, 1, , ,

( ) [1 ( ) ]
2 2

( )
2 2 2

( )
2 2

n nn n
j l j l j l j l

nn n
j l j l j l

n n n n n
j l j l j l j l j l

t EC T t C A T

t E t
C T BT DT

t tA T T G T

ξη ξ

+ ++ +
−

++ +
+

+ + + + +
+ −

∆− − + +∆ +

∆ ∆  − + = +  
∆ ∆+ + + +

 

(9) 
 

Using equations (8) and (9), the values of 
temperature are computed at the time 1

2( )n t+ ∆
and ( 1)n t+ ∆ , respectively. 

3. MATHEMATICAL FORMULATION OF 
INVERSE PROBLEM 

3.1. Inverse Analysis 

In inverse analysis, there are one or more 
unknowns in the mathematical model of the 
problem which must be determined by employing 
the measured values of temperature inside the field 
or on the boundaries [2, 3]. 

Time-space dependent inverse heat conduction 
problems frequently require the reconstruction of 
the unknown parameters using the discrete 
temperature history at interior locations. Numerical 
solution of these problems consists of the following 
sequential steps: 
1. Solution of direct problem as noted in section 2, 
2. Definition of error and minimizing it, 
3. Optimization procedure, 
4. Regularization procedure to stabilize the usually 

ill-conditioned discretized system. 
Error in inverse analysis is defined by the 

difference between measured and computed 
temperatures: 

 
m ce T T= − (10) 

 

Minimization of this error is the main goal of 
inverse analysis. The least squares method is one of 
the minimization schemes 

 
Tm c m cS P T T T T or        

 2

1 1
( ) ( )

M I
m c
ij ij

j i
S P T T P (11) 

 

It is noted that the measured temperatures are 
different from the exact temperatures 

 
m exactT T (12) 

 

As mentioned in the introduction, IHCPs do not 
satisfy the well-posed conditions introduced by 
Hadamard [1] and mathematically, they belong to 
the ill-posed problems. Therefore, the IHCPs are 
very sensitive to random errors in the measured 
temperature data and thus, special techniques are 
developed to predict unknown quantities. 
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Inverse analysis methods based on estimation 
of unknown quantities can be divided basically into 
two categories, parameter and function estimation 
approaches. The parameter estimation approaches 
are, in general, nonlinear and the number of the 
unknown parameters is strongly limited. For 
function estimation, if the functional form of the 
unknown function is available, the inverse problem 
is reduced to the problem of estimating the 
unknown parameters [2]. 

In inverse analysis, sensitivity coefficient is 
quite instrumental and plays an important role. In 
fact, the sensitivity coefficient is a measure of the 
sensitivity of the estimated temperature with respect 
to changes in the unknown quantities, /J T P=∂ ∂ .

It can be easily noticed that the estimation of 
the parameters is extremely difficult for small value 
of sensitivity coefficient. In such a case, basically 
the same value for temperature could be obtained 
for a wide range of values of parameters and the 
inverse problem is ill-conditioned. Thus, it is 
desirable to have linearly-independent sensitivity 
coefficients with large magnitude, so that the 
inverse problem is not very sensitive to 
measurement errors and accurate estimates of the 
parameters can be obtained. In this research, the 
sensitivity coefficient is calculated by 
differentiating the original direct problem with 
respect to the unknown coefficients [14]. 

3.2. Optimization Procedure 

The method is referred to an optimization 
problem if a certain algorithm that minimizes the 
difference between the estimated and the specified 
condition over the parameter estimation is 
employed. To optimum and minimize the least 
squares norm (11), two methods are considered, the 
Levenberg-Marquardt and the conjugate gradient 
methods [14]. 

3.2.1. The Levenberg-Marquardt Method 
In this method, it is assumed that unknown 

time-dependent functions (strength of heat source) 
or time-space dependent functions (boundary 
condition) are parameterized in the form of a 
polynomial function with N coefficients: 

 

1
( ) ( )

sN

j j
j

g t PC t ,
1

( , , ) ( , , )
bN

j j
j

F x y t P D x y t (13) 

 
Thus, the problem of the function estimation is 

converted to the problem of the parameter 
estimation. In this method, for minimization of 
equation (11), the gradient of ( )S P with respect to 
the vector of the unknown parameters must be 
equated to zero and therefore, we can write [14], 

 
1n n nP P P+ = + ∆ (14) 

Thus, for estimation of the unknown 
parameters, it is needed to calculate the sensitivity 
Matrix J that is determined by differentiating 
equation (1) with respect to the vector of the 
unknown coefficients [14]: 

 

2 2

12 2 i

J J J J G
t x y y y P

κ δ
∂ ∂ ∂ ∂ ∂= + + +
∂ ∂ ∂ ∂ ∂

a x b≤ ≤ ,
c y d≤ ≤ ,

0t >
(15) 

 
The initial and boundary conditions are as 

follows: 
 

( , , ) 0a y tJ c y d≤ ≤ , 0t >

( , , ) 0b y tJ c y d≤ ≤ , 0t >

( , , )
0

x c tJ
y

a x b≤ ≤ , 0t >

( , , ) 0x d tJ or 2i
F
P

a x b≤ ≤ , 0t >

( , , ) 0x y tJ = a x b , c y d

(16) 

 
For heat source function, 1i = and boundary 

condition, 2i = , equation (15) together with initial 
and boundary conditions (equations (16)) must be 
solved separately using the numerical procedure 
noted in section 2.3. This method is presented in 
details in references [14, 15]. 

3.2.2. The Conjugate Gradient Method 
This method is a powerful parameter estimation 

method for the solution of the linear and nonlinear 
inverse problems using conjugate gradient method. 
This method minimizes objective function, equation 
(11), by applying a suitable search step size [14] 

 
1k k k k

i i i iP P d (17) 
along a direction of descent in each step based on 
the following relation: 

 
1d ( ) dk k k k

i i i iS P γ −= ∇ + (18) 
 
In the above equation, the gradient direction is 

computed by the following expression that is 
obtained by differentiating equation (11) with 
respect to the unknown parameters: 

 
( )

( ) 2 ( )
Tc

m c
T P

S P T T P
P

 ∂    ∇ = − −  ∂ 
(19) 

 
To evaluate the search step sizes of two 

functions, the objective function is minimized with 
respect to 1

kβ and 2
kβ . Finally, these search step 

sizes are computed by the following expressions: 
 

1 22 2 12 2 11 1 12
1 22 2

11 22 12 11 22 12
,    k k

F A F A F A F A

A A A A A A
β β

− −
= =

− −
 (20) 
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where 
 

2

11 1
11 1

d
TM I c

ij k
k

j i

T
A

P= =

 ∂  =    ∂ 
∑∑  

12 1 2
1 1 1 2

d d
T Tc cM I

ij ijk k
k k

j i

T T
A

P P= =

   ∂ ∂        =            ∂ ∂   
∑∑  

2

22 2
21 1

d
TM I c

ij k
k

j i

T
A

P= =

 ∂  =    ∂ 
∑∑  

[ ]1 1
1 1 1

d
TcM I

ij k c m
ij ijk

j i

T
F T T

P= =

 ∂  = −   ∂ 
∑∑  

[ ]2 2
1 1 2

d
TcM I

ij k c m
ij ijk

j i

T
F T T

P= =

 ∂  = −   ∂ 
∑∑  

(21) 

 
The above procedure is discussed in details in 

references [14, 15]. 

3.3. Regularization Procedure 

As can be noted the inverse problems are ill-posed 
and sensitive to the measurement errors in input 
data due to location of sensors and frequency of 
oscillations, therefore, the solution and its stability 
of these problems has to be obtained in a special 
way. To stabilize inverse analysis, it is needed to 
use regularization techniques. The regularization of 
the optimization procedure is required to avoid the 
extreme sensitivity of the solution of these problems 
to the errors in the measured data. One of the most 
popular and most general regularization techniques 
is the iterative procedure that is used in this article. 
In the iterative procedure, the solver iterates within 
each of the iterations of the optimization technique 
and the problem to be solved is to determine the 
number of iterations of the minimization procedure 
to have optimum solution. In fact, the iterative 
method employs the least squares method taking 
into account that the optimum solution does not 
imply the best solution. 

Solution of the inverse problems using the 
iterative regularization involves some sequential 
items, solution of the direct problem, solution of the 
inverse problem, a stopping criterion and finally an 
iterative process. A criterion based on the 
Discrepancy Principle to stop the iterative 
procedure of solution is as follows [14]: 

 
1

1( )kS P (22) 
 

where 1ε is a user prescribed tolerance. The solution 
of inverse problems using iterative algorithm may 
become well-posed if the Discrepancy Principle 
[14] is used to stop the iterative procedure. 

4. RESULTS 
Two sample problems are considered to demonstrate 
the estimation of unknown quantities in the IHCPs 
using parameter estimation techniques of the 
inverse analysis. 

The first problem considers the estimation of 
two heat sources in a two dimensional geometry. 
The strength of the heat sources are a function of 
time. The second problem considers the case of a 
heat source and boundary condition identification in 
an axisymmetric geometry. In this case, the strength 
of the heat source is a function of time and one of 
the boundary conditions is a function of both time 
and space.  

The methods applied for these cases are the 
Levenberg-Marquardt and the conjugate gradient 
algorithms for estimation of the unknown 
parameters. The initial guesses of the parameters 
are taken equal to zero. To solve the direct problem 
and other partial differential equations required in 
inverse analysis, a structured discretization of the 
computational domain is done. The discretization 
method is a simple algebraic grid generation 
method [12] with 45×51 and 35×15 grids for two 
blocks, respectively. In figure 1, the definition of 
the inverse problem, the blocks of discretized 
domain and the boundary conditions of the problem 
are shown and figure 2 presents the grid system of 
the computational domain in these cases. 

It is customary that the simulated temperature 
measurement, requiring for testing the solution 
procedures of inverse problems, is generated by 
introducing some perturbation to the exact 
computational temperature field in each sample. In 
addition, it is presumed to have measurement errors 
with zero mean value by the following equation: 

 

max( , , ) ( , , ) 0.001m c c
m m m mT x y t T x y t T (23) 

 

However, both exact and inexact values of the 
exact computational temperature field have been 
used for estimation of the unknown parameters. The 
time domain in these cases is from 0t = to 7t =
with the temporal increment 0.1t∆ = . max

cT is 71 
for case 1 and 52 for case 2. The results of the 
estimation of the unknown parameters from the 
knowledge of the temperature at measurement 
points near the lower boundary are examined. These 

Block 1Block 2

g2

g1

Surface 2

Surface 1

T w
=10 or F(x,y,t)

Tw=5

(∂T/∂y)w=0

(∂T/∂x)w =0

Figure 1. The blocks of discretized domain and 
the boundary conditions of the problem  
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Table 1: Sensors’ locations for exact/noisy values of computed temperature 
Sensor Number Sample 

Number 
Exact/Noisy 

Values 
Estimation 

Method  
1 2 3 4 5 6 7 8 9 10 

x 0.49 0.50 - - 0.96 1.04 - -Levenberg-
Marquardt y 0.12 0.15 - - 0.36 0.38 - -

x - 0.50 0.53 0.58 - 1.04 1.07 1.15
For the Exact 

Values Conjugate 
Gradient y - 0.15 0.20 0.24 - 0.38 0.38 0.40

x 0.49 0.50 0.53 0.58 0.96 1.04 1.07 1.15

Sample 
Problem 1 

For the Noisy 
Values 

Both of Two 
Method y 0.12 0.15 0.20 0.24 0.36 0.38 0.38 0.40

x 0.49 0.50 0.53 0.58 0.96 1.04 1.07 1.15 1.18 1.26Sample 
Problem 2 

For the Exact/ 
Noisy Values

Levenberg-
Marquardt y 0.12 0.15 0.20 0.24 0.36 0.38 0.38 0.40 0.41 0.42

sensors’ locations are presented in table 1. 

4.1. Sample Problem 1 

In the first sample, we consider a two-dimensional 
transient heat conduction problem with the 
quadratic time-varying functions of two heat-source 
strengths, 1( )g t and 2( )tg :

2 2
1 11 12 13

2 2
2 21 22 23

( ) 1500 1000 2000

( ) 300 100 300

g t P P t P t t t

g t P P t P t t t

= + + = + +

= + + = + +
(24)  

These heat sources are located at 1 0.19sx = ,
1sy =0.25 and 2 0.94sx = , 2 0.94sy = . The value 

of temperature of the lower boundary is set to 5 for 
this case. The objective of this case is to estimate 
the unknown strengths of these heat sources, 
simultaneously (see figure 1).  

The estimated results of these functions are 
shown in figures 3 and 4 for the Levenberg-
Marquardt and the conjugate gradient algorithms 
and the numerical results are presented in Table 2. 

Figure 3 shows the temperature field computed 
by the direct problem of the IHCP with two 
quadratic heat sources after estimating the 

functions, at 7t . In addition, in figure 4, the 
estimated functions of the quadratic source 
strengths have been compared with those of exact 
functions for the noisy measured temperature and 
they are in accordance with each other. 
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Figure 3. Temperature field of sample problem 1 
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Figure 4. Estimated strengths of the heat sources 
in sample problem 1 
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Figure 2. The grid system of the computational 
domain 
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Table 2: Numerical results of estimated functions in sample problem 1 
Exact Measured 

Temperatures ( 0σ = )
Noisy Measured Temperatures 

( 0.001σ = ) RMS* Error Parameter 
Estimation 

Method 
Function 

1P 2P 3P 1P 2P 3P Exact Inexact
1G 1500.0 1000.0 2000.0 1740.1 706.25 2060.5 0.004 521.8 Levenberg-

Marquardt 2G 300.0 1000.0 300.0 327.1 76.44 303.9 0.011 23.98 
1G 1500.0 1000.0 2000.0 1740.1 706.24 2060.5 0.022 521.8 Conjugate 

Gradient 2G 300.0 1000.0 300.0 327.2 76.42 303.9 0.033 24.03 
*Root Mean Square 

4.2. Sample Problem 2 

The second sample problem which can be classified 
as an axisymmetric transient boundary condition 
estimation problem, considers the simultaneous 
prediction of the strength of a linear time-varying 
heat source, 1( )tg , located at 1 0.19sx , 1 0.25sy
and a linear time-space varying function of the 
upper boundary condition. We consider these 
functions with constant parameters as follows: 

 

(25) 

1 11 12

21 22 23 24

( ) 2000 4000

( , , )

3 2 2

g t P P t t

F x y t P P t P x t P x

t x t x

= + = +

= + + +

= + + +

The value of temperature of the lower boundary 
is set to zero for this case. The solution of this case 
is presented in figures 5 to 7 for the Levenberg-
Marquardt algorithm and the numerical results are 
presented in Table 3. 

Figure 5 shows the temperature field computed 
by the direct problem of the IHCP with a linear 
time-varying heat source and a linear time-space 
varying upper boundary condition after estimating 
these functions, at 7t . In addition, in Figures 6 
and 7, the estimated functions of the strength of the 
heat source and upper boundary condition have 
been compared with those of the exact functions for 
the noisy measured temperatures and show good 
agreement. 

As can be seen from tables 2 and 3, the 
estimated results have excellent approximations 
when measurement errors are not considered, 
especially for the Levenberg-Marquardt method. 
When measurement errors are considered, the 
approximations of the estimated parameters are 
different with those of exact parameters. In general, 
the further the measurements are taken from the 
more sensors, the further the estimated results 
deviate away from the exact solution. However, the 
conjugate gradient needs more sensors to estimate 
unknown parameters. Further work is needed to 
remedy the difficulties encountered in using the 
conjugate gradient method for sample problem 2, 
due to insufficient sensitivity of sensors. 

Time

So
ur

ce
Fu

nc
tio

n

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
0.0E+00

5.0E+03

1.0E+04

1.5E+04

2.0E+04

2.5E+04

3.0E+04
Exact Source Function
Levenberg-Marquardt Method

Figure 6. Estimated strength of the heat source in 
sample problem 2 
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5. DISCUSSION AND REMARKS 
Two 2D/axisymmetric sample problems are solved 
using the inverse design methodology explained in 
the preceding sections. The proposed computer 
code has been developed for solving the 
2D/axisymmetric transient IHCPs. A finite 
difference method is employed to solve the 
temperature field when the boundary condition is 
represented as known. These sample problems have 
been used to show the performance of the 
Levenberg-Marquardt and the conjugate gradient 
algorithms for simultaneous estimations of 
unknown heat sources and unknown boundary 
condition. From the results for both cases, it is 
evident that there is nearly no difference in result of 
the two individual parameter estimation methods 
when there are no measurement errors. In general, 
large errors force the estimated results to diverge 
from the exact solution. However, when 
measurement errors are considered, more sensors 
are required in order to increase the congruence of 
the estimated results to the exact solutions. 
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Table 3: Numerical results of estimated functions in sample problem 2 

Exact Measured Temperatures  
( 0σ = )

Noisy Measured 
Temperatures ( 0.001σ = ) RMS* Error Parameter 

Estimation 
Method 

Function 
1P 2P 3P 4P 1P 2P 3P 4P Exact Inexact 

1G 2000.0 4000.0 -- -- 2.002 3.999 -- -- 0.000 0.046 Levenberg-
Marquardt B.C.+ 3.000 2.00 1.00 2.00 3.008 1.995 0.984 2.010 0.000 2.787 

*Root Mean Square 
+Boundary Condition 
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ABSTRACT 

The direct numerical simulation or large-eddy 

simulation of incompressible turbulent flows 

requires to perform a large number of time steps on 

very fine 3D meshes, which can easily contain 20 

million points or more. Besides supercomputing 

facilities, such simulations rely on performant 

numerical schemes. Up to now, most of the 

simulation codes in this field use an explicit  

treatment for the convective terms, which leads to a 

family of schemes, which are fast and memory 

efficient, but due to stringent timestep restrictions 

require a large number of timesteps to obtain useful 

results. Segregated implicit schemes (e.g. SIMPLE, 

PISO, …) allow to use larger time steps; however, 

this gain is offset by a considerably larger 

computational cost per time step, due to the need of 

inner iterations. In this contribution we present an 

alternative fully coupled approach, which allows to 

perform time-accurate Navier-Stokes  computations 

without timestep restriction and requiring only a 

single linear solve per time step. This new approach 

is illustrated for a standard finite element 

formulation, stabilized with PSPG/SUPG methods, 

using unstructured meshes of linear triangular 

elements. The performance and accuracy analysis of 

the method has been validated on the Taylor-Green 

testcase, for which an analytical solution exists. 

Keywords: Navier-Stokes, unsteady flow, finite 

element method, CFD, implicit  

NOMENCLATURE 

x [m/s] position vector 

x,y [m/s] position vector components 

h [m] grid spacing 

t [s] time 

∆t [s] timestep 

u [m/s] velocity vector 

u,v [m/s] components of the velocity vector 

U,V [m/s] comps. of constant velocity vector 

a [m/s] stabilized velocity vector 

p [Pa] static pressure 

ϕ  scalar quantity 

ρ [kg/m
3] density 

ν [m2/s] kinematic viscosity 

νϕ  scalar diffusion coefficient 

D [m] vortex diameter 

R  residual 

φ  unknown vector 

δ [-] kronecker function 

Ω [m2] area 

∂Ω [m] boundary of area 

n [m] normal vector on boundary of area 

N [-] basis function 

ω [-] test function 

τ [s] time scale 

ψ  undefined property 

c0,c1,… [-] extrapolation factors 

O [-] order of accuracy 

 

Acronyms 

CFD  computational fluid dynamics 

PS  pressure stabilized 

SU  streamline upwind 

PG  Petrov-Galerkin 

FE  finite element 

GFEM  Galerkin finite element method 

SIMPLE semi-implicit method for pressure-linked  

 equations 

PISO  pressure-implicit with splitting operators 

 

Subscripts and Superscripts 

m,c,ϕ  momentum, continuity, scalar 
n,n-1, …  time stamp 

PS,SU,BULK parameter of PSPG/SUPG/BULK  

 stabilization 

e  per element 

a  advection 

s  swirl 
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1. INTRODUCTION 

For simplicity, we restrict ourselves to two-

dimensional situations. The unsteady 

incompressible Navier-Stokes equations can then be 

expressed in terms of the velocity components 

u=[u,v]
T, pressure p and a scalar ϕ.  The scalar 

quantity ϕ with appropriate source terms can for 

instance represent the turbulent kinetic energy. The 

momentum equation is written in skew symmetric 

form due to its better stability and accuracy 

properties [5] and transport equations for scalar 

quantities are cast under conservative form.  

The most straightforward way of reaching 

second order accuracy in time, is to use the Crank-

Nicholson method. The resulting system of 

equations can then be written in semi-dicrete form: 
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(3) 

 

To solve the equations above both in time and 

space the finite element method was employed at 

each time step. 

 

,0)],([ =xtR φ  (4) 

 

where R is the left hand side of the governing Eqs. 

(1-3) and φ= [u,p,ϕ]
T is the vector consisting the set 

of dependent variables: 
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The discrete solution is represented by means 

of piecewise linear (P1) elements. These are defined 

on 2D triangular meshes: 

  

.)()(),( ∑=

j

jj xNtxt φφ  
(6) 

 

Herein, Nj is the P1 basis function (Fig. 1), which is 

equal to 1 in node j and decreases to zero on the 

neighbouring nodes in a linear manner: 

.)( ijij xN δ=  (7) 

 

 

Figure 1. Shape of the basis function  

In order to obtain a discrete solution, the  

equations are multiplied by a set of test functions 

(ωi) and integrated over the whole computational 

domain. The result is set equal to zero in order to 

minimize the residual. This is called the weighted 

residual  finite element (FE) formulation: 

 

.0),()( =Ω∫
Ω

dxtRxiω  
(8) 

 

The most common approach is to set the test 

functions equal to the basis functions, in this case 

the so-called Galerkin FE formulation (GFEM) is 

being applied. 

 

)()( xNx ii =ω  (9) 

 

For linear elements, the GFEM method is known to 

be of second order accurate in space. In steady one-

dimensional cases, the GFE method can easily be 

seen to be equivalent to the central finite 

differencing scheme. It suffers from the same 

oscillations as central finite difference methods, 

unless appropriate stabilization terms are added. 

Pressure wiggles are eliminated by using the well-

known Pressure Stabilized Petrov-Galerkin method 

(PSPG). The idea is to add an extra  term based 

upon the divergence of the momentum equation to 

the mass conservation law. The pressure Laplacian 

in this term keeps the pressure field smooth. This 

approach is known to retain second order accuracy 

[1]: 

 

.0=Ω⋅∇+Ω⋅∇ ∫∫
ΩΩ 44 344 21

termionstabilizatPSPG

miPSi dRNduN τ
 

(10) 

 

For convection dominated flows, moreover, the 

momentum residual needs to be formulated in an 

upwind manner. This is done by adding the 

Streamline Upwind Petrov Galerkin stabilization 

(SUPG) to the Galerkin discretization of the 

momentum equation. It can be interpreted as a 

modification of the test functions that increases the 
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influence of the upstream values to mimic the 

relative weight of the upstream nodes in the discrete 

residual. Analogous to the PSPG method, this term 

is also designed in such a manner that second order 

accuracy is kept [2]. The same approach is 

implemented for the scalar transport equation: 
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At high Reynolds numbers, the PSPG term 

induces oscillations in the velocity field which 

should be damped out by adding an artificial bulk 

viscosity term to the momentum equation. In the 

present work the approach presented in [4] was 

applied, which boils down to adding the following 

term to the momentum equation: 

 

44444 344444 21
termityvisBULK

ciBULKmi dRNdRN

cos

Ω∇+Ω ∫∫
ΩΩ

τ  

(12) 

2. NUMERICAL METHOD 

In this section we present the derivation of the 

numerical method:  

• The main idea is to transform the Navier-

Stokes equation into a series of Oseen problems, by 

replacing and extrapolating in time the convective 

velocity in the advective term, thereby transforming 

each timestep into a single linear problem.  

• Moreover, to ensure a divergence free 

velocity field that advects other scalars, a consistent 

stabilized velocity field must be used. 

2.1. Applying the extrapolated velocities  

To linearize the governing equations, it is 

necessary to extrapolate the velocity fields in time. 

This can be done by an appropriate extrapolation, in 

the current implementation up to 4th order 

extrapolation is accessible, assuming constant time 

steps: 
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The coefficients can be obtained by Taylor series 

expansion and their values are given in Table 1. 

Table 1. Extrapolation factors 

 C0 C1 C2 C3 

O(h) 1 0 0 0 

O(h2) 1.5 -0.5 0 0 

O(h3) 1.875 -1.25 0.375 0 

O(h4) 2.1875 -2.1875  1.3125 -0.3125 

2.2. Resulting system of discrete 
equations 

After the process of linearization, the equations 

that are needed to be solved and discretized at each 

time step become: 
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The viscous terms in Eqs. (14) and (16) can only be 

expressed using linear elements through integration 

by parts: 
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This representation is called the weak formulation 

of second derivatives. The first term of the right 

hand side in Eq. (17) can be expressed as a 

boundary integral (using Gauss’ theorem) and is 

zero, because Ni vanishes on the boundary of its 

compact support surface. 
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2.3. Correction of the advection velocity 
field for the additional scalar transport 
equation 

The continuity equation has been reconsidered 

with the added PSPG stabilization term: 

 

.0=Ω⋅∇+Ω⋅∇ ∫∫
ΩΩ

dRNduN miPSi τ  
(18) 

 

Upon integration by parts, this can be written as: 
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Similar to the discretisation of the viscous terms 

(Eq. (17)) the first term on the left hand side in Eq. 

(19) vanishes.  
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The remaining expression directly leads to the 

definition of the pressure stabilized velocity (a): 
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where a is the stabilized velocity vector: 
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In the sacalar transport equation the extrapolated 

(presented in 2.1.) stabilized velocity can then be 

applied: 
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2.4. Properties of the method 

The method outlined in Eq. (14),(15) and (23) 

has the following properties: 

• Since all approximations made involve 

errors of second order or higher, the method 

remains second order accurate. 

• Since the Crank-Nicholson time integration 

is used, the method has absolute stability from a 

linear stability point of view. In other words a von 

Neumann stability analysis indicates that there is no 

time step restriction. 

• The method may still be sensitive to 

nonlinear instabilities and, obviously, the 

extrapolations made (Eq. (13)) are valid only for 

sufficiently small time steps. However, this was 

already the case for the original Crank-Nicholson 

scheme (Eq. (1-3)).  

• Because Eqs. (14),(15) and (23) are linear 

in the unknowns φ
n+1

=[u
n+1

,p
n+1

,ϕ
n+1

]
T, only a 

single linear system needs to be solved per time 

step. This is to be compared with several inner 

iterations (Newton, SIMPLE, PISO, … or other 

steps) per time step for the pure Crank-Nicholson 

scheme. It is therefore expected that the present 

linearized scheme will be much faster than the 

original nonlinear Crank-Nicholson method. 

• Skew-symmetric convective terms: for a 

pure GFEM discretization, the skew symmetric 

form in conjunction with an exact Crank-Nicholson 

time-integration can be shown to preserve the 

discrete kinetic energy. It is not only more accurate 

but also guarantees the numerical stability of the 

implementation [5]. Although we are using a 

stabilized FEM, we nevertheless retained the skew-

symmetric form because of these desirable 

properties. 

3. COMPUTATIONAL ALGORITHM 

The process of calculating the solution at time 

step n+1 requires that the following  five steps be 

performed: 

• Step 1: calculate the pressure stabilized 

velocity at time step n  in each element of the mesh: 
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• Step 2: extrapolate the velocities (and other 

properties in the case of more complete fluid 

models) to time step n+
1
/2 by using the factors 

listed in Table 1 corresponding to the desired order 

of accuracy: 
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(where for the sake of simplicity, we assume again 

constant time steps). 

• Step 3: According to the finite element 

method, this step contains the discetization and the 
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assembly of the linear system on the computational 

grid: 

 

.bA ∆=∆φ  (26) 

 

• Step 4: solve the above linear system. In 

the present work it is done by the linear solver 

package SAMG [3]. 

• Step 5: the final step in the process is to 

update the solution to prepare for the next cycle. 

4. VALIDATION ON THE TAYLOR-
GREEN TESTCASE 

This test consists of an infinite number of 

periodic vortices which are decaying in time and for 

which a non-trivial analytical solution of the 

complete two-dimensional, laminar, viscous, 

incompressible unsteady Navier-Stokes equations 

exists. In the present work an extension of  [6] was 

derived. A scalar transport equation can be obtained 

by using the vorticity as the scalar : 
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The analytical solution used can be written in 

the following form:  
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The geometry of the testcase is the simplest 

possible, it is only a square 1m x 1m domain with 

periodic boundary conditions both in x and y 

directions. A structured grid consisting of 50x50 

square cells which were sub-divided into triangles, 

was used. The following parameters have been used 

for the numerical tests: 

• Ua, Va are the advection velocities in the x 

and y direction. The solution converges in time 

towards a uniform flow with these prescribed 

velocity components, which were set to  0.3m/s and 

0.2m/s for the present simulations. 

• Vs is the max swirl velocity of the vortices 

at flow time t=0s: a value of 1m/s has been used. 

• D is the diameter of the vortices. The 

smallest possible periodic domain was chosen 

(D=0.5m). 

• ν is the kinematic viscosity which was set 

to 0.001m2/s 
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Figure 1. primitive variable contours at t=0s 

(left) and t=8s (right): pressure(a), x (b) and y (c) 

velocity component and ϕϕϕϕ (d) 

Comparison has been made between  the 

analytical solution  and the computational results at 

the midpoint of the computational domain both with 

and without the skew-symmetric part of the 

convective term added to the momentum equations. 

Figure 2 shows that both solutions are close to the 
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exact solution (on the same graph nearly 

indistinguishable) but in case of the skew 

symmetric formulation the deviations of the 

components of velocities were significantly 

reduced. 
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Figure 2. Velocity components (a) and their 

deviations in case of skew-symmetric (b) and 

non-skew-symmetric formulation (c) versus time 

Another quantity used for comparison is the 

spatially averaged kinetic energy evolution in time, 

in order to obtain this quantity which characterizes 

the behaviour over the whole computational 

domain: 
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As Figure 3 indicates both formulations were 

resulting as good approximations of the exact 

solution (Figure (3/a)). But comparing their 

deviation against it was observed that the skew 

symmetric formulation reduces this error by around 

20-25%. 
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Figure 3. Spatially averaged kinetic energy (a) 

and its deviation in case of skew-symmetric and 

non-skew-symmetric formulation (b) versus time 

This testcase was also used to verify the 

method’s accuracy. Structured grids converted into 

triangular meshes with different refinement levels 

(32x32, 64x64, 96x96, 128x128  and 160x160 grid 

points on each side) were used. Structured grids  

Therefore the grid spacing h was h=1/32, 1/64, 

1/96, 1/128 and 1/160 respectively. The influence of 

the extrapolation order on the order of accuracy was 

also investigated. Except 32x32 grid results and 

cases where the order of extrapolation was one the 

infinite error norm (||∆φ||∞) of the solution was 

varying quadratically (||∆φ||∞=ε ⋅h2
, where ε is a 

constant) against the grid resolution (Figure 4), 

meaning that second order accuracy has been 

obtained when at least second order extrapolation 

has been applied. The 32x32 grid was not fine 

enough to mimic the process correctly, therefore the 

solution broke down and the error increased. 
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Figure 4. infinite error norms in the center of the 

domain at time t=0.5s versus the size of the grid 

for the dependent variables pressure (a), u (b) 

and v (c) component of velocity and advected 

scalar (d)  

5. SUMMARY 

As an alternative to unsteady solvers based 

upon an explicit or a fully implicit nonlinear 

treatment of the convective terms, we have 

proposed a fully implicit scheme in which the 

convective terms are linearized in time. The 

resulting method is of second order accuracy in 

space and time and has absolute linear stability and 

requires only a single linear solve per time step. To 

obtain accurate statistics, we found it important to 

restrict time steps to a value, which is highly 

dependent on the type of the investigated flow. We 

hope that our contribution will be helpful to 

researchers studying turbulent flows using DNS, 

LES, DES and unsteady RANS simulations. 
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ABSTRACT 
The  work  deals  with  numerical  solution  of 

unsteady flows in a 2D channel where one part of 
the channel wall is changing as a given function of 
time. 

The flow is described by the system of Navier-
Stokes equations for compressible (laminar) flows. 
The flow has low velocities (low Mach numbers) 
and is numerically solved by finite volume method. 
Moved grid of  quadrilateral  cells  is  considered in 
the form of conservation laws using ALE (Arbitrary 
Lagrangian-Eulerian) method.

Keywords : FVM, ALE method, flow in channel, 
compressible,  laminar,  viscous  flow,  low Mach 
number,  MacCormack  finite  volume  scheme, 
Jameson artificial dissipation. 

NOMENCLATURE 
A [-] amplitude of oscillation
C constant
D computational domain
F, G [-] vectors of inviscid fluxes
̃Fk, ̃Gk [-] numerical inviscid fluxes on edge 
H∞ [m] inflow width of domain
L [-] length of domain
M∞ [-] inflow Mach number
Pr [-] Prandtl number
Re [-] Reynolds number
R, S [-] vectors of viscous fluxes
̃Rk, ̃  S  k [-] numerical viscous fluxes on edge
T [K] temperature
W [-] vector of conservative variables
c [m/s] inflow velocity of sound 
e [-] total energy per unite volume
f, fnon [Hz],[-] frequency
k [-] coefficient of thermal diffusivity
n [-] normal vector
p [Pa] static pressure

sk [-] vector of velocity of edge motion  
in cell Di,j

t [s] time
u [m/s] 1st component of velocity vector
v [m/s] 2nd component of velocity vector
w [-] channel width
x, y [-] coordinates
α∞ [-] angle of flow (at inlet)
γ [-] vector of pressure gradients 
η [Pa.s] dynamic viscosity
κ [-] adiabatic exponent
μi,j [-] volume of cell Di,j

ρ [kg/m3] density
Subscripts and Superscripts
bnd boundary of domain
i, j position data in x-direction, y-direction
k edge position in each cell
max, min maximum, minimum of magnitude
n time layer
n, t, x, y differentiation with respect to n, x, y, t 
0 stagnation variables
1, 2 components  of  vector  or  notation  of 

domain
2 outflow variables
∞ inflow variables 
T transposition

1. INTRODUCTION
This work presents unsteady numerical solution 

of  the  system  of  Navier-Stokes  equations  for 
compressible laminar flow. Unsteady flow is caused 
by a moving part of the channel wall as a function 
of time. Physically the flow can present some very 
simple model of flow in a human vocal tract (see 
Fig. 2).

Authors investigated flows in two types of the 
channel,  in  an  unsymmetrical  channel  and  in  a 
symmetrical channel. The changing part of the wall 
is between points A, B (see Figs. 1, 2). 
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Numerical  solution  was  achieved  by  finite 
volume version of MacCormack scheme on a grid 
of quadrilateral cells.

2. MATHEMATICAL MODEL
The 2D system of Navier-Stokes equations (1) 

was  used  as  mathematical  model  to  describe  an 
unsteady,  viscous compressible  laminar  flow in a 
channel: 

W tF xG y=
1
R e

R xS y (1)

W=[ ,u , v , e]T , (2)

F=[u ,u 2 p ,uv ,e pu ]T , (3)

G=[v ,uv ,v2 p , e p v ]T , (4)

R=[ 0
2
3
2u x−v y 
u yv x 

2
3
2u x−v y uu yv x  vkT x

] , (5)

S=[ 0
u yv x 

2
3
−u x2v y 

u yv xu 2
3
−u x2v y vkT y

] , (6)

k= 
Pr −1

, =1.4,

Re=∞u∞H∞

∞
,=T =TT ∞


3
4

. (7)

For  ideal  gas,  static  pressure  is  expressed  by  the 
relation:

 p=−1 [e− 1
2
u2v2] . (8)

The systems of Navier - Stokes equations (1) is 
non-linear parabolic systems writen in conservative 
form.  If  right  hand  side  of  Eq.  (1)  is  zero,  2D 
system of Euler equations is considered.

2.1. Mathematical formulation
For numerical solution the domain of solution 

D and boundary conditions have to be defined. Two 
channels were tested. The first is an unsymmetrical 
channel and the  second is  a  symmetrical  channel 
which simply corresponds to geometry of a human 
vocal tract. Boundary conditions were considered in 
the following form:

a) Upstream conditions: 3 values of W are given, 
pressure is extrapolated.

b)  Downstream  conditions:  pressure  is  given, 
other values are extrapolated or Wn=0. 

c)  On  the  solid  wall  u , v bnd=0  non-slip 
condition  is  considered  for  viscous  flows  or 

u , v bnd⋅n=0 is  considered  for  inviscid  flows. 
Temperature condition for viscous flow is Tn=0.

Figure 1 shows domain of  solution  D1 of  the 
unsymmetrical  channel.  The  upper  and  lower 
boundary represents solid wall. The lower wall of 
the channel has a time changing part between A, B 
points and this part was changed by the following 
way as a function of time:

w1(t)=H-A1·[2+sin(t)]·{sin[π(-2.5+2x)]+1} ,
x∈〈1 ;2 〉 .

The  boundary  conditions  were  considered  in  the 
following form: At the inlet stagnation state density 
ρ0 and pressure  p0 of  the fluid and angle of  flow 
α∞=0o are  given  and  at  the  outlet  pressure  p2 is 
given.

Figure 2 shows domain of  solution  D2 of  the 
symmetrical channel. The computational domain is 
only the lower half of the channel. Lower boundary 
represents time-changing solid wall  between A, B 
points according to formula: 

w2(t)=H-A2·sin(t·2πfnon)·{0.5·sin[x-(L1+(L2-
L1)·0.5)·(π·1/(L2-L1))]+0.5}+H ,

x∈〈 L1 ; L2〉 .
The  upper  boundary  represents  the  axis  of 
symmetry. Boundary conditions were considered in 
following form: at the inlet part M∞,  ρ∞,  α∞=0o are 
given. At the outlet Wn=0. Domain in Fig. 2 with its 
boundary conditions represents a very simple case 
of flow in a human vocal tract.

Figure 1. Domain of solution D1 (Unsymmetrical 
channel)

Figure 2. Domain of solution D2 (Symmetrical 
channel)

3. NUMERICAL SOLUTION
Numerical solution of 2D problems uses finite 

volume “cell centered” method (FVM) on a grid of 
quadrilateral cells.
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The computational  domain  D is  divided  into 
subdomains  Di,j where  D≡Ui , j Di , j and  Di,j are 
mutually  disjoint.  The  Eq.  (1)  is  integrated  over 
subdomain Di,j and using Green formula we get the 
integral form:

∬Di , j

W t dxdy=∮∂ Di , j

F dy−Gdx 

− 1
R e∮∂ Di , j

Rdy−S dx 
. (9)

Further double integral on the left side is repaired 
using Mean value theorem as follow:

∬Di , j

W t dxdy=W t i , j⋅i , j . (10)

For quadrilateral cells a basic formula has the form:

W ti , j=− 1
 i , j
∑
k=1

4

[ F k− R k  y k

− G k− S k  x k ]
(11)

3.1. Numerical scheme
For  computation  of  compressible  system  of 

Navier–Stokes  equations  explicit  MacCormack 
(MC) scheme in the form of finite volume method 
(predictor – corrector) has been used in the form:

W i , j
n1/2=W i , j

n − t

i , j

∑
k=1

4

[ F k
n−s1kW k

n− R k
n  yk

− G k
n−s2kW k

n− S k
n  x k ]

W i , j
n1=1

2
W i , j

n W i , j
n1/2 −t

2
1

i , j
∑
k=1

4

[ F k
n1/2

−s1kW k
n1 /2− R k

n1/2  y k

− G k
n1/2−s2kW k

n1 /2−S k
n1 /2 x k ]

(12)

Next part of MC scheme is artificial dissipation 
AD(Wi,j)n that  stabilize  the  numerical  solution.  In 
this case Jameson type of artificial dissipation has 
been used and last step of scheme has the form:

W i , j
n1=W i , j

n1AD W i , j
n , (13)

AD W i , j
n=C11W i1, j

n −2W i , j
n W i−1, j

n 
C 22 W i , j1

n −2W i , j
n W i , j−1

n 
C1,C 2∈R

(14)

1=
∣pi1, j

n −2pi , j
n  pi−1, j

n ∣
∣pi1, j

n ∣2∣p i , j
n ∣∣pi−1, j

n ∣

2=
∣pi , j1

n −2pi , j
n  pi , j−1

n ∣
∣pi , j1

n ∣2∣p i , j
n ∣∣pi , j−1

n ∣

. (15)

The Equations (12), (13) represent MC scheme for 
viscous  flow  in  a  domain  with  moving  grid  of 
quadrilateral  cells  (see Figure  3).  Moving grid  in 
unsteady  solution  is  described  using  Arbitrary 
Lagrangian-Eulerian (ALE) method which defines 
projection of reference domain D0 to domain in time 
Dt [1].  It  defines  another  fluxes  sk·Wk in  MC 
scheme. Approximation of conservative variable Wk 

on edge (∂Di,j)k and diffusive components  Rk,  Sk is 
central, the second derivatives (of dissipative terms) 
on edge are approximated using dual volumes [2] as 
is  shown  in  Figure  4.  Inviscid  fluxes  are 
approximated e. g.:

F 1
n=F i , j

n , F 1
n1/2=F i1, j

n1 /2 , F 3
n=F i−1, j

n ,
F 3

n1/2=F i , j
n1 /2

G 2
n=G i , j

n , G 2
n1/2=G i , j1

n1 /2 , G 4
n=G i , j−1

n ,
G 4

n1/2=G i , j
n1/2

(16)

The time step is bounded by following stability 
condition:

 t≤ CFL

∣umax∣c

 xmin

∣vmax∣c

 ymin

 2
Re  1

 xmin
2

 1

 ymin
2  (17)

where Courant-Fridrichs-Levy (CFL) condition is in 
computation  CFL≈0.5.  For  viscous flow the  grid 
near wall-boundary have succesive refinement in y-

direction   ymin≈
1

R e
≈8⋅10− 4 , ymax≈0.01 due  to 

existing boundary layer. Example of grid detail is 
shown in Fig. 1.

t=π/2

t=3π/2

Figure 3. Detail of moving grid in time t=π/2, 
t=3π/2
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Figure 4. Finite volumes Dij, dual volumes Vk'.

Convergence of  solution is  observed using L2 

norm of residual of  momentum (ρu).

4. NUMERICAL RESULTS

4.1. Numerical results in the domain D1 
In  this  section  numerical  solutions  of  the 

system of Euler eqs. and of the system of Navier-
Stokes (laminar) eqs. in the domain D1 (see Fig. 1) 
are shown. Numerical solution of inviscid flow and 
viscous  flow  is  realised  by  MC  scheme  with 
Jameson artificial viscosity. 
Figure  5  shows  comparison  of  steady  solutions 
between  inviscid  flow  and  viscous  flow  in  the 
channel.  The  flow  is  mapped  by  Mach  number 
isolines and also by velocity vectors.

a) Inviscid flow,  p2=0.9p∞ (M∞=0.254),  Mmax=0.664 
(light colour),  Mmin=0.279, mesh 200x50 cells (L=3, 
H=0.5).

b)  Viscous  laminar  flow,  p2=0.9p∞ (M∞=0.120), 
Mmax=0.345 (light colour),  Re≈5·105,  mesh 600x50 
cells (L=12, H=0.5).

Figure 5. Inviscid flow and viscous laminar flow 
in a channel (steady solution).

Steady  inviscid  flows  are  not  able  to  consider 
separation but steady solution of viscous flows has 
a  significant  flow separation  past  bump (see  Fig. 
5b). It means that only viscous model can be used to 
describe  main features of  this  part  of  unsteady 
flows.

Figure  6  shows  development  of  unsteady 
viscous compressible laminar flows in the channel 
(see Fig.  1)  in several  time layers starting by the 
second  period.  Parametres  considered  for 
computation:  p2=0.9p∞ and  Re≈5·105.  The  domain 
D1 contains 600x50 cells (L=12, H=0.5). The steady 
solution  of  this  case  which  was  used  as  initial 
condition for  unsteady solution (t=0) is  shown in 
Fig. 5b.

a) t=2π, Mmax=0.455

b) t=2π+π/2, Mmax=0.338

c) t=3π, Mmax=0.374

d) t=2π+3π/2, Mmax=0.568

e) t=4π, Mmax=0.464

Legend of Mach numbers:

Figure 6. Unsteady viscous laminar flow in the 
domain D1, p2=0.9p∞ (M∞≈0.120), Re≈5∙105.
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4.2. Numerical results in the domain D2 
In this section unsteady numerical results of the 

system of laminar Navier – Stokes equations (1) in 
the domain D2 (see Fig. 2)  are considered.

Parameters considered for computation of flow 
in a channel:  Inlet  Mach number  M∞=0.02 (6.68 
m/s), frequency of solid wall between points A, B 
(see  Fig.  2)  is  f=20Hz and   Reynolds  number  is 
Re≈9·103.  These  values  approximately  correspond 
to a real flow in a human vocal tract. 

The  domain  D2 contains  400x50  cells  (L=8, 
H=0.4). 

Results  of  numerical  solution  are  mapped  by 
Mach  number  isolines  and  also  by  vectors  of 
velocity .

a) t=0 (steady solution), Mmax=0.096

b) 

Figure 7. a) Steady solution of viscous laminar 
flow in the domain D2 (400x50 cells),  M∞=0.020, 
Re≈9∙103. b) Convergence to a steady solution.

Firstly  the  steady  solution  that  is  shown  in 
Figure 7a) was computed. The steady solution was 
used as initial conditions for unsteady solution (see 
Fig. 8). Figure 7b) shows convergence to a steady 
solution in L2 norm of residual of momentum (ρu), 
that seems to be relatively good for this case with 
very low Mach number.

a) t=4π, Mmax=0.094

b) t=4π+π/2, Mmax=0.077

c) t=5π, Mmax=0.129

d) t=4π+3π/2, Mmax=0.145
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f) t=6π, Mmax=0.102

Legend of Mach numbers:

Figure 8. Unsteady solution of viscous laminar 
flow in the domain D2,  M∞=0.020, Re≈9∙103, 
f=20Hz. Mesh 400x50 cells (L=8, H=0.4).

Figure 8 (a, b, c, d, e) shows development of 
unsteady  numerical  results  in  the  third  period

 t∈〈4 ,6 〉  . One  can  see  typical   behavior 
with choking flows in very narrow part of channel 
and  with  time  development  of  flow  including 
separation domains.

Domain  D2 with  its  boundary  conditions 
represents a simple case of flow in a human vocal 
tract [3, 4].

5. SUMMARY
A  numerical  method  solving  2D  unsteady 

compressible  system  of  Navier-Stokes  equations 
using finite volume method was developed.

This  unsteady  method  was  realized  for  low 
Mach number flows in a 2D channel with changing 
part of solid wall as a given function of time. 

Numerical results represent a very simple case 
of flow in a human vocal tract. To verify our results 
in  the  future  one  has  to  find  some  experimental 
results  for  comparison  or  compare  our  numerical 
results to other numerical results.
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ABSTRACT  
In this paper, the formation of nitrogen 

pollutants in computational fluid dynamics (CFD) 
simulation of turbulent non-premixed flame was 
modelled by coupling a reduced NO chemical 
reaction mechanisms with comprehensive 
combustion model in commercial CFD code 
FIRETM. The reduced nitrogen scheme is based on 
thermal NO formed by oxidation of atmospheric 
nitrogen and prompt NO formed by reactions of 
atmospheric nitrogen with hydrocarbons radicals in 
fuel-rich regions of the flame. The effects of the 
turbulent fluctuations on the NO reaction rates were 
accounted for by integrating the kinetic rates with 
respect to fluctuating temperatures over presumed 
probability density function (PDF). For combustion 
prediction a steady laminar flamelet model (SLFM) 
was employed. The NO formation was decoupled 
from the comprehensive combustion model and 
considered in post-processor routine using 
converged solution of a pre-calculated flame 
structure. The NO predictions are compared with 
experimental data. 

Keywords: FIRETM, NOx, Sandia flameD, steady 
laminar flamelet model 

NOMENCLATURE  
Dt [m2/s] molecular diffusivity  
E [J/mol] activation energy 
M [kg/mol] molecular weight 
N [-] total number 
P [-] probability density function 
S [kg/m3s] source 
T [K ] temperature 
Y [-] mass fraction 

Z [-] mixture fraction 
ḱ́2Z  [-] mixture fraction variance 

c [mol/m3] concentration 
cp [J/kgK] mixture specific heat coefficient 
cpi [J/kgK] species specific heat coefficient 
ercf-1 [-] inverse compl. error function 
f [-] correction factor 
hi [J/kgK] species specific enthalpy 
k [ m2/s2] turbulent kinetic energy 
k [ m3/mols]reaction rate coefficient 
n [-] number of carbon atoms 
qR [ W/m3] radiative volumetric source term 
t [s] time 
ui [m/s] Cartesian velocity component 
xi [m] Cartesian co-ordinate 
α, β [-] arguments in beta function 
Γ [-] gamma function 
ε [m2/s3] turbulent kinetic energy diss. rate 
χ [1/s] scalar dissipation rate 
ν [m2/s] kinematic viscosity 
ρ [kg/m3] density 
σt [-] Prandtl number 
τ [s] time 
θ [-] equivalence ratio 

iω�  [kg/m3s] species reaction rate 
Subscripts and Superscripts 
1f, 2f, 3f forward reaction number 
1b, 2b, 3breverse reaction number 
H  hydrogen 
HCN hydrogen cyanide 
N  nitrogen 
NO  nitric oxide 
O  oxgen 
OH  hydroxide 
spec  species 
st  stoichiometric 
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− Reynolds average 
~ Favre average 

1. INTRODUCTION  
Of the many pollutants emitted by combustion 

of fossil fuels, the nitrogen oxides (NOx) are among 
the most harmful. NOx directly affect human health 
and cause environmental problems as 
photochemical smog, acid rain, greenhouse effect 
and depletion of atmospheric ozone in the 
stratosphere. As the awareness of these harmful 
effects has risen, emissions of NOx have become 
world-wide concern and subject to increasingly 
stringent regulations. In response to these 
regulations, newer combustion techniques for 
nitrogen pollutants reduction need to be developed 
and this requires complete understanding of the 
NOx reaction processes in practical combustion 
systems.  

Development and application of comprehensive 
combustion models, advances in the science of NOx 
reactions, and dramatic improvements in computer 
hardware have made a modelling of the NOx 
chemical reaction processes a valuable tool in 
understanding NOx emissions from combustion 
systems. This paper presents a review of modelling 
work performed at Department of Energy, Power 
Engineering and Environment regarding the 
prediction of NOx formation in combustion of non-
premixed methane-air flame. This modelling work 
has involved approach that couples reduced NOx 
reaction mechanisms with a detailed description of 
the combustion process [1], which are described in 
the following sections.  

A joint solution of detailed CFD equations for 
turbulent flow, combined with NOx reduced 
chemical reaction mechanisms was used for 
prediction of NOx formation in numerical 
simulation of turbulent, non-premixed, piloted 
methane-air jet diffusion flame. Turbulence was 
modelled using the k-ε model, with standard wall 
functions. Combustion modelling was based on the 
steady laminar flamelet model [2], where stationary 
flamelet profiles and appropriate probability density 
function (PDF) tables were created in pre-processor 
step by using CSC solver [3]. A detailed chemical 
reaction mechanism GRI Mech 3.0 [4] for methane, 
which consists of 53 species and 325 elemental 
reactions and contains nitrogen chemistry, was used 
for methane oxidation. A conservative form of the 
discrete transfer radiation method (DTRM) [5, 6] 
was applied for radiative heat transfer calculation. 

2. COMBUSTION MODEL 
For combustion prediction a steady laminar 

flamelet model (SLFM) [2, 7] was employed. In 
SLFM the instantaneous values of the species mass 
fractions and temperature are uniquely related to the 
instantaneous values of mixture fraction as: 
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2 0
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i i
i

Y Y
Z

χρ ρ ω
τ

∂ ∂
− − =

∂ ∂
�  (1) 
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 (2) 

 
where t is time, Z is the mixture fraction, T is 
temperature, Yi , iω� , and hi are the mass fraction, 
chemical reaction rate and specific enthalpy of 
species i, respectively, cp is the specific heat 
coefficient, while qr is the radiative heat gain/loss. 

Mixture fraction is a scalar representing the 
mass fraction of all the elements that originate from 
the fuel stream. Various definitions of this scalar 
can be found in [2]. The scalar dissipation rate χ = 
χ(Z) is an important variable and it is given in a 
parameterized form as [2]: 

 

( )
( ){ }
( ){ }

21

21

exp 2 2

exp 2 2
st

st

erfc Z
Z

erfc Z
χ χ χ

−

−

⎡ ⎤− ⎣ ⎦
= =

⎡ ⎤− ⎣ ⎦

 (3) 

 
For given values of the stoichiometric scalar 

dissipation rate parameter χst (0 < χst < χst, ext) the 
flamelet equations (Eqs. (1) and (2)) are solved in 
the pre-processing step, using the CSC solver [3], 
until the stationary solutions are obtained.  

The combustion/turbulence interaction is 
accomplished via the presumed beta probability 
density function (beta PDF) as: 

 

i ( )
1

0

, ( )i i stY Y Z P Z dχ= ∫ Z

Z

 (4) 

 

i ( )
1

0

, ( )stT T Z P Z dχ= ∫  (5) 

 
where i iY  is a time-mean mass fraction of the 
species i and iT is time-mean temperature. 

The PDF approach requires two additional 
transport equations for mean mixture fraction and 
its variance, which are calculated as: 
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 (7) 

 
By appropriately choosing the stoichiometric 

scalar dissipation rate χst parameters and by 
discretising the mixture fraction moments space, it 
is possible to calculate the flamelet profiles (Eqs. 1 
and 2) and to account for turbulence-chemistry 
interaction (Eqs. 4 and 5) in advance, and to create, 
the so-called, PDF look-up tables for further 
interaction with CFD code [7]. 

3. THE REDUCED REACTION 
MECHANISMS FOR NITROGEN 
CHEMISTRY 

Hundreds of elementary reactions are involved 
in a detailed description of the formation and 
destruction of oxides of nitrogen in combustion 
systems. However, it is not currently feasible to use 
such detailed reaction mechanisms to model a 
turbulent reacting system in which large reaction 
kinetics schemes are coupled with the turbulent 
fluid dynamics [1]. Consequently, present model for 
nitrogen chemistry based on reduced chemical 
reaction mechanisms was used in commercial CFD 
code FIRETM to describe the NOx reaction process 
in combustion of hydrocarbon fuels. 

NOx represents a family of seven compounds: 
nitric oxide (NO), nitrogen dioxide (NO2), nitrous 
oxide (N2O), dinitrogen dioxide (N2O2), dinitrogen 
trioxide (N2O3), dinitrogen tetroxide (N2O4) and 
dinitrogen pentoxide (N2O5). As far as air pollution 
is concerned NO, NO2 and N2O are the most 
important. However, combustion sources emit NOx 
mostly in the form of NO, approximately 90-95 % 
of total NOx emissions. Thus, in this study the 
formation of NO determines the total amount of 
NOx, while the presence and effects of other 
nitrogen oxides formed during combustion 
processes are neglected.  

The formation of NO in the combustion 
processes is characterized by using the following 
transport equation for the NO mass fraction: 

 
NO NO

NO
NO

( ) ( )i

i

t
i i

Y u Y
t x
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+ =
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 (8) 

 
where is the mean mass fraction of NO and NOY�

NOS  is the mean turbulent source of nitric oxide. 
The prediction of NOx emissions may be 

decoupled from the generalized combustion model 

and executed after the flame structure has been 
predicted because total amount of nitrogen oxides 
formed in combustion are generally low and does 
not affect the flame structure. Moreover, the 
different time-scales of major species and NO 
pollutants allow the decoupling of the two 
processes. NOx reactions occur at much slower rates 
than the main heat release, and thus NOx formation 
can be analyzed separately.  

In this work, CFD solver was used in a “post-
processing” step to solve NO transport equation, 
where a converged combustion flow field solution 
was first obtained before performing the prediction 
of NO formation. Consequently, the quality of the 
prediction of NO formation is highly dependent on 
the quality of the flame structure prediction.  

The NO in methane flames is formed primarily 
by two separate reaction processes, thermal and 
prompt, in the gas phase. It follows that the source 
term, SNO in Eq. (8), which represents the NO 
production, is calculated from these two 
predominant chemical mechanisms as: 

 
NOpromptNOthermal

NO NO

dcdcS M
dt dt

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
 (9) 

 
The thermal NO mechanism arises from the 

thermal dissociation and subsequent reaction of 
nitrogen and oxygen molecules in combustion air at 
relatively high temperatures in fuel-lean 
environment. The major factors that influence 
thermal NO formation are temperature, atomic 
oxygen, concentrations of nitrogen and residence 
time. This process is described by a set of chemical 
reactions known as the extended Zeldovich 
mechanism: 

 
1

2N NO+N
k

O+ ↔  (9) 
 

2

2N O NO+O
k

+ ↔  (10) 
 

3

N OH NO H
k

+ ↔ +  (11) 
 
Using these three reactions, the net rate of NO 

formation can be calculated as: 
 

2 2

NO
1 O N 2 N O 3 N OH

1 NO N 2 NO O 3 NO H

f f f

b b b

dc k c c k c c k c c
dt
k c c k c c k c c

= + +

− − −

 (12) 

 
where k1, k2, k3 are the rate coefficients for positive 
reactions, while k1b, k2b, k3b are for negative 
reactions. The rate constants were measured and 
reported in many investigations, whose data have 
been critically evaluated by and Hanson and 
Salimian [8, 9]. The rate coefficients for reactions 
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(1-3) used in present model are based on the 
evaluation of Hanson and Salimian [9]. 

Using the quasi-steady assumption that the rate 
of consumption of free nitrogen atoms becomes 
equal to its formation rate, the expression for the 
overall rate of thermal NO formation process is 
given by: 

 

2 2

2

2

2
1 2 NO

1 N 2 ONO
1 O N

1 NO

2 O 3 OH

1
2

1

b b

f f
f

b

f f

k k c
k c k cdc k c c

dt k c
k c k c

⎛ ⎞
−⎜ ⎟⎜ ⎟

⎝ ⎠=
⎛ ⎞
+⎜ ⎟⎜ ⎟+⎝ ⎠

 (13) 

 
Temperature and remaining unknown species 

concentrations are obtained from converged 
combustion code solution. 

Prompt NO is formed much earlier in the flame 
than the thermal NO by chemical reactions between 
hydrocarbon fragments and atmospheric nitrogen in 
fuel-rich regions of the flames. The prompt NO 
formation is significant in most hydrocarbon fuel 
combustion conditions, such as low temperature and 
fuel-rich conditions. 

The mechanism is initiated by the rapid 
reactions of hydrocarbon radicals, which arise from 
fuel fragmentation during combustion, with 
molecular nitrogen, resulting in the dissociation of 
the N2 and in the formation of intermediates such as 
hydrogen cyanide (HCN): 

 
x 2CH N HCN N++ ↔ + …  (14) 

 
The model used in the present study to predict 

prompt NO concentration is calculated from the De 
Soete [10] global model as: 

 

2 2

NO
O N expb

fuel
dc Ekfc c c

dt RT
⎛ ⎞= ⎜ ⎟
⎝ ⎠
−

3

 (15) 

 
where c denotes the concentration, k is rate 
constant, E is the activation energy and b is the 
order of reaction for molecular oxygen. Values of k 
and E are experimental constants [11]. In the above 
equation f is an empirical function designed to 
account for the effect of various aliphatic 
hydrocarbon fuels and air/fuel ratio effects.  

In the following relation for correction factor f, 
n is the number of carbon atoms in the fuel and Φ is 
the equivalence ratio. 

 
24.75 0.082 23.2 32 12.2f n φ φ= + − + − φ  (16) 

 
The combustion process typically takes place in 

a turbulent environment, which requires special 
consideration when predicting NO concentrations. 
Therefore, incorporating the effects of the turbulent 
fluctuations on presented NO pollutant reaction 

process is very important. Time-mean reaction rates 
of NO cannot be calculated from the time-mean 
value of temperature because relationship among 
NO kinetic rates and temperatures are highly 
nonlinear. The presumed probability density 
function (PDF) approach was used to account for 
effects of turbulent fluctuations on the kinetic rates 
of NO, integrating the kinetic rates with respect to 
fluctuating temperature: 

 

( ) ( )
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NO NO
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S P T S T d= ∫ T  (17) 

 
where P(T) is the probability density function of the 
normalized temperature T, SNO is the instantaneous 
NO source. For the PDF of the temperature, a beta 
function is given by: 
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where Γ is given by: 

 

1

0

( ) t zz e t dT
∞

− −Γ = ∫  (19) 

 
The parameters α and β depends on the mean 

value of the temperature from the main combustion 
calculation and its variance. 
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The temperature variance is calculated in post-

processor step by solving the variance transport 
equation as: 
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4. NUMERICAL SIMULATION 
The presented reduced reaction mechanisms for 

nitrogen chemistry were implemented through user 
functions in commercial CFD code FIRETM and 
numerically tested and investigated for turbulent 
methane-air jet diffusion flame (Sandia flame D), 
experimentally investigated by Barlow & Frank 
[12]. The burner configuration is shown in Figure 1. 

 

Figure 1. Burner configuration 

The burner is placed in a co-flow of air and the 
flame is stabilized by a pilot jet. A stream of fuel is 
injected through the inner tube, while a pilot stream 
is injected through the outer tube surrounding it and 
the co-flow of air is injected outside of the pilot, as 
illustrated in Figure 1. The fuel is the mixture of 
25% methane and 75% air by volume. The bulk 
velocity of the fuel jet is 49.6 m/s and the 
temperature is 294 K. The annular pilot burns a 
mixture of C2H2, H2, air, CO2 and N2 having the 
same equilibrium state as methane/air mixture at 
Z=0.27, with temperature 1880 K. The bulk 
velocity of the pilot is 11.4 m/s. The air co-flow 
temperature is 291 K, and the velocity is 0.9 m/s. 

The 3D steady-state simulations were 
performed using the AVL’s CFD package FIRETM, 
which uses conventional numerical methods and a 
differencing schemes for a completely arbitrary 
mesh, and can solve a large computational meshes 
required for simulating practical combustion 
devices. The simulation was performed using a 
computational mesh with 338 400 cells, which are 
refined towards the inlets and axis. 

The methane-air reaction mechanism was taken 
into account via the SLFM model. Stationary 
flamelet profiles and appropriate probability density 
function (PDF) tables were created in pre-processor 
step by using CSC solver. A detailed chemical 
reaction mechanism GRI Mech 3.0 for methane, 
which consists of 53 species and 325 elemental 
reactions and contains nitrogen chemistry, was used 
for the calculation of flamelet profiles in pre-
processor step. Turbulent flows were modelled 
using the standard k-ε turbulence model, which 
quantifies turbulence in terms of its intensity k and 
its rate of dissipation ε. The model constant Cε2 in 

turbulent kinetic energy dissipation rate transport 
equation was adjusted to Cε2=1.8 instead the 
standard value in order to obtain a correct spreading 
rate. The radiative heat transfer was calculated 
using the discrete transfer method, where the 
radiative properties are modelled as the weighted 
sum of grey gases. Reduced reaction mechanisms 
were used in a post-processing mode, to model 
nitrogen chemistry, which have little effect on the 
flow field and the flame structure, as described in 
the previous section. 

5. RESULTS AND DISCUSSION 
The numerical predictions of NO obtained by 

NO reduced mechanisms for the turbulent non-
premixed jet diffusion flame are compared with the 
results obtained by SLFM and with the 
experimental data. The experimental measurements 
of Barlow and Frank (1998) are obtained for axial 
profile and radial profiles at different locations, 
which are provided in the web site [12]. 

Figure 2 shows comparison of the temperature 
and NO mass fraction profiles with experimental 
data along axis symmetry of the burner for Sandia 
flame D. The predicted NO mass fraction profile 
obtained by NO reduced reaction mechanism is in 
good agreement with the experimental data, while 
NO mass fraction profile calculated by SLFM is 
over-predicted. 
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Figure 2. Axial profiles of mean temperature and 
NO mass fraction 

The mean temperature and NO mass fraction 
profiles along the flame axis obtained with and 
without radiation modelling are shown in Figure 3. 
The adiabatic calculation over-predicts the peak 
temperature values, while non-adiabatic values 
(with DTRM) are in better agreement with the 
experimental data, indicating the importance of 
radiation modelling for the present flame. A similar 
behaviour is observed with NO mass fraction 
profile in the case when radiation was not included, 
while in non-adiabatic case the NO mass fraction 
profile is slightly under-predicted. The calculated 
NO mass fraction profiles show similar trends with 
the calculated temperature profile, where the 
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temperature maximum corresponds to the peak of 
the NO concentration. 
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Figure 3. Axial profiles of mean temperature and 
mean NO mass fraction  

The radial profiles of NO mass fraction at axial 
location x/d=15 are given in Figure 4. The 
agreement between NO mass fraction profile 
predicted by reduced NO reaction mechanisms and 
the measurements is fairly good, while NO 
concentrations predicted by SLFM are more than 
several times over-predicted. 
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Figure 4. Radial profiles of mean NO mass 
fraction at axial distance r/d=15 
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Figure 5. Radial profiles of mean NO mass 
fraction at axial distance r/d=30 

The radial profiles of mean NO mass fraction 
are shown in Figures 5-8. The predicted NO mass 

fraction profiles obtained by NO reduced reaction 
mechanism are again in fairly good agreement with 
the experimental data, including the magnitude and 
radial positions corresponding to peak value. The 
radial profiles of NO mass fraction obtained by 
SLFM, also as in the case of axial profile, are over-
predicted. 
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Figure 6. Radial profiles of mean NO mass 
fraction at axial distance r/d=45 
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Figure 7. Radial profiles of mean NO mass 
fraction at axial distance r/d=60 
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Figure 8. Radial profiles of mean NO mass 
fraction at axial distance r/d=75 

It is noticeable that NO formation calculated by 
SLFM is a clearly over-predicted, making this 
model not adequate to predict important aspects of 
the flame as NO concentrations, while using the 
reduced chemical mechanisms for nitrogen 
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chemistry leads to a significant improvements 
showing good agreement with the measurements. 

6. CONCLUSION 
In this paper, reduced chemical reaction 

mechanisms for nitrogen chemistry were applied to 
Sandia National Laboratories Flame D, turbulent 
non-premixed methane-air flame. The NO 
formation was predicted in the post-processing 
mode using converged solution of pre-calculated 
flame structure. Two chemical kinetic processes, 
thermal and prompt NO, were used to predict NO 
pollutant emissions. The numerical results of NO 
formation have been presented in detail and 
compared with the results obtained by SLFM and 
with experimental data. The overall agreement 
between predictions of NO formation, obtained by 
reduced mechanisms for nitrogen chemistry, and 
measurements are good, while NO formation 
calculated with SLFM is over-predicted quite 
severely. It has been shown that the results obtained 
with reduced mechanisms provide a significant 
improvement over the SLFM nitric oxide results. 
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2. DESCRIPTION OF THE COMBUSTION 
PROCESS 
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2.2. Description of the combustion 
process 
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3. TIME AVERAGE OF THE CHEMICAL 
SOURCE TERMS 

3.1. Introduction of a PDF methodology 
�!�� ;��<%����� �4�  !�� ���'� &�$�%� �%>�

�� ��$����� 4��� #�>�  �$�� #��� #�>� ���� ���� �4�  !��

 ��:�%�� � ��#& ���� 4%�<'� #%%�<��  �� �� ��$����  !��

 �$�� #*��#��� �4�  !�� &!�$�&#%� ����&��  ��$�� <!�&!�

&#��:���2�������������� !��4�%%�<����4��$.�

��

( )�=
φ

φφφ
�

�� ��� ?A �
�����A+?�

�

N !����φ ����#�*�& �����4�����:>.�

�

( )� ��"# �
� 'K"""'''' �=φ � �����AO?�

�

N !���  !��  ��:�%�� � ��#& ���� 4%�<� ��� �� �

���4�& %>�� ������ !���!#����4� !�������������������

 !��$�#��4��%���#��� !��*#��#�&����4� !��&�$����� ��

�4�*�& ���φ"�

� � ���  !��� �� ���� ����  �� �� ����&�� ��<�

#���$� �������������� ������&�� !����$��������4� !��

���'� #�� %�<� 4%�<� �#&!� ��$:��� &���� ���"�

����$����  !# � �?�  !�� ��������� 4%�& �# ����� ��%# ���

�44�& �� &#�� :�� ���%�& ��'� ��?�  !��  ��:�%��&�� ;��� �&�

�����>� ��� ���%���:%�� &�$�#����  ��  !�� ���&�4�&�

�� !#%�>'����?� !���#��# �*��%������#%������%���:%��#���

�*?� !����<�����$:�����4��#&!�&!�$�&#%����&����#���

&%���� ����� >'�� �&#�� !���:���!�<�� !# � !�����&�4�&�

�� !#%�>����#�%���#��4��& �����4� !��$�2 ����4�#& ���"�

����$����  !# �  !�� �2 ���#%� ��%� � &���� ����'� <!�&!�

&�� ��%�  !�� ��*�%��$�� � �4�  !��  ��:�%�� � ��#& �*��

$�2����%#>��'�#���&�$�%� �%>���4�����#�����$�%#��4���

 !��$�2 ���� 4�#& ����#���  !�����&�4�&��� !#%�>'� � � ���

 !��������:%�� ��<�� �� !# .�

�

(�

(

""

""
�

−
−

= �
�

�����A)?�

�

�

<!���� ��:�&��� ����#���(� ��4���  �� 4��%�#����2�������

� ��#$�'������& �*�%>"�

�

������  !���� #���$� ����'�  !��  !��$�3&!�$�&#%�

�>� �$������ ���%>���4�����:>�  !��;��<%������4�  !��

���� <!���� #���&�# ��� �#���$� *#��#:%��� #���  !��

$�2 ���� 4�#& ���� #���  !�� ���&���� $#��� 4�#& ����'�

�#$�%>.�

�

( ) ( )
��$ ��� """''G �= � ���A�9?�

�

3.2. Assumed PDF of mixture fraction 
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4. NUMERICAL SIMULATIONS 

4.1. Piloted CH4/air Flame 
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5. CONCLUSIONS - FUTURE WORKS 
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ABSTRACT 
The formation of gas in electrochemical 

processes is either the aimed product or an 
unwanted side product, primarily due to the 
decomposition of water. The purpose of this work is 
to take into account the changes brought to an 
electrolyte by gas evolution at electrodes in a 
simulation tool based on the multi-ion 
electrochemical transport model (which considers 
diffusion, convection, migration and homogeneous 
reactions inside the electrolyte). The electrolyte 
conductivity depends on the gas distribution in the 
electrochemical reactor, which is calculated using an 
Eulerian-Eulerian two-phase flow model based on a 
laminar, single-pressure two-fluid description. The 
gas flux produced at the electrode is calculated using 
an electrochemical model and it is imposed as a 
boundary condition to the two-phase flow model. 
Both the fluid and electrochemical models are 
discretised with Residual Distribution Schemes and 
solved using an implicit iterative algorithm. In this 
paper, the implementation of the two-phase model is 
discussed. Preliminary results, calculated using the 
coupled fluid and electrochemical solvers, are 
presented. 

Keywords: coupled solvers, incompressible, 
laminar, multi-ion transport and reaction model, 
two-fluid model  

NOMENCLATURE 
C [-]    constant value 
Dk [m2/s]    diffusion coefficient 
E0, r [V]    equilibrium potential 
F [C/mol]    Faraday’s constant 
F [N]    force 
Jr [A/m2]    reaction current density 
Nk [A/m2]    flux normal to the electrode 
R [J/mol K] ideal gas constant 

Rk [mol/m3s]    production rate per unit  
        volume 
T [K]       temperature 
U [V]       electrical potential 
V [V]       metal potential 
ck [mol/m3]        concentration 
g [m/s2]        gravitational acceleration 
kox/red [A m/mol]     pre-exponential constants in
         Butler-Volmer formula 
nel [-]        number of electrons 
p [Pa]        pressure 
rb [m]        diameter of the bubble 
t [s]        time 
zk [C]        electrical charge 
uk [m2 mol/J s] ionic mechanical mobility 
us [m/s]        phase velocity vector 
αs [-]        phase volume fraction 
βox/red [-]        charge transfer coefficient 
ε [C2/N m2]   dielectric permittivity 
ρs [kg/m3]        phase density 
η [V]        overpotential 
σ [1/Ω]        electrical conductivity 
νs [m2/s]        phase kinematic viscosity 
Subscripts and Superscripts 
0 next to the electrode 
b bubble 
bulk bulk electrolyte 
el electron 
g gas 
k ion 
l liquid 
m mixture 
ox oxidation 
red reduction 
r reaction 
s phase 
drag drag force 
VM virtual mass force 
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1. INTRODUCTION 
Accurate simulations of processes in 

electrochemical reactors require modelling of many 
complex phenomena, amongst which the gas 
evolution due to electrode reactions. The purpose of 
this work is to develop a simulation tool to estimate 
the ionic concentration, electrostatic potential 
distribution and local reaction kinetics when the 
electrolyte evolves into a two-phase bubbly flow 
regime. Simulations of gas evolution in 
(electro)chemical reactors are not extensively 
reported in literature. This is the consequence of the 
complexity of both electrochemical and two-phase 
flow models: 
• Ziegler and Evans ([20], 1986) applied the drift-flux 

model to an electrochemical cell in order to predict 
the bubble velocity profiles and mass transfer 
rates. The bubble distribution is determined from a 
concentration equation and no electrochemical 
model accounts for the gas production.  

• Hur et al. ([6], 2003) aimed to optimize the design 
of a fluorine production cell by determining 
hydrogen bubble trajectories using an Eulerian-
Lagrangian two-phase model. The concentration 
distribution of the hydrogen bubbles is expressed 
by a convection-diffusion equation and the bubble 
formation on the cathode is determined a priory 
from data taken from literature.  

• Dahlkild ([4], 2001) used the mixture (diffusion) 
model to resolve the fluid flow profile in an 
electrochemical reactor with vertical electrode. 
The local volumetric production rate of gas per 
unit surface is given by Faraday's law as a 
function of the local current density, which is 
determined by the net molar flux density 
considering diffusion and migration effects 
(convection and homogeneous reactions are 
disregarded). 

The simulations reported in this contribution are 
based on more accurate electrochemical and/or two-
phase flow models than the models used in the above 
references. Moreover, the gas evolving electrode 
models are dedicated to specific geometries, flow 
regimes or electrochemical conditions, whereas the 
work presented here is applicable to generic 
geometries. In section 2, the electrochemical model 
is introduced; in section 3 the physics of the gas 
evolving electrodes and the physical effects 
considered in these simulations are discussed. Section 
4 is dedicated to the description of the Eulerian-
Eulerian two-phase model used to calculate the liquid 
phase velocity field and the gas volume fraction 
profile. The coupling between the electrochemical 
and fluid-flow solvers and the preliminary results 
are presented in section 5. 

2. ELECTROCHEMICAL SYSTEM 
Simulations of electrochemical processes that 

involve gas evolution are important for both 
applications where the gas is the desired end 
product and for applications where it is a (possibly 

unwanted) side product. For example in the 
chromium plating process, hydrogen evolution 
consumes ~80% of the total current in the cell. In 
order to describe these phenomena properly, the 
Multi-Ion Transport and Reaction Model (MITReM) 
[2, 15, 10] is used; this formulation is based on the 
'dilute solution model' proposed by Newman [12] 
and consists of the mass conservation and Potential 
equations, which are solved in a strongly coupled 
manner to determine the ionic concentrations ck and 
electric potential field U. The mass conservation 
equations consider diffusion, convection, migration 
and homogeneous reactions for each ionic species: 
 

kk
k RN
t

c
+⋅−∇=

∂
∂ , (1) 

 
where Nk represents the molar flux of ion k given 
as: 
 

UcFuzcDucN kkkkklkk ∇−∇−= . (2) 
 
Here in, u is the mass-averaged velocity of the fluid, 
Dk represents the diffusion coefficient, zk is the 
electrical charge, uk is the mechanical mobility 
(which is related to the diffusion coefficient Dk by 
means of Nenst-Einstein equation) and F stands for 
the Faraday constant. The production per unit 
volume term Rk takes into account the homogeneous 
reactions inside the electrolyte. 

The charge density at each point of the solution 
is the algebraic sum of the charges of all charged 
particles per unit volume (charges times 
concentrations). The electric potential U in the 
electrolyte with dielectric permittivity ε and with a 
charge density distribution is given by Poisson's 
equation: 
 

k
k

k czFU ∑=∇
ε

2 . (3) 

 
Electrode reactions are introduced in MITReM as 

non-linear boundary conditions imposed on 
electrode surfaces [11]. A common description of 
these boundary conditions is the Butler-Volmer 
formulation. The net local current density (Jr) of 
each reaction is given as a function of the local 
overpotential η and reacting ions concentration: 
 

η
β

η
β

TR
Fn

redred
TR

Fn

oxoxr

elredxelox

eckeckJ
−

−= ,0,0  (4) 

 
where R is the ideal gas constant, T the temperature, 
nel the number of electrons involved in the reaction, 
βox/red the anodic/cathodic charge transfer coefficient 
and kox/red the pre-exponential constant of the 
anodic/cathodic part. For one-step reactions, one 
should consider βox + βred = 1. The pre-exponential 
constants kox and kred are chosen in order to obtain 
zero current at equilibrium, i.e. when the 
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overpotential is zero (η = 0) and the surface 
concentrations equal their bulk values. The 
overpotential (η) is given as: 
 

rEUV ,0+=− η  (5) 
 
where V represents the metal potential on the 
electrode and E0, r the equilibrium potential for a 
reaction r (Nernst potential). The first term in the 
right hand side of formula (4), which represents the 
anodic current density, is dominant for oxidation 
reactions, whereas the second one is dominant for 
reduction reactions (cathodic curent density). The 
pre-exponential constants kox/red, the charge transfer 
coefficients βox/red and the equilibrium potential E0, r 
are controlling the electrons transfer at the electrode 
and they are determined based on the experimental 
polarization curves.  

3. GAS EVOLVING ELECTRODES 
The gas produced in electrochemical reactors is 

generated by one or several electrode reactions and 
then freed in the electrolyte. When the current 
density is very low, the gas dissolved in the 
electrolyte is removed from the electrode by 
diffusion and convection and displaced towards the 
liquid bulk without formation of a real gas phase. 
Only when the concentration of gas in the electrolyte 
adjacent to the electrode reaches a certain critical 
level (supersaturation), bubbles are formed. These 
gas bubbles develop at nucleation sites on the 
electrode, grow in size until they reach the break-off 
diameter and then spread into the liquid [16]. 

Although it is difficult to estimate the critical 
diameter of the bubbles, Vogt [16] mentioned the 
range of 50 µm for aqueous solutions to 1 mm for 
salt melts. According to Marrucci and Nicodemo 
[9], bubbles detach from electrodes at a constant 
size. Detached bubbles can still grow in size if the 
electrolyte is saturated with the dissolved gas. As 
mentioned by Vogt [17] and Kheifets and Goldberg 
[8], for oxygen and hydrogen evolution in the 
electrolysis of aqueous H2SO4 solutions, at current 
densities between 3 and 104 A/m2, only 20% to 60% 
of the gas generated at the electrode is immediately 
desorbed into growing bubbles. According to Beek 
and Muttzall [1], the bubbles may be regarded as 
rigid spheres when the size of the bubble is small. 
Coalescence between bubbles generated in 
electrochemical reactors may be disregarded, 
because of the existence of electrical repulsive 
forces acting between bubbles [10]. 

The presence of gas in the electrolyte 
influences the mass transport of ions and the 
electron transfer at electrodes. The charge exchange 
mechanisms suffer from a partial coverage of the 
electrode by gas bubbles: the active surface of the 
electrode then decreases, which changes the current 
density distribution. In the electrolyte, the presence 
of gas changes the conductivity and modifies the 
liquid velocity field. The relation between the local 
conductivity and the gas fraction (αg) has been 

intensively studied and the empirical relations 
proposed by different authors are discussed by Vogt 
[16] and Kreysa and Kuhn [9]. For large void 
fractions αg > 0.1, the Bruggemann formulation of 
conductivity dependency was found to fit best the 
experimental data [3]: 
 

2/3)1( gl ασσ −=  (6) 
 
where σl represents the conductivity of the liquid. 
As a consequence of the linear variation of the 
conductivity σ with the ionic mobility uk : 
 

kk
k

k cuzF ∑= 22σ  (7) 

 
the ionic mobility uk is scaled according to the 
Bruggemann relation (6). 

4. TWO-PHASE FLOW MODEL 
We are mainly interested in the macroscopic 

liquid velocity and gas distribution in the reactor 
and their mutual interaction with the 
electrochemical process. Among the different 
two-phase models proposed in the literature for 
bubbly flows (mixture, drift-flux, etc), the two-
fluid model has been chosen because it provides 
a good compromise between accuracy and 
computational effort. 

This two-phase description is obtained by an 
Eulerian averaging for each phase of the 
conservation equations formulated in local 
instantaneous values. Averaging the local 
instantaneous equations yields unspecified terms 
which contain the effect of the information lost 
by averaging. They are defined by local 
instantaneous variables and represent interfacial 
interactions, to be modelled by constitutive laws 
using only the averaged macroscopic unknowns. 
The interfacial interaction terms considered here 
are the drag force (Fdrag) and virtual mass force 
(FVM). The drag force is compulsory for the 
two-fluid models, whereas the virtual mass 
force is retained to ensure the well-posedness 
of the incompressible two-fluid model [14]. As 
a matter of fact, the drag force is at least one 
order of magnitude larger than any other 
interaction force derived from averaging 
procedure [7]. 

The two-fluid model implemented in this 
work is formulated in primitive variables, 
namely the pressure p, the phase velocity vector 
uk , k = l , g  and the liquid/gas fraction αs. A 
single-pressure incompressible two-fluid model 
for laminar flow is considered. This approximate 
description is justified for the two-phase bubbly 
flows encountered in electrochemical reactors, 
because the bubbles generated at the electrodes 
are of small size and may be regarded as non-
colliding rigid spheres (see section 3). Buoyancy 
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forces are neglected because they need special 
numerical treatment which is not available at 
this moment in the two-phase solver such that 
the incompressible two-fluid model writes: 
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(8) 

 
where τs represents the viscous stress tensor and: 
 

)()1(
8

3
lglgmgg

g

D
drag uuuu

r
CF −−−= ραα

 
(9) 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−=

Dt
uD

Dt
uD

CF llgg
mggVMVM ραα )1(  (10) 

 
In these equations, ρs represent the density of 
phase s = l , g ,  the mixture density ρm = αgρg + 
αlρl , rg is the effective radius of gas bubbles, 
the drag Cdrag and virtual mass CVM coefficients 
are taken constant values and Dsus/Dt 
represents the material (substantial) 
derivatives: 
  

∇⋅+
∂
∂

= s
s u

ttD
D  (11) 

 
As boundary conditions for this 

incompressible model, one imposes the phase 
velocity vectors and the void fraction at the inlet 
and the pressure at the outlet. No-slip conditions us 
= 0 are imposed on all solid walls on which no gas is 
generated.  

Imposing proper boundary conditions on a 
gas evolving electrode is not straight-forward. 
The velocity of an isolated bubble generated and 
detached from a gas evolving electrode may be 
calculated as [15]: 
 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

l

g

l

b
b

rg
u

ρ
ρ

ν
1

3

2
 (12) 

 
where g represents the gravitational acceleration and 
νl is the kinematic viscosity of the liquid phase. 
Considering the ideal gas law, one may derive from 
Faraday’s law the local average volumetric 
production rate [4]: 
 

r
el

ggn J
pFn

TRu =⋅α1  (13) 

 
By putting 1nug = ub, the value of αg to be imposed 
is determined from formula (13). 

The steady-state solution of the two-fluid model 
is obtained using a second-order accurate 
unstructured solver on two-dimensional triangular 
meshes. The system of equations (8), (9) and (10) 
is discretised using the Residual Distribution 
Method [5, 13, 18] with distribution matrix given by 
a simplified Lax-Wendroff scheme [19]. The 
algebraic system obtained after discretisation is 
solved using Newton’s method. Numerical 
experiments showed instability in the void fraction 
when the ratio between phase densities was large 
(e.g. for water and hydrogen ρl  /ρg = 10000). A small 
amount of second-order artificial dissipation is added 
to the liquid/gas fraction equations to overcome this 
problem. 

5. NUMERICAL RESULTS 
The electrochemical and two-phase steady-state 

solvers are run to convergence in a loosely coupled 
manner (Figure 1).  

 

Figure 1. The coupling algorithm of the 
electrochemical and two-phase flow solvers 

The iterative procedure begins with a 
calculation of the electrochemical system in a 
reactor without gas dissolved in the electrolyte (αg 
= 0 in the bulk) and the liquid velocity vector (ul) 
is determined by solving the single-phase 
incompressible Navier-Stokes equations. Based on the 
electrochemical solution, the gas flux generated in 
the electrode reactions is calculated using Eq. (12) 
and imposed as boundary condition in the two-phase 
flow model. Further on, the liquid velocity (ul) and 
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gas distribution (αg) calculated in the two-phase 
flow model are used to evaluate the convection and 
migration contributions in MITReM. The loop 
consisting of electrochemical and two-phase solvers 
runs until the current densities calculated on the gas-
evolving electrodes reach steady-state values. 

In order to validate the global coupled system, 
we consider a parallel plate channel with two 
electrodes placed respectively on the bottom and top 
walls. The gas evolution reaction takes place only at 
the bottom electrode. At the inlet, we assume a 
mixture with a gas fraction αg = 0.05 and a parabolic 
velocity profile with equal amplitude for both 
phases us = 0.01 m/s. The geometry of the channel 
employed for this test case is given in Figure 2(a), 
with h = 0.01 m. The Reynolds number of the liquid 
phase is 100. The grid used for both electrochemical 
and two-phase solvers (Figure 2(b)), contains 1337 
nodes and 2448 elements with a stretching applied to 
resolve the boundary layer next to the cathode 
(bottom side electrode). 

        

a)   b)  

Figure 2. The geometry (a) and the grid (b) of 
the parallel plate channel 

Since the purpose of this test case is so far only 
to evaluate the coupling between the solvers, the 
electrochemical system is a purely theoretical one, 
but in some sense it approximates the chromium 
deposition process. 

Table 1. The ion system 

Ion zk[C] Dk [m2/s] cbulk [mol/m3] 
A+ 1 2·10-9 800 

H2O 0 10-9 47000 
OH- -1 2·10-9 6 
C- -1 1.5·10-9 3088 

D2+ 2 2.2·10-9 1147 
 

The electrochemical system (Table 1) consists of 
two parallel reactions on the cathode, namely A+ 
deposition: 
 

AeA →+ −+  (14) 
 
and water decomposition: 
 

22 222 HOHeOH +→+ −−  (15) 
 
and production of ion A+ reaction on the anode: 
 

−+ +→ eAA  (16) 
 
The water decomposition reaction considered for 
the hydrogen evolution is preferred to the hydrogen 
evolution reaction because it guarantees an 
`infinite` source of H2 in order to avoid getting to 
the limiting current regime. The limiting current 
regime corresponds to zero concentration of the ion 
consumed at the electrode and therefore, the 
convergence of the electrochemical solver slows 
down, which is an unwanted complication for a 
numerical experiment meant to validate the 
coupling of the electrochemical and two-phase 
solver. 

Table 2. Electrode reaction coefficients in Butler-
Volmer formula 

reaction kred 
[A m/ 
mol] 

kox 
[A m/ 
mol] 

βred 
[-] 

βox 
[-] 

E0,r 
[V] 

Eq. (14) 10-4 3·10-8 0.3 0.7 -0.3 
Eq. (15) 3·10-8 10-10 0.17 0.01 0 
Eq. (16) 5·10-5 8·10-3 0.7 0.3 0 

 
The ions C- and D2+ represent an excess of 

supporting electrolyte: they are assumed 
electrochemically inert, but they are included in the 
system to ensure a constant conductivity of the 
electrolyte (when no gas is present in the electrolyte). 
The reactions are modelled by using the Butler-
Volmer formula with coefficients given in Table 2. 
The gas evolving reaction takes the major part of the 
total current on the cathode, resulting in a low 
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efficiency of the ion A+ deposition reaction. None of 
the electrode reactions reaches the limiting current. 

Because no numerical simulations or 
experimental data for this test case are available in 
the literature, the consistency of the results and 
the feasibility of the coupling are evaluated by 
comparing the solutions obtained for several potential 
differences imposed at the reactor electrodes.  

In a first calculation the applied potential 
difference between the electrodes is 2.16V and the 
coupled solvers converge after 3 loops. In the first 
step, i.e. there is no gas in the electrolyte, the 
current density along the cathode (■ symbols in 
Figures 3(a) and 4(a)) exhibits a small non-
symmetry: the local current density values are 
larger on the right hand side of the cathode because 
of the non-symmetrical configuration of the 
electrodes in the reactor (see the anode position in 
Figure 1(a)).  

 

a) 

 

b) 

Figure 3. The current density (a) and imposed 
void fraction (b) along the cathode for potential 
difference 2.16 V imposed at the reactor electrodes 

When the gas is produced in the electrode 
reactions, the current density along the cathode (▼ 
symbols in Figure 3(a)) decreases towards the 
outlet (right hand side of the electrode). Because 
the void fraction imposed on the cathode is 
proportional to the current density (Eq. (13)), its 
local value also decreases towards the outlet due to 
a gas diffusion layer that is built. 

Increasing the potential difference imposed 
between the electrodes to 2.26 V, the convergence of 
the coupled solvers is slower (7 iterations), but the 
change of current density normal to the cathode is 
similar with the one obtained with 2.16 V: the 
current density normal to the cathode (• symbols in 
Figure 4(a)) decreases towards the outlet (right 
hand side of the electrode). Although the void 
fraction imposed on the electrode is larger on the 
upstream side (Figures 3(b) and 4(b)), that is the 
electrical resistivity increases, the profile current 
density normal to the electrode decreases towards 
the outlet. 

 

a) 

 

b) 

Figure 4. The current density (a) and imposed 
void fraction (b) along the cathode for potential 
difference 2.26 V imposed at the reactor electrodes 
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a) 

 

b) 

Figure 5. The streamlines (a) and void fraction 
profile (b) of gas phase for a 2.26 V potential 
difference imposed between the reactor 
electrodes 

 

Figure 6. The liquid velocity vectors for a 2.26 V 
potential difference imposed between the reactor 
electrodes (zoom over the region next to the 
electrode between 0.02 and 0.03 m) 

In order to understand this effect, one should look 
at the convection of the flow. When the flux of gas 
evolving at the cathode is sufficiently large to 
influence the flow coming from the inlet (Figure 
5(a)), a liquid velocity component normal to the 
cathode is developing next to the cathode. The drag 
between phases forces the liquid next to the cathode, 
to follow the gas flow. The electrolyte is pushed 
away from the cathode (Figure 6) and therefore, the 
concentration of reacting ions in the region next to 
the cathode decreases. Nevertheless, on the left hand 
side of the cathode, the flow coming from the inlet is 
refreshing the electrolyte whereas on the right hand 
side of the cathode the amount of fresh electrolyte 
coming from the inlet is smaller because of the 
liquid velocity component normal to the electrode 
which hinders the tangential flow along the cathode. 
Therefore, the current density on the right hand side 
of the cathode is smaller than on the left hand side 
when gas is evolving at the electrode. Because the 
void fraction imposed on the cathode is proportional 
to the current density (Eq. (12)), the largest amount 

of gas is accumulating on the left hand side of the 
electrode (Figure 5(b)). 

The coupling procedure performs well if the 
amount of gas generated at the electrode is not too 
large. When the potential difference between the 
electrodes further increases, it becomes impossible 
to reach the steady-state. The large flux of gas is 
blocking the convection of electrolyte at the cathode 
and the coupling procedure drops into an infinite 
loop oscillating between two states: the 
electrochemical solver will determine either a large 
amount of gas, when no vertical component of 
liquid velocity is developing in the flow, or the 
electrode reactions (hence also the gas evolution) are 
blocked by the large vertical component of liquid 
velocity. Avoiding this situation will need an 
improved understanding of the coupling effect and 
maybe also an improved physical description of the 
way how to split the gas flux into a velocity and 
void fraction. Also a time-accurate coupling of the 
solvers, may improve the convergence. 

6. CONCLUSIONS 
The objective of this work was the improvement 

of the quality of simulations in the electrochemical 
reactors by modelling the evolution of the gas 
generated at the electrode. The multi-ion transport 
and reaction model (MITReM), which calculates 
ionic concentrations and the electrostatic potential 
distribution in the reactor, is modified to account for 
the change in electrical conductivity of the 
electrolyte and the current density distribution due to 
the presence of gas. The electrolyte convection field 
and the void fraction are determined using a single-
pressure incompressible two-fluid model. A loosely 
coupled solution algorithm between the 
electrochemical and fluid flow solvers has been 
realised based on newly proposed coupling equations. 
The results obtained using the present coupling 
procedure seems to be physically consistent but 
need further physical/numerical elaboration and 
experimental validation in order to deal with high gas 
fluxes. Based on the simulations performed with the 
coupled solvers, one found that the electrolyte flow 
driven by the gas evolving at the electrode yields 
major changes in the solution of the electrochemical 
system. Therefore, only a multi-ion transport model  
is able to take into account the major effects of gas 
evolution, whereas the electrochemical models which 
do not model the convection contribution are 
incomplete.  
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ABSTRACT
A lab scale burner was investigated at DLR 

institute of Combustion Technology within the 
context of a EU project and in cooperation with 
industrial partners. Experiments were followed by 
numerical simulations used for CFD code 
validation. A commercial CFD code is used for 
solving the transport equations of the flow, while an 
external combustion code is coupled to the solver, 
which calculates source terms due to chemical 
reactions. After each computational time step 
chemistry sources are returned to the solver and 
implemented into the energy and species transport 
equations. The combustion code is an internal DLR 
development while the coupling is done via user 
defined interfaces supported by the CFD code. 
However, with some adaptation work, it can also be 
used for different CFD codes. The core of the 
combustion code is a program package which 
calculates chemical reaction rates of complex 
chemical systems. In the combustion code 
turbulence-chemistry interactions are modelled with 
the Partially Stirred Reactor Concept (PaSR) which 
is suited for taking detailed chemistry into account.
The results are compared with measurements for 
two different syngas mixtures done for the lab scale 
burner.

Keywords: CFD, Complex Chemistry, Mixed-
Language Programming, Syngas, Turbulence-
Chemistry Interactions

1. INTRODUCTION
Natural gas or fuel oil is commonly used for 

power generation. Because of higher prices for oil 
and gas and a sustainable development, so-called 
dirty fuels such as coal or refinery residues as well 
as biomass become more and more important when 
they are pretreated in a gasification process that 

produces low calorific fuels called syngas. The 
highly efficient combined cycle process opens the 
use of these fuels applying in advanced gas turbine 
combustion systems, which are operating at higher 
temperatures and pressure levels. In order to enable 
the proper operation and the demanded performance 
of these applications intensive research is necessary 
to adapt well proven gas turbine combustion 
systems to syngas applications. Within an EU 
project (HEGSA - High Efficient Gas Turbine for 
Syngas Application) industrial partners and research 
institutions cooperate in this subject. The results 
will directly affect future burner design. The 
project’s main targets, such as reduced CO2
emissions or improved fuel flexibility, are outlined 
in the project report [1].

2. SYNGAS COMBUSTION
For syngas combustion a specially adapted 

burner design is needed. A general feature of syngas 
is its low heating value in comparison to natural 
gas, while the reactivity is still comparatively high 
due to the high amount of hydrogen. Under full load 
conditions the mass flow of syngas is about one 
order of magnitude higher compared to that of 
natural gas. Consequently, the effective cross 
sections of the syngas passages have to be distinctly 
larger. Moreover, the elevated hydrogen content 
does not contribute to CO2 emissions. The 
particular burning behaviour of hydrogen such as 
higher flame temperatures and velocities increases 
the risk of flash back conditions and higher NOx
emissions. To avoid this risk the combustor design 
should be capable to burn hydrogen-rich fuel by 
using different dilution options as N2, CO2 or steam 
injection. It is furthermore desirable for the burner 
to have operational fuel flexibility using different 
syngas compositions as well as natural gas or fuel 
oil. New design features as well as adaptations of 
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existing systems including the possibility to inject 
syngas through more then one burner passage, are 
necessary. Blending operation with natural gas is 
also very important, as is increasing variations on
the syngas composition itself. For the burner 
development a generic lab scale burner was used 
that fulfils the aforementioned requirements to 
validate and improve the combustion behaviour of 
different syngas mixtures. The burner was designed 
by the Laboratory of Thermal Engineering at the 
University of Twente in the Netherlands (one of the 
project partners) and is similar to the design which 
would be used in a syngas burner of the industrial 
partners. Adaptations to the burner were done and
combustion tests were carried out to provide flame 
(DLR) and thermoacoustic data (Univ. of Twente). 
The tests were supported by numerical simulations 
using a reduced reaction mechanism, which was 
one target of the project. In the following paper 
results of the experiments in comparison with the 
numerical results are presented. The numerical tool, 
an external combustion code coupled with a CFD 
solver that uses complex finite rate chemistry with a 
simple turbulence - chemistry interaction model is 
described in detail.

3. GENERIC BURNER SETUP
The total setup consists of the burner itself, the 

pressure housing and the gas delivery system. The 
housing is rated up to 40 bars and has a relatively 
large inner diameter (150 mm) with optical access 
and active pressure control. After some adaptation 
the assembly to the burner finally resulted in a 
combustion chamber with dimensions 
90x90x180mm. The chamber has fused silica 
windows on four sides supported by four brass 
alloys posts; these and other metal parts are water 
cooled while the windows are cooled with air jets 
from the outside. Figure 1 shows the cross-sectional 
of the main burner assembly components and 
dimensions.

SyngasAir Air

Axial
swirler

Radial
swirler

10 mm
14 mm

30 mm

90 mm

180 mm

Figure 1. Schematic of the HEGSA burner and the 
combustion chamber

The design consists of four gas passages. Three are 
required for the burner design - swirled syngas, air, 
and an independent methane flow required for 
ignition. Initial combustion tests were carried out at 
a power load of 10kW/bar (based on the higher 
heating value).

Later the load was increased up to 20kW/bar; this 
required additional technical changes to the 
configuration, e.g. in cooling air supply. Two 
different mixtures were investigated in the 
experimental tests. The first mixture (mixture 6, 
m6) contained only carbon monoxide and hydrogen 
as burnable components. The second mixture 
(mixture 7, m7) was based on m6 but replaced 40%
of the thermal load with methane. All experiments 
were carried out at a global air to fuel ratio λ  of 
2.0. Inlet air temperatures varied between ambient 
temperature (293 K) and 423 K. Table 1 gives an 
overview of operating conditions and fuel 
composition. Mixture 7 has less nitrogen then 
mixture 6, clearly indicating its weaker reactivity. 
Due to the constriction at the pressure housing exit, 
the ambient pressure was slightly higher than 
atmospheric pressure. A complete description of the 
burner design is given in [1, 3].

4. NUMERICAL SIMULATION
ENVIRONEMENT

The experimental setup was followed by 
numerical simulations used for CFD code 
validation. The commercial CFD code FLUENT [4] 
is used for solving all the transport equations of the 
flow including turbulence modelling. An external 
combustion code coupled to the main solver, 
calculates only the source terms due to chemical 
reactions. All properties, such as temperature or 
species composition needed to calculate reaction 
rates and thus, changes in species mass fraction and 
internal energy are provided by the solver. These 
values are taken from the cell centres and no care 
has to be taken on cell types or connectivities. After 
each computational time step, chemistry sources are
calculated and returned to the solver where they are
implemented into the energy and species transport 

Table 1. Operating conditions for generic burner 
tests applied for both mixture

m6 m7 m6 m7
Load[kW] 10 10 20 20
Pressure 1-1.15 bar
CO  [g/s] 0.581 0.344 1.162 0.687
H2  [g/s] 0.029 0.017 0.058 0.034
CH4 [g/s] - 0.074 - 0.148
N2  [g/s] 1.256 0.745 2.519 1.490
T air 293K / 423K
T Fuel 293K
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equations. Because of the solving procedure for the 
reaction rates, it is strongly recommended to 
calculate them for each time step; otherwise, 
problems of convergence may occur. Kinetic 
reaction parameters such as activation energy or the 
preexponential factor for each elementary reaction 
are read in via an input parameter file that can 
always be adapted to other reaction mechanism 
data. The segregated unsteady solver of the CFD 
code is used, where balance equations are solved 
sequentially, i.e., segregated from one another. 
Source term implementation is called by each 
“Solve” routine for the variable currently under 
consideration. In some cases the available coupled 
solver is better fitted to the problem or yields a 
solution more quickly. The combustion code is an 
in-house DLR development; while the coupling is 
done via user defined interfaces supported by the 
flow solver. However, with some adaptation work, 
it can also be used for different CFD codes. The 
coupling between the solver and the combustion 
code is very simple because of the well working 
interface, which enables the users to intervene in the 
transport equations by source term definitions, to 
define new scalar transport equations, or to include 
their own computational models. A simple 
schematic of the coupling process can be seen in 
Figure 2. While the chemistry code is written in 
Fortran 90, a Fortran-C coupling has to be applied. 
Data needed to calculate chemistry sources are 
transferred via a parameter list to the Fortran 90 part 
of the program and vice versa. The combustion 
code provides its own graphical user interface to set 
parameters for the combustion chemistry 
calculation even within a running program; it also 
enables the user to control the computation very 
comfortably. As combustion does not need 
information about cell connectivities, the 
combustion code can be parallelized very easily.

C 
CFD 

Solver

Combustion
Code

User Interface

Cell
Properties

Cell
Sources

FORTRAN 90

Figure 2. Schematic of Coupling the CFD solver 
with the external combustion code

5. THE COMBUSTION CODE

Finite Rate Chemistry
The core of the combustion code is a program 

package, which calculates chemical reaction rates of 
complex chemical systems no matter how many 
reactions and species are considered. For a set of 
elementary reactions changes in species 
concentrations are solved using the following form,

    ( )= =∑ ∑
r

ri i
i j

r r

dc dc
F c

dt dt
(1)

where ci is the molar concentration of species i and 
r

iF is the reaction rate of each elementary reaction r. 
Using the law of mass action, the reaction rate can 
be expressed as follows

( ) (  -  ) -  
 

=  
 

∏ ∏jr jra br
i j ir ir fr j br j

j j

F c b a k c k c (2)

In Eq. (2) kfr and kbr are the rate coefficients for the 
forward and backward reactions defined by using 
Arrhenius law, and air and bir are the stoichiometric 
coefficients of indicated species. A fully implicit 
solution to Eq. (1) can be obtained applying Newton 
linearization, which is a very expensive procedure 
because of the strong nonlinearities of the systems 
due to the different chemical time scales. An 
alternative way to solve the equations is an explicit 
approach that is time step depended and thus can 
lead to negative species concentrations in some 
cases. The so-called “reference species technique” 
[5] as a semi-implicit solution method is used to
overcome this drawback, enabling a very stable 
solution. The main idea of this approach is the 
definition of a reference species for each elementary 
reaction, in which Eq. (1) is linearized. The 
reference species is the one that is in greatest danger 
of being driven negative at the end of the given time 
step. It is consumed by the reaction and has the 
lowest concentration. For each reaction it is 
determined from the following condition

     min

 
  = = 
 
  

r
i

r r
k i r

i

dc
dtc c imum
c

(3)

All reactions are treated sequentially, i.e., 
segregated from one another. After a reaction rate is 
calculated for reaction r, species concentrations and 
internal energy representing temperature are 
updated and used as input values for reaction r + 1
until r = NR is reached, where NR is the total 
number of all reactions. For sufficient small time 
steps, this procedure yields to correct results. For 
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each elementary reaction a characteristic chemistry 
time r

chemτ can be calculated [6]. Doing this a wide 
range of chemical time scales can be found 
covering very fast equilibrium reactions, reactions 
with chemistry times in the order of the turbulent 
mixing time, which are kinetically controlled up to 
the slow reactions, such as NO formation reactions. 
To improve the solution the sequence of the 
elementary reactions should adapt to the 
characteristic chemistry time. One can put fast 
reactions at the beginning and slow reactions at the 
end of the solution loop using a quick sorting 
algorithm.

Turbulence Chemistry Interactions
In the combustion code turbulence-chemistry 

interactions are modelled with the Partially Stirred 
Reactor Concept (PaSR), which is suited for taking 
detailed chemistry into account [7]. As a basic 
assumption in the model, a computational cell is 
divided into a reactive and a non-reactive part and 
reactions only occur in the volume fraction κ of the 
cell. Changes in compositions occur due to mass 
exchange with the reaction zone, while the reaction 
zone itself is treated as a perfectly stirred reactor, 
where species are perfectly mixed and all 
fluctuations can be neglected to calculate the 
chemical source term. The mean concentration ic
in the cell is then determined by the following 
relation

  (1 -  )       ;    [0,1]= κ + κ κ∈N R
i i ic c c (4)

where N denotes the non-reactive and R the reactive 
part of the computational cell, respectively, and ci is 
the molar concentration on a sub grid level. The 
question now is how to split the cell into these two 
parts and how large is the mass fraction of the 
mixture taking part in the combustion. A very 
detailed description can be found in [7]. The
transformation process leads to the conclusion that 
the sub grid fraction is accounted through a filter

rκ , which is included in the calculation of the 
reaction rate formulation linearized in the reference 
species. The factor rκ only depends on an integral 
mixing time mixτ and the characteristic chemistry 
time r

chemτ for reaction r and is specified as

τ
κ =

τ + τ

r
chem

r r
chem mix

(5)

While r
chemτ  can be clearly defined for each reaction 

the calculation of the integral mixing time mixτ
varies and depends strongly on the turbulence 
model for the flow. The simplest form to calculate 

mixτ using the Taylor scale can be written as follows

τ =
εmix mix
kC (6)

in which Cmix is a constant that varies between 
0.001 and 0.3 [7]; k is the turbulent kinetic energy 
and ε is the turbulent dissipation rate. Other 
formulations to calculate mixτ can be found in 
literature [8, 9, 10] and are discussed in detail in [6].
Regarding Eq. 4 states that rκ  is limited between 0
and 1. If r

chemτ is very large in comparison to the 
integral mixing time, rκ tends to be unity and 
turbulent mixing does not influence the reaction 
rate. Reactants are already mixed and able to react. 
On the other hand, if r

chemτ is small in comparison to 
the integral mixing time, rκ  tends to become zero 
and no reactions occur because reactants are not yet 
mixed completely. If r

chemτ and mixτ are of the same 
order of magnitude, kinetically controlled reactions 
are influenced by the mixing process, and 
interaction is described. Even though the 
combustion model is easy to implement, but it has 
to be adapted by the constant Cmix, due to the 
insufficient formulation of mixτ as an integral value.
Furthermore there is only one concentration in the 
cell - the mean concentration - which is the main 
drawback of all empirical closures for the chemical 
source term in RANS simulation. Information about 
the species and temperature distribution are needed 
to solve the fine scales on a computational grid.

6. COMPUTATIONAL SETUP
For the computation a 3-D mesh representing 

a 90 degree rotational sector of the burner
(including the swirl body and the combustion 
chamber) was created, with very few cells to 
accelerate the computation at the beginning. With 
the first solution on a coarse level of about 16000 
hexahedral cells, the refinement tools of the CFD 
solver allow an improved solution on a refined grid 
up to 60000 cells. For both setups the overall 
specific heat release is shown in Figure 3, which of 
course differs noticeably from 3a) to 3b).

syngas

air

0
10

20

[mm]

burner pressure housing (combustion chamber)

Figure 3a. Solution with a  coarse grid
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The adaptation of the grid is done dynamically after 
a number of user-defined time steps, whereas the 
amount of the reaction rate is used to determine 
regions for grid refinement or coarsening.

Reduced Reaction Mechanism
For the numerical calculation two different 

mixtures (cf. Table 1) were used and compared with 
the experimental results. Within the project a 
reduced chemical mechanism (M-I) for a syngas 
mixture containing methane for defined operating 
conditions was developed [1, 3]. The mechanism 
consists of 19 species and 86 elementary reactions 
and can be applied to m7. The reaction path for 
methane combustion is not necessary for 
calculations using m6, because only carbon 
monoxide and hydrogen are in the fuel. Therefore, a 
second reaction mechanism (M-II) containing 11 
species and 21 reactions is developed, which only 
can be applied to the pure syngas mixture. Both 
reduced mechanisms are based on the GRI3.0 
methane combustion mechanism. More details 
about the reduction procedure can be found in [3]. 
Since M-I also describes path ways for carbon 
monoxide and hydrogen combustion, it should be 
applied to m6 as well. Thus, for a better comparison 
of the computational results it is recommended to 
use M-I for both mixtures.

7. RESULTS AND DISCUSSION

Flowfield
PIV (Particle Image Velocimetry) 

measurements of velocity fields were done for a 
burner load of 10kW/bar for both mixtures. In a 
longitudinal slice through the combustor, that splits 
the combustion chamber in the middle at z = 45 
mm, measurements and computational results are 
compared. Axial and radial components of the 
velocity field are measured starting directly at 
burner exit up to x = 50 mm into the combustion 
chamber for the hot burning case. In Figure 4 a 
contour plot of the axial and radial velocities of the 
measurements and the numerical simulation for m6 

is shown. At position y = 5 to 7 mm syngas enter 
the combustor, whereas between y = 8 to 15 mm air 
is injected.

Experiment Simulation

-8                   m/s              14

axial velocity component

-14                m/s               15

Experiment Simulation

radial velocity component

Figure 4. Axial and radial velocities components 
in a longitudinal slice through the combustion 
chamber for m6

Only weak velocities right at the burner exit can be 
seen for both air and syngas in the experiment. The 
recirculation zones - the mixing that occurs between 
inner recirculation zone, outer recirculation zone 
and syngas is strong. PIV measurements at the exit 
of a swirled burner are biased – the flow is 45 
degrees out of plane. Thus, 0.7 of the velocity 
magnitude could only be measured. The flowfield is 
characterized by a flame cone that is directed 
outwards and a large inner recirculation zone is 
formed around the burner axis, due to the swirled 
inflow streams, which are responsible for 
stabilization and the shape of the burning flame.
Further out the flow is accelerated due to heat 
release from combustion and axial velocities 
increase to up to 13 m/s. For the flames with a 
thermal load of 20 kW the velocities are expected to 
be as twice as high as in the 10 kW case. The axial 
and radial velocity profiles for m7 are shown in 
Figure 5. Both, the experimental result and the 
computational flowfield are given and are in good 
correlation, but the calculated recirculation speeds 
are overpredicted compared to the measurements. 
Comparison of m6 and m7 shows that the flow 
fields differ slightly, and one can conclude from the 

syngas

air

0
10

20

[mm]

Figure 3b. Solution with after grid adaptation
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velocity distribution, that the combustion behaviour 
for both mixtures is not equal because of their 
different inflow compositions. Velocities for m6 are 
higher compared with those from m7, where the 
maximum is about 10m/s. The latter uses less 
hydrogen, carbon monoxide and nitrogen, which 
reduces the total mass flow for the fuel. In contrast 
to the lower fuel mass flow in m7 due to methane, 
more air has to be injected to achieve the desired 
global air to fuel ratio.

Reaction Zone
Although the amount of chemical bounded 

energy in the fuel varies, the burner load is the same 
for both mixtures. Nevertheless, the reaction 
behaviour of m6 and m7 are interesting to 
investigate because of the two heating values 
caused by their different compositions. The higher 
heating values of m6 and m7 are 5.4 MJ/kg and 8.4 
MJ/kg, respectively. The flame shape and reaction 
zone structure were identified using PLIF (Planar 
Laser Induced Fluorescence) measurements of OH 
concentrations as well as OH chemiluminescence
[2] and are compared with the results from the 
computation. Using the reduced reaction 
mechanism (M-I) one can get information about 
species formation and consumption. A typical 
temperature distribution from the calculation of the 
generic syngas burner is shown in Figure 6a.

m7 airm6air

T max = 
1750 K

T max = 
1810 K

T Exit = 
1478 K

T Exit = 
1480 K

mixture 6 mixture 7

m7 airm6air

mixture 6 mixture 7

Figure 6a. Calculated temperature distribution (left) 
and corresponding specific heat release (right) for m6 
and m7 at air inlet temperature of 293 K and a burner 
load of 10kW/bar

In all cases and for both mixtures the averaged 
temperatures at the combustor exit are almost near 
the adiabatic temperature for the global mixture ( λ
= 2), i.e., about 1478 K for m6 and 1480 K for m7
at air inlet temperatures of 293 K, whereas the 
maximum temperatures within the combustor vary. 
The walls of the combustion chamber are assumed 
to be adiabatic in all calculations. The maximum 
temperature of m6 is about 1750 K within the main 
reaction zone. Because of the separated inflow 
stream for air and syngas combustion is 
characterized by a diffusion flame where the 
reactants have to be mixed first before they start to 
react. Regions at nearly stoichiometric conditions 
exist depending on the mixing process, where a 
consequent refinement of the computational grid 
improves the solution. The maximum temperature 
for m7 is calculated with 1810 K which is slightly 
higher then for m6. However, a higher maximum 
temperature at m7 is always calculated for all other 
cases. The adiabatic flame temperature for m7 at 
stoichiometric conditions is about 2077 K but only 
1991 K for m6. Thus, turbulence reduces maximum 
temperatures in the flame, which is predicted well 
with the used turbulence combustion model. The 
recirculation of the flow transports hot gases near 
the combustor axis and preheats the reactants. From 
the contour plot one can recognize that fuel and air 
do not react immediately when entering the 
combustor. The main reaction zone is located a few 
mm behind the nozzle. The specific heat release due 
to combustion for the same configuration is 
presented in Figure 6a as well. A more open flame 
cone for m6 can be observed in comparison to m7. 

axial velocity component

-8                m/s               14

Experiment Simulation

-14                   m/s             15

Experiment Simulation

radial velocity component

Figure 5. Axial and radial velocities components 
in a longitudinal slice through the combustion 
chamber for m7
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The pure syngas mixture seems to be more reactive 
then m7. Fast reactions of hydrogen decomposition 
take place first, while methane decomposition 
requires more time to split the molecular bonds. The 
measured data show that all flames burn with
almost the same shape, they do not change 
significantly from each other, and burn very stably. 
Regarding images of OH chemiluminesence, the 
area of the reaction zone can be localized. It was 
found that preheating of the air temperature has no 
influence on the flame shape, whereas a change in 
the composition from m6 to m7 leads to a slight 
increase of the flame height [2]. The influence is 
quite small but can also be observed in the 
computational results, e.g., in Figure 6a. 
Furthermore, a significant change is seen in the 
measured data for the chemiluminescence intensity 
which is higher for m6. The maximum of the 
calculated specific heat release for m6 is about 
1.352e+09 W/m3, whereas it is calculated with 
1.04e+09 W/m3 for m7 and thus, confirms the 
measured results as well. The burner load affects 
also the reaction behavior. The reaction zone moves 
a little bit downstream when increasing burner load 
from 10 to 20 kW and its maximum temperature 
value is higher in the 10 kW case. A better mixing 
process of air, fuel and burnt gases in the 20 KW 
case seems to be the reason for the lower 
temperatures.

m6 airm6air

T max = 
1750 K

T max = 
1660 K

T Exit = 
1478 K

T Exit = 
1480 K

10 kW 20 kW

m6 airm6air

10 kW 20 kW

Figure 6b. Calculated temperature distribution (left) 
and corresponding specific heat release (right) for 
m6 at air inlet temperature of 293 K and a burner 
load of 10 kW/bar and 20 kW/bar

Temperature and specific heat release for m6 at 
different burner load is shown in Figure 6b. The 
maximum temperature of the 20 kW case decreases 
to 1660 K. Of course, air preheating leads to higher 
temperatures. In Table 2 the calculated maximum 

and combustor exit temperatures are summarized. 
Computational results for the preheating case and 
10 kW are not calculated yet.

Table 2. Calculated maximum and mean exit 
temperatures for m6 and m7 at different 
operating conditions

m 6 m 7 m 6 m 7
Load [kW] 10 10 20 20
Tair 293 K
Tadiabatic,( λ =2) 1476 1478 1476 1478
Tcalc,exit 1474 1476 1482 1478
Tadiabatic,( λ =1) 1991 2082 1991 2082
Tcalc,max 1750 1810 1650 1715
Tair 423 K
Tadiabatic,( λ =2) 1580 1582 1580 1582
Tcalc,exit 1565 1583 1568 1576
Tadiabatic,( λ =1) 2077 2158 2077 2158
Tcalc,max - - 1730 1827

The intensity of the OH concentrations of the PLIF 
measurements leads to the same conclusions that 
are made for OH chemiluminescence concerning air 
temperature, load and fuel composition. In Figure
7a and 7b the intensity of measured OH 
concentrations is given in comparison to the 
calculated OH concentrations. The values from the 
simulation are normalized between 0 and 1 to 
represent the values from the PLIF measurements. 
It is pointed out in [2], that the highest OH 
concentrations within a PLIF image probably stem 
from superequilibrium OH, i.e., “young” OH which 
had just been formed in a reaction zone. If 
comparing the results, a strong intensity on OH 
within the main reaction zone can be found, while 
there is no OH in the outer recirculation zone 
outside the flame.

mixture 6

OH-PLIF OH-PLIF

mixture 7

Figure 7a. Calculated normalized OH 
concentrations and measured OH intensity for 
m6 and m7 at air inlet temperature of 293K and 
burner load of 10 kW/bar
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mixture 6

OH-PLIF

mixture 7

OH-PLIF

Figure 7b. Calculated normalized OH 
concentrations and measured OH intensity for 
m6 and m7 at air inlet temperature of 293K and 
burner load of 20 kW/bar

Before interpreting the results, a short remark to the 
colour map of the figures should be made. The 
black colour in the measured images indicates an 
intensity of almost zero, where in the calculation it 
is the blue colour. Nevertheless, OH concentrations 
can be found in the blue section as well, but they 
are too low to be illustrated. In the inner 
recirculation zone a little amount of OH can be seen 
both in the calculations and in the measurements, 
which is supposed to be the equilibrium 
composition. At the exit of the combustion chamber 
near-equilibrium concentrations are reached and are 
computed with 7.5e-07 kmole/m3 for m6 at 10 kW 
and 293 K air temperature. OH concentrations from 
equilibrium calculations are always lower for m6 
than for m7 and never exceed the maximum values 
that are calculated from equilibrium at 
stoichiometric conditions.

8. SUMMARY
A powerful and reliable external tool for the 

calculation of complex chemistry in combustion 
processes is coupled to the commercial flow solver 
FLUENT 6.2 and applied to a generic lab scale 
burner using two different syngas mixtures. The 
results are in good agreement with the measured 
OH-PLIF data and the same observations that are 
found in the experiments are made from the 
numerical simulation. Flame shapes do not vary 
significantly when burning two syngas mixtures 
using the same burner at different operating 
conditions. Nevertheless, a slightly higher flame 
can be observed for m6 and m7 both in experiments 
and in the simulation. To achieve a better 
performance the next step will be the parallelization 
of the combustion code which in principle is simple 
to manage because of the of the cell based code 
structure. The module itself is easy to handle and all 
input parameters are set by the user supporting a 
graphical user interface.
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ABSTRACT  
The investigateon of the renewable gases, like 

biogas, wood gas, pyrolysis gas (etc) have great 
importance in the sustainable development. The 
development of the validation methods and systems 
is fundamental in the CFD modelling of combustion 
such types of gases. In this article we introduce our 
system and technique used for qualitative validation 
and investigation of the combustion processes. The 
system based on the evaluation of the optical non-
homogeneities caused by the temperature, by the 
pressure and/or by the concentration distributions. 
Later the used system, the picture post processing 
method and some results are presented. The results 
are compared with a reference temperature 
measurement made by micro size thermocouples. 
The paper gives a review of the errors and the 
possible causes. After the part dealing with 
“schlieren” the CFD simulations results are 
presented. Three models were built with different 
detailed reaction mechanisms. The results are 
compared with the same reference measurement 
already mentioned. 

Finally the paper gives a summary of the 
possible usage of “schlieren” in CFD validation. 

Keywords: Schlieren, flame, CFD 

NOMENCLATURE  
 

ε [-] deviation angle 
n [-] refraction index 
φ [-] angle between the grad(n) vector

 and the curved light ray 
R [m] radius of the curved light ray 
r  [m] coordinate 
T [K] temperature 
p [Pa] pressure  
δ [-] n-1 
ρ [kg/m3] density 
ν [1/m] refraction gradient y component 

µ [1/m] refraction gradient r component 
 
Subscripts and Superscripts 
0 undisturbed case 
x,y directions in the Cartesian coordinate 

system 
y,r directions in the cylindrical coordinate 

system 
λ,I indexes in summation   

1. INTRODUCTION  
Generally the literature refers to „schlieren” as 

a kind of optical non-homogeneity. Optical non-
homogeneity means those places of the given 
medium that cause deviation of the light transmitted 
through on. This change of direction of the light 
beam can be made visible by the proper optical 
device. If a transparent object containing 
„schlieren” is illuminated by the parallel light beam, 
the light beam deviate at the place of „schlieren”. 
Placing a screen in the path of beams that 
transmitted through the examined area, the image of 
the area containing „schlieren” will be displayed 
with darker shade on the screen, and the value of 
deviation will be proportional to the intensity 
displayed on the image. 

2. PROCESSING OF CYLINDRICAL 
SCHLIEREN IMAGES 

The „schlieren” photographs typically present 
qualitative information about the phenomena that 
cause the change of refraction index inside the 
object. During the data processing, the deviation 
angle ε must be determined from the blackening. 
The variation of the refraction index namely the 
gradient of the refraction index might be determined 
from the deviation angle. The following equation 
can be written for the deviation and the variation of 

the refraction index ϕsin1
n

gradn
R

=  . We have 

been typically analyzing the images of cylindrical 
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symmetric objects during our measurements. 
Ignoring the deductions found in bibliography, in 
this case we can declare that the number of the 
independent variables decreases to two. [1,4] 

In cylindrical symmetric analysis we start from 
the assumption that the given object, as a concentric 
medium, is composed of circles with constant 
refraction indexes. 

 

Figure 1.  Assumed cylindrical zones with 
constant refraction index  

The concentric circles can be placed in the x-z 
plane and light diffraction can appear only in planes 
normal to x and y if the path of light ray is parallel 
with the z-axis. The use of the cylindrical 
coordinate system is appropriate, as we can see on 
the “Figure 1”. So, the two independent variables 
are y and r. Ignoring the deduction again, the 
equation system written for the deviation angles 
takes the following form: 
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=λ  are constants referring 

to one zone. [4] 
The equations are expressed for the deviation. 

In reality just the deviation is available, and from 
this the gradient of the refraction index can be 
calculated as a function of r and y. The evaluation 
might be made advancing inwards starting at radius 
r0, and step by step from one radius to the other 
calculating the refraction indexes. 

2.1. Physical variables influencing the 
refraction index 

In order to analyze the images, it is important to 
know the phenomena that cause the deviation. 
Generally, the refraction index depends on 
wavelength, temperature, pressure, material quality 
and concentration of components in case of 

mixtures. For given material quality, the refraction 
index depends exclusively on density ρ. In our 
flame experiments the mediums are always gaseous. 
The pressure and temperature of gases determines 
the density according to the ideal gas equation: 

T
M
Rp

=
ρ

. If we apply this equation for a known 

state on one hand and the unknown state on the 
other hand, the result will be as follows: 

0 0 0

p T
p T

ρ
ρ

=  . According to the Gladston-Dale 

formula, the right side of the equation is also equal 

to the
0δ

δ ratio, and magnitude of δ is 10-3. Since for 

gases the change of refraction index depends 
exclusively on change of density, the following 
differential equation can be formed: 

dT
T

dP
P

d
∂
∂

+
∂
∂

=
δδδ  (3) 

In case of free jet flames the pressure might be 
considered almost equal to the ambient pressure. 
Since the variation of the pressure can be neglected 
comparing to the variation of temperature we 
consider dP=0, therefore the first term disappears 
from equation “Eq (3)”. Since p=p0 and δ=n-1, 

from the equation 
0

0 T
Tδδ = the following relation 

can be derived: 

0
0 )1(1

T
Tnnt −+=  (4) 

  Finally, the change of the refraction index 
might be expressed as follows 

2
0

0 T
T

dT
d δδ

−=  (5) 

The relation presents the variation of the 
refraction index as function of the temperature, in 
other words it shows also the change of sensitivity 
as a function of the temperature.  Increase of 
temperature means decreasing of the sensitivity. 

The refraction index of a mixture containing a 
certain amount of components can be calculated 
from the refraction indexes of the individual 
compound elements, including the molar quantities 
of the compound elements. The refraction index of 
a stochiometric mixture of methane-air is 
n=1.000295 at the ambient temperature and the 
refraction index of the combustion product is 
n=1.00029. The deviations of refraction indexes are 
less than 2%. The values of the refraction indexes in 
the whole temperature region produced during the 
combustion are shown on “Figure 2”. [2] 
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Figure 2.  Refraction index as the function of the 
temperature using CH4 as a fuel 

As one can see on the diagram, the change of 
refraction index is less and less by increasing the 
temperature. The first derivative of the refraction 
index with respect to temperature gives the slope of 
the curve and the gradient of the variation at the 
same time. The diagram on “Figure 3” represents 
the gradient of the refraction index as a function of 
temperature. As one can see on “Fig. 2”, during the 
combustion of methane, the difference between the 
refraction index of the air-fuel mixture and the 
refraction index of the combustion products is not 
significant therefore the gradients can be considered 
identical and represented with a common curve. 
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Figure 3. The gradient as a function of the 
temperature 

One can follow on the diagram of “Fig. 3” that 
the gradient of the refraction index decreases as the 
temperature increases. The gradient of the refraction 
index becomes visible on the „schlieren” image. In 
respect of the flame analysis this means that the 
curve flattens out exactly inside of this interval 
(800-2500K), where the combustion takes place. [3] 

2.2. Evaluation of Schlieren pictures 
In order to make „Schlieren” pictures 

appropriate for further evaluation, pre-processing 
and filtering have to be done. We manage the 
pictures as matrices. Converting the pictures to 
greyscale one can reduce the number of necessary 
matrices into one. One element of this matrix 
related to the picture represents the intensity of one 
pixel. In the course of pre-processing we need a 

picture of the empty examining field as a reference. 
To clean all pictures we make a conversion matrix. 
This matrix contains the difference between each 
element and the largest element of the reference. 
With the summarization of the reference matrix and 
the conversion matrix we get a smooth vision field. 
First we clean all the pictures with this matrix 
summarization method. In order to get a clean result 
we used a remote controlled camera so that we 
could avoid the shifting of the edges. If the shifting 
of edges can’t be avoided the usage of some feature 
detector method is necessary. The random errors 
still remained in the pictures were filtered with 
Gaussian smoothing. 

In the further processing from the intensity 
change according to the smooth surroundings we 
compute the light beams deflection angle. Knowing 
the deflection angle distribution the refraction 
coefficient, the density, and the temperature 
distribution might be determined. 

 
Figure 4a. Original picture 

 
Figure 4b. Original black and white picture 

 
Figure 5. Original reference 

 
Figure 6. Picture of reference matrix 
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Figure 7a. Cleaned picture 

 

Figure 7b. Intensity distribution along the line 
specified on “Figure 7a” 

 
Figure 8a. Gauss filtered picture 

 
Figure 8b. Intensity distribution along the line 

specified on “Figure 8a” 

3. INVESTIGATION OF DIFFERENT 
LAMINAR PRE-MIXED FLAMES 

To test the „schlieren” system three different 
fuel gases were investigated. First gas was normal 
natural gas (CH4>92%) as a reference, second gas 
was a typical biogas (CH4 = 60%, CO2 = 40%), the 
third one was a typical producer gas (CH4 =5%, 
CO2 = 5%, CO =20%, H2 = 20%, N2 = 50%). 

Table 1. Main parameters of investigated gases 
(* stochiometric conditions) 

 Natural 
gas Biogas Producer 

gas 

Heating value 
[MJ/m3] 33,435 20,086 6,032 

Theoretical air 
demand,[-] 9,52 5,71 1,43 

Laminar* flame 
velocity, [m/s] 0,3991 0,2561 0,4044 

Adiabatic* flame 
temperature, [K] 2224 2096 1973 

The deviation angles of the three different gases 
are presented on “Figure 9”. The volumetric flows 
of the three flames are equal, and the excess air 
ratios are stochiometric. The artificial colouration is 
(colours mean different deviation angles) useful 
only for comparison of the flames, because the 
flames are cylindrical symmetric, therefore the 
relationship of the deviation angle and the refractive 
index are non obvious. 

Comparing the pictures some important statements 
might be done. The most important differences are in 
the shape of the outer paths and in the contour of the 
inner flame cone. The cone angle of the biogas – the 
highest flame cone – is the narrowest and the cone angle 
of the producer gas is the widest, inasmuch as the flame 
velocity is the highest here. 

 
Figure 9. Deflection angle distributions: 

1 natural gas; 2 biogas; 3 producer gas 
 
The contour of inner flame cone has the same 

thickness both in the biogas and natural gas flame, 
unlike in the producer gas, where the combustion of 
H2 and CO is the most representative. The shapes of 
the flue gas streams are similar in the case of biogas 
and natural gas, whilst the geometry of the inner 
flame cones is different. Combusting the biogas the 
shape of the flue gas stream is determined by the 
geometry of the inner flame cone (perpendicular 
outflow), in the case of natural gas the geometry of 
the stream is determined by the shape of the inner 
flame cone and the more intensive heat liberation. 

3.1 Flame temperature distribution 
The temperature distribution holds valuable 

information for different phenomenon and it has 
great importance in the combustion research also. 
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As it was treated in the previous sections, the 
„schlieren” technique has potentials in 
determination of the temperature field but one 
should compromise with the performance as the 
temperature increases and reaches the most 
interesting region connected to the combustion. In 
order to taking into account this unbeneficial 
character of the method the direct temperature 
measurement was done by the help of the micro 
thermocouples. The flame that was investigated by 
the „schlieren” technique, in parallel, the flame 
cross sections were scanned by the help of the 
micro meter spindle in different height. For 
example the “Figure 10” shows the temperature 
profile that were measured and determined by the 
„schlieren” technique at different height in a natural 
gas flame. Independently of the obvious errors it 
might be seen as the method performance and 
applicability becomes more non acceptable as the 
temperature increases.    

 

 
Figure 10. Temperature profiles in different 

height   
 
It is more than obvious that the temperature 

profiles provided by „schlieren” method are far 
away from those that one might accepted. It should 
be mentioned here that the result temperature 
profiles provided by the thermocouples were 
corrected by taking into account the radiation heat 
losses as well. The corrected profiles are shown in 
“Figure 10”. 

4. CFD SIMULATION 
Besides applying of the „schlieren” method the 

CFD simulation was performed, but still only for 
the natural gas type flames. Different combustion 
mechanisms were tested for flame calculation: 
 Methane – Air 1 step 
 Methane – Air 2 step 

 DRM-19 Model 
The physical data of the modelled burner is 

shown in “Figure 11” together with the modelled 
zone with its boundary conditions. It was assumed 
that the phenomenon is cylindrical. 

 

 
 

Figure 11. Physical dimension and boundary 
condition of the modelled zone 

 
The heat transfer interactions between of the 

burner spout – air methane mixture, burner spout – 
air flow and burner spout – flame were neglected as 
well itself the burner spout was skipped. These 
assumptions mean that we neglect the flame cooling 
as well the fuel mixture preheating caused by the 
burner spout. Uniform speed distribution was 
declared in the burner spout since a ferrule is 
installed here to uniform the air – methane mixture 
flow. The homogenisation of the air – methane 
mixture was performed by the chamber, filled with 
steel biscuit. 

 
Table 2. Velocity inlet data 

Inlet speed 1.25 m/s 

Inlet temperature 300 K 

O2 mass percent (23.3 m/m %) 0.2048 kg/kg 

N2 mass percent (76.7 m/m %) 0.6740 kg/kg 

CH4 mass percent 0.1212 kg/kg 
       
Table 3. Pressure outlet data 

Pressure (gauge) 0 Pa 

Outlet temperature 300 K 

O2 mass percent (23.3 m/m %) 0.2048 kg/kg 

N2 mass percent (76.7 m/m %) 0.6740 kg/kg 
 
As it is clear from the “Table 1” it was assumed 

that the fuel is 100% CH4.  
In the CFD simulation a structured mesh was 

applied, based on the “Schlieren” visualization, at 
the location of the reaction zone the mesh was 
settled fined. The mesh contains 15690 cells as it is 
shown on “Figure 12”. 
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Figure 12. Applied structured mesh 

 

4.1 Modeling of the combustion 
Since complex combustion mechanism is not 

available in the database provided by the FLUENT, 
a freely downloaded database was applied. This 
DRM-19 mechanism is the reduced version of the GRI-
Mech. 1.2.[//diesel.me.berkeley.edu/~gri_mech/new21] 

 In the case of the applied excess air-fuel ratio 
the mechanism results great error, but comparing 
with the built in 1 step and 2 step model the 
provided accuracy is the best. The major part of the 
error might be due to that the GRI Mech 1.2 is 
optimized for different component ratio that we 
had. The initial flow field was defined equal with 
the previously calculated flow field without 
combustion and in a small zone the high 
temperature is prescribed as the starting point of the 
reactions. 
 

 
Figure 13. OH distribution by DRM-19 model 

        
Only the multi stage reaction mechanism offers 

modeling the inter combustion products, like OH 
ions, (chemical entities). The OH ions concentration 
has special importance in predicting the outer flame 
cone shape (See “Figure 13”), as well as the 
temperature and the inner flame cone shape 
predicting. Comparing the OH ion concentration 
and the temperature field with common and 
“Schlieren” pictures one can see that the computed 
flame is larger. 

However the results calculated with the multi 
stage reaction mechanism shows a flame larger in 
height and diameter than the original, the shape of 
temperature profiles are close to the ones measured 
with thermocouples. With the axial profiles the 
difference is in the rate of rising of temperature. 
The calculated axial profile rises at higher axial 
positions and at the peak achieves lower 
temperature. 

 

 
 

Figure 14. Temperature profile at 5 mm height  
 

 
 
Figure 15. Temperature profile at 10 mm height  
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Figure 16. Temperature profiles in height 

4.2 Result rating 
It is more than obvious from the results that 

either the “Sclieren” method either the CFD 
modeling results are greatly different from the 
measured values.  There are some possible causes 
among the others connected to the image capture, 
image processing and in the evaluation also. The 
direct image capture helps prevent the mottled glass 
caused random failures that difficult taking into 
account. During the evaluation only the temperature 
dependence of the refraction index was considered. 
The effects of different inter combustion products 
on the refraction index change together with the 
pressure might be comparable to the temperature in 
case of high temperature values since here the 
temperature dependence of the refraction index is 
weak. The self illumination of the flame also 
disturbs the intensity distribution. 

The simulation of the combustion process, even 
in the case of simple flames that were investigated, 
needs sophisticated reaction mechanism. Using the 
simple methods the results might be far away from 
the acceptable ones. However the temperature 
profiles from the “Schlieren” pictures also are 
disadvantageous, the applicability in the 
observation of the flame structure (i.e. inner and 
outer cone) is valuable.   

5. SUMMARY 
The “Schlieren” method raises many problems. 

The tight relation between the sensitivity and the 
detection range could cause loss of information in 
case of processing the images. The method affords 
quantitative results also but the real strength of the 
method manifests in the qualitative analysis. This 
feature is advantageous in visualizing those effects 
in different phenomena which are invisible. 

 

Beyond the simple visualization the “Schlieren” 
method might be applied as a validation tool  in 
different CFD simulation. The process might be 
twofold. One hand the direct compare of the 
calculated flow field, temperature distribution, 
concentration distribution etc. with the visualized 
phenomenon. The other hand an artificial 
“Schlieren” picture might be constructed 
summarizing different effects on the refraction 
index and comparing this artificial image to the real 
one. This technique is mentioned in the literature 
and the authors efforts are going on in applying this 
way of the “Schlieren” method.    

ACKNOWLEDGEMENTS 
This research supported by OTKA (Hungarian 

Scientific Research Fund Programs) project T 
046860 entitled “Investigation of Combustion 
Properties of Biogases” and partly by project D 
048678 entitled „Investigation of Combustion 
Properties of Renewable Energy Sources” 

REFERENCES 
 

[1] H. Scahrdin, 1934, “Das toeplersche 
Schlierenverfahren”, VDI Forschunsheft, 

[2] R.W. Ladenburg, 1955, “Physical 
Measurements in Gas Diynamics and 
Combastion”, London  

[3] Németh A.-Szalay O.., 1962, “A résoptikai 
módszer és alkalmazása az égési kutatásban.”, 
Máfki,  258, Veszprém, 

[4] F.J. Weinberg, 1963, “Optics of flames”, 
Butterworths,   

954



Turbomachinery



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

NUMERICAL SIMULATION AND ANALYSIS OF THE DECELERATED 
SWIRLING FLOWS IN HYDRAULIC TURBINES  

Romeo SUSAN-RESIGA1, Sebastian MUNTEAN2, Sandor BERNAD3,  
Ioan ANTON4  

 
1 Corresponding Author. Department of Hydraulic Machinery, “Politehnica” University of Timisoara. Bd. Mihai Viteazu, No.1, RO-
300222, Timisoara, Romania, Tel: +40-256-403692, Fax: +40-256-403700, E-mail: resiga@mh.mec.upt.ro  
2 Hydrodynamics and Cavitation Laboratory, Romanian Academy – Timisoara Branch E-mail: seby@acad-tim.tm.edu.ro  
3 Hydrodynamics and Cavitation Laboratory, Romanian Academy – Timisoara Branch E-mail: sbernad@mh.mec.upt.ro 
4 Department of Hydraulic Machinery, “Politehnica” University of Timisoara. E-mail: anton@acad-tim.tm.edu.ro 

 

ABSTRACT 
The paper presents an investigation into 

swirling flow models relevant to decelerated 
swirling flows in hydraulic turbines. Only 
incompressible axi-symmetric flow models are 
considered. First, we review the inviscid swirling 
flow models, from Euler equations to the Long-
Squire equation. For the second one we present our 
finite element solver, and we discuss its limitations. 
Second, we recall the turbulent flow models 
suitable for non-homogeneous swirling flows. 

Two numerical examples are presented. The 
first one deals with an inviscid decelerated swirling 
flow that develops a central stagnation zone. The 
solution is obtained here with an unsteady Euler 
solver. The second one corresponds to the actual 
turbulent swirling flow downstream a Francis 
turbine runner. Experimental data are used to 
impose inlet conditions, and numerical results are 
compared with data in a downstream survey 
section. It is shown that the turbulent flow model 
captures the vortex breakdown, but in this case the 
quasi-stagnant region is closed, in contrast with the 
inviscid case. 

Keywords: decelerated axisymmetric swirling 
flows, Francis turbine draft tube flow, vortex 
breakdown, turbulence modelling in swirling 
flows.  

NOMENCLATURE 
, ,x r θ  cylindrical system of coordinates 

[ ], , /x rV V V m sθ  axial, radial and circumferential 
(swirl) velocity components 

2 2
m x rV V V≡ +  meridional velocity magnitude 

2 2
mV V Vθ≡ +  velocity magnitude 

C rVθ≡  swirl function 

[ ]p Pa   static pressure 
3/kg mρ ⎡ ⎤⎣ ⎦  density 

[ ] 2
tot / 2p Pa p Vρ≡ +  total pressure 

tot /H p ρ≡  total head 
ψ   Stokes streamfunction 
χ   circumferential vortex density 

[ ]Pa sµ ⋅  dynamic viscosity 
2 2/k m s⎡ ⎤⎣ ⎦  turbulent kinetic energy 
2 3/m sε ⎡ ⎤⎣ ⎦  turbulent dissipation rate 

[ ]L mε   turbulence length scale 

[ ]PRc −   pressure recovery coefficient 

1. INTRODUCTION 
Swirling flows and their various technical 

applications benefit from a large body of literature 
dealing with both the desired result of design or 
unavoidable, possibly unforeseen side effects [1]. In 
this paper we will focus on decelerated swirling 
flows encountered in hydraulic turbines draft tube 
cone. The draft tube of a hydraulic turbine is the 
machine component where the flow exiting the 
runner is decelerated, thereby converting the excess 
of kinetic energy into static pressure. In the case of 
machine rehabilitation mostly the runner is 
modified, leading to a new swirling flow structure 
at the draft tube inlet. The practical importance of 
predicting the complex flow downstream the 
turbine runner motivated the FLINDT research 
project [2] on Flow Investigation in Draft Tubes. 
The extensive experimental data base built as a 
result of this project has been complemented with 
numerical analyses and numerical simulations [3,4] 
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aimed at elucidating various aspects of the complex 
hydrodynamics of the draft tube flows. This paper 
continues these efforts by investigating axi-
symmetric swirling flow models that can be reliably 
used for turbomachinery analysis, design and 
hydrodynamic optimization. 

In Section 2 we review the mathematical and 
numerical models for incompressible axi-symmetric 
swirling flows. Both inviscid and viscous flow 
models are discussed, and used in subsequent 
sections of the paper. An inviscid decelerated 
swirling flow example is presented in Section 3, 
with the emphasis on the stagnation region 
developed as an instance of the vortex breakdown. 
Section 4 presents numerical investigations of the 
turbulent swirling flow in a Francis turbine draft 
tube cone. The problem setup, as well as the 
turbulence model parameters, are discussed and the 
numerical results are carefully validated with 
experimental data from the FLINDT project. The 
main conclusions of the paper are summarized in 
Section 5.  

2. SWIRLING FLOW MODELLING 
Although swirling flows are usually associated 

with axial symmetric geometries, the flow itself 
may or may not retain the axi-symmetric character. 
The well-known helical vortex (or vortex rope in 
hydraulic engineering terminology) is an example 
when 3D effects are developing from an upstream 
flow with axial symmetry. However, in this paper 
we focus only on axi-symmetric flow models, since 
valuable results can be obtained in many cases with 
a reduced computational effort. Since our main 
focus is the turbomachinery hydrodynamics, we 
will examine only incompressible flows. The 
mathematical models and some of the associated 
numerical algorithms are briefly reviewed in this 
section for both inviscid and viscous flows. 

2.1. Inviscid Flows 
The equations governing the inviscid, 

incompressible, axisymmetric flow are the Euler 
equations written in cylindrical coordinates: 

 

0x r rV V V
x r r

∂ ∂
+ + =

∂ ∂
 (1) 

1x x x
x r

V V V pV V
t x r xρ

∂ ∂ ∂ ∂
+ + = −

∂ ∂ ∂ ∂
 (2a) 

2 1r r r
x r

V V V V pV V
t x r r r

θ

ρ
∂ ∂ ∂ ∂

+ + − = −
∂ ∂ ∂ ∂

 (2b) 

0r
x r

V V V V VV V
t x r r
θ θ θ θ∂ ∂ ∂
+ + + =

∂ ∂ ∂
 (2c) 

 
From the radial momentum equation (1c) one 

may derive a radial equilibrium outflow condition, 
 

2p V
r r

θρ∂
=

∂
, (3) 

to be used whenever the flow has a significant swirl 
component at the exit and the streamlines are 
aligned with the symmetry axis (i.e. vanishing rV ).  
The continuity equation (1a) can be automatically 
satisfied by introducing the Stokes streamfunction  

 

( ) 1, ,x rV V
r r x

ψ ψ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂⎝ ⎠
. (4) 

 
Following Szeri and Holmes [5] it is convenient to 
introduce the swirl function C rVθ≡  and the 
circumferential vortex density / rθχ ω≡ ,  

 

2 2

2 2 2

1

1 1

r zV V
r z r

r x r r r

χ

ψ ψ ψ ψ

∂ ∂⎛ ⎞≡ −⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞∂ ∂ ∂

= − + − ≡⎜ ⎟∂ ∂ ∂⎝ ⎠
L

. (5) 

 
The Euler equations (2) can be expressed now as 
evolution equations for C  and χ ,  

 

{ }, 0C C
t

ψ∂
+ =

∂
, { } ( )2

2

1,
4

C
t y x
χ ψ χ

∂∂
+ =

∂ ∂
 (6) 

 
where { } ( )( ) ( )( ), / / / /f g f y g x f x g y= ∂ ∂ ∂ ∂ − ∂ ∂ ∂ ∂  is 
the Poisson bracket or Jacobian, and 2 / 2y r=  is the 
transformed radial coordinate. The elliptic Eq. (5) 
and the two evolution Eqs. (6) are a generalization 
of the 2D plane vorticity-streamfunction 
formulation for incompressible Euler equations.  

While the elliptic operator L  can be optimally 
discretized with classical continuous finite 
elements, the convection operators in the left-hand 
side of Eqs. (6) require special techniques within 
the finite element framework in order to insure 
stability. Probably the best approach is to use a 
combination of continuous and discontinuous 
Galerkin finite elements, as developed by Liu and 
Shu [6]. One key feature of this approach is that for 
the continuous finite element approximation of Eq. 
(5) the normal velocity component on the element 
edges is continuous across elements. As a result, 
there is a natural matching beween the continuous 
and discontinuous finite element spaces, allowing 
the correct upwinding gluing in the discontinuous 
Galerkin framework for Eqs. (6). 

If the flow is considered steady, Eqs. (6) reduce 
to a single non-linear equation, 

 
( ) ( )2d d1

4 d d
C H

y
ψ ψ

ψ
ψ ψ

⎡ ⎤⎣ ⎦= −L , (7) 
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where the total head and the swirl function are  
constant on a streamtube, i.e. depend only on ψ . 
This celebrated equation is known in literature as 
the Long-Squire or Bragg-Hawthorne equation, 
although Goldshtik and Hussain [7] noted that, in 
fact, Eq. (7) was derived much earlier by Meissel 
(in 1873). It was Benjamin [8] who introduced the 
equivalent variational formulation for boundary 
value problems corresponding to Eq. (7), where the 
solution ψ  minimizes the functional 

 

( )
( ) ( )

( )

2 2

2
0 0

1 1
2 4 d d

4

wy xL y y x y x
C

H
y

ψ ψ

ψ
ψ

ψ

⎡ ⎤⎛ ⎞∂ ∂⎛ ⎞+⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠⎢ ⎥=
⎢ ⎥
⎢ ⎥− +
⎢ ⎥⎣ ⎦

∫ ∫F . (8) 

 
The functional (8) does not include any 

boundary integrals since usually homogeneous 
Neumann conditions are assumed at outlet, while on 
inlet, axis and wall Dirichlet conditions are 
prescribed. 

The natural choice for solving the boundary 
value problem in variational formulation is the 
finite element method. The finite element algorithm 
we have developed for steady axisymmetric 
incompressible swirling flows is briefly 
summarized  below. The first step is to approximate 
the solution as ( ) ( ), ,j j

j

x y N x yψ ψ∑�  where jψ  

are the nodal values of the streamfunction and 
( ),jN x y  are the shape functions associated with 

the nodes. After substituting this approximation into 
the variational formulation (8), the functional F  
becomes a function of nodal values jψ . The 
conditions for extremum correspond to vanishing 
partial derivatives with respect to nodal values, 
leading to the following system of equations: 

 
( )+ =Aψ b ψ 0 , where 

( ) ( ) ( )

1 d d
2

d d
2

j ji i
ij

i i

N NN NA y x
y y y x x

C C
b N H y x

y
ψ ψ

ψ

∂ ∂⎛ ⎞∂ ∂
= +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

′⎛ ⎞
′= −⎜ ⎟

⎝ ⎠

∫∫

∫∫
 

(9) 

 
where the prime denotes the differentiation with 
respect to ψ . The matrix A  does not depend on 
the solution vector ψ , while b  is a vector 
dependent on the solution. The non-linear system of 
equations (9) is solved using Newton’s iterative 
method. Let us assume that at iteration m  the 
solution vector is mψ . Let mψ%  be a small 

correction to mψ  such that the solution at the next 

iteration step will be 1m m m+ = +ψ ψ ψ% . The 

nonlinear term ( )b ψ  can then be linearized about 
mψ  as 

 

( ) ( )m m m m∂
+ = +

∂
bb ψ ψ b ψ ψ
ψ

% %  (10) 

 
where the Jacobian matrix  /= ∂ ∂B b ψ  is 

( ) ( ) ( ) ( )2

d d
2

i
ij

jij

i j

bB

C K C
N N H y x

y

ψ

ψ ψ ψ
ψ

⎛ ⎞∂ ∂
≡ ≡ =⎜ ⎟∂ ∂⎝ ⎠

⎛ ⎞′ ′′+⎡ ⎤⎣ ⎦⎜ ⎟′′ −
⎜ ⎟
⎝ ⎠

∫∫

b
ψ

 
Obviously, the double prime denotes the second 
order differentiation with respect to ψ . At each 
iteration step we have to solve a linear system of 
equations, 

 

( ) ( )m m m m⎡ ⎤ ⎡ ⎤+ = − +⎣ ⎦ ⎣ ⎦A B ψ ψ Aψ b ψ%  (11) 

 
in order to obtain the solution correction  mψ% . The 
left-hand side matrix of (11) is the Jacobian of 
nonlinear system (9), and the right-hand side of (11) 
is the residual of system (9), with negative sign, 
both evaluated with the solution approximation  

mψ . Since mψ%  satisfies only homogeneous 
essential and natural conditions, the correction 
vanishes as the residual goes to zero, provided the 
symmetric matrix ( )m⎡ ⎤+⎣ ⎦A B ψ is non-singular 

[9]. This is actually the main limitation of the 
steady axisymmetric Euler model. The original 
equation (7) may have multiple solutions or the 
solution may not exist at all, depending on the 
generating functions ( )C ψ  and  ( )H ψ . There 
are several interpretations of this behavior in 
conjunction with the so-called vortex breakdown 
(VB), although a general consensus over the 
definition of this phenomenon has not been reached 
yet.  

Keller et al. [10] further developed the theory 
for steady axisymmetric incompressible and 
inviscid swirling flows, by extending the 
Benjamin’s variational principle (8). The main idea 
is to interchange the variables ( ) ( ), ,x y y xψ ψ→ , 
then redefine the functional to be minimized as 

 

( )
( ) ( )

2

1

2
0 0

1
2 4

d d

4

x
L

y
y yy

y x
C

y H
y

ψ ψ

ψ

ψ
ψ

ψ

⎡ ⎤
+⎢ ⎥

⎢ ⎥= ⎢ ⎥⎛ ⎞
+ −⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

∫ ∫F  (12) 
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This formulation has the main advantage that the 
domain of integration is fixed, while the flow may 
have an internal free boundary enclosing a 
stagnation region. Such an example is presented and 
discussed later in this paper, being relevant to 
decelerated swirling flows downstream turbine 
runners. 

2.2. Viscous Flows 
The equations governing the viscous, 

incompressible, axisymmetric in cylindrical 
coordinates are: 

 

( ) ( )1 1 1

1 12

x
x x r x

x x r

V prV V rV V
t r x r r x

V V Vr r
r x x r r r x

ρ
µ µ
ρ ρ

∂ ∂ ∂ ∂
+ + = −

∂ ∂ ∂ ∂
⎡ ⎤ ⎡ ⎤∂ ∂ ∂ ∂ ∂⎛ ⎞+ + +⎜ ⎟⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ∂⎝ ⎠⎣ ⎦ ⎣ ⎦

 (13) 
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2

2

1 1 1

1 1 2

2

r
x r r r

r x r

r

V prV V rV V
t r x r r r

V V Vr r
r x x r r r r

V V
r r

θ

ρ
µ µ
ρ ρ

µ
ρ
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+ + = −

∂ ∂ ∂ ∂
⎡ ⎤ ⎡ ⎤∂ ∂ ∂ ∂ ∂⎛ ⎞+ + +⎜ ⎟⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ∂⎝ ⎠⎣ ⎦ ⎣ ⎦

− +

 
(14) 

( ) ( )

3
2

1 1

1 1

x r

r

V rV V rV V
t r x r r

V V V Vr r
r x x r r r r r

θ
θ θ

θ θ θµ µ
ρ ρ

∂ ∂ ∂
+ + =

∂ ∂ ∂
⎡ ⎤ ⎡ ⎤∂ ∂ ∂ ∂ ⎛ ⎞+ −⎜ ⎟⎢ ⎥ ⎢ ⎥∂ ∂ ∂ ∂ ⎝ ⎠⎣ ⎦ ⎣ ⎦

(15) 

 
Turbulent flows are commonly modelled using 

the Reynolds-averaged Navier-Stokes (RANS) 
equations.  The additional terms that appear as a 
result of the averaging procedure, the so-called 
Reynolds stresses, represent the effects of 
turbulence and must be modelled in order to close 
the flow equations. A common method relies on 
Boussinesq hypothesis to relate the Reynolds 
stresses to the mean velocity gradients, e.g. the 
k ε− models. However, for highly anisotropic 
turbulent flow, such as the swirling flows with high 
swirl number, the Reynolds stress transport models 
(RSM) produce far better results. With RSM, one 
solves transport equations for each of the terms in 
the Reynolds stress tensor [11, §11.2.11]. Since 
RSM accounts for the effects of streamline 
curvature, swirl, rotation, and rapid changes in 
strain rate in a more rigorous manner than one-
equation or two-equation models, it has greater 
potential to give accurate predictions for complex 
flows. 

To complete the discussion, we should note that 
the vorticity-streamfunction formulation can be 
applied as well for viscous incompressible 
axisymmetric swirling flows, by adding the viscous 
effects in the evolution Eqs. (6), [5] 

 

{ }, 2C C y C
t

ψ ν∂
+ = −

∂
L , (16a) 

{ } ( )2

2

1, 2 4
4

C
y

t y x y
χ χψ χ ν χ ν

∂∂ ∂
+ = − +

∂ ∂ ∂
L  (16b) 

 
where /ν µ ρ= is the kinematic viscosity. 

For the numerical investigations presented in 
this paper we have used the primary variables 
solver for both inviscid as well as turbulent swirling 
flow investigations.  

3. INVISCID VORTEX BREAKDOWN IN 
DECELERATED SWIRLING FLOWS 

In this section we will analyze an example of 
decelerated swirling flow taken from Keller et al. 
[10]. The fluid is incompressible and inviscid, and 
the flow is axisymmetric with swirl. The diffuser 
shape is given by 

inlet

11 1 cos for 0 6
2 6

r x x
R

π⎡ ⎤⎛ ⎞= + − ≤ ≤⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
,  

with inlet 2R =  and, obviously, outlet inlet2R R= . 
Two cylindrical sections are added upstream and 
downstream the divergent pipe. The inlet flow is a 
simple solid-body vortex, i.e. a uniform axial 
velocity, inlet 1xV = , a swirl velocity distribution 

inlet inlet0.5 /V r Rθ = , and inlet 0rV = . This 
simplified swirling flow is a “surrogate” for the 
more complex swirl structure downstream Francis 
turbine runners. The average cone half-angle is 
13.3o , larger than the usual values for Francis 
turbines draft tube cones.  
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Figure 1. Vortex breakdown in a diffuser with 
inlet solid-body vortex. 
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The flow is computed with the axisymmetric 
inviscid finite volume solver from the FLUENT 
code [11], using the primary variables formulation. 
In addition to the velocity components at inlet, the 
problem setup requires the axis condition, zero 
normal velocity component on the diffuser wall, 
and radial equilibrium pressure at outlet. In order to 
correctly capture the downstream stagnation region, 
the backflow velocity components have been all set 
to zero. Moreover, although the final solution is a 
steady one, the unsteady solver has been used for 
stability reasons. It has been found by numerical 
experiments that only an unsteady flow simulation 
will eventually converge to the final steady flow 
field, while a steady solver always diverges. This is 
in agreement with the fact that the unsteady Euler 
equations always have a solution, while the solution 
non-uniqueness for the steady Euler model may 
lead to divergence of the iterative solver. 

The streamlines for the diffuser flow are shown 
in Figure 1. Time markers are shown on each 
streamline, with a unit time step. This 
representation offers a quick quantitative 
assessment of the velocity magnitude variation 
along the streamlines. For example, for the 
streamline originating near the axis at inlet, the 
velocity decreases until stagnation and remains zero 
on the stagnation region boundary. This is why the 
time markers are getting clustered on the quasi-
stagnation streamline. The flow detail in the 
outflow neighborhood also shows the meridional 
velocity variation on the annular flow region with 
non-zero flow. The streamlines pattern is identical 
with the one found by Keller et al. [10, Fig.6] by 
solving the steady axisymmetric Euler equation for 
( ),y x ψ , as mentioned in §2.1. Moreover, the 

primary variable solution presented here confirms 
two important features of the flow: first, within the 
stagnation region the velocity magnitude vanishes 
and no recirculating regions with closed streamlines 
are generated; second, the overall swirling flow 
transition is loss-free, since the flux of the total 
head has the same value through both inlet and 
outlet sections. The direct numerical confirmation 
of the stagnation region supports the conclusion of 
Goldshtik and Hussain [7], that there is no need for 
extending the definition of the generating functions 
beyond the streamfunction domain in the inlet 
section. 

The pressure coefficient, defined as 
( ) ( )2

out axis inlet/ / 2p xc p p Vρ= −  is plotted in Fig. 2 

along both axis and wall of the diffuser. The 
pressure coefficient on the symmetry axis shows a 
monotonic increase, and becomes constant in the 
stagnation region. However, on the wall pc  
undershoots and overshoots with respect to the 
upstream and downstream values. As a result, the 
diffuser shape might be slightly improved in order 
to have a monotonic increase in pressure on the 

wall. The adverse pressure gradient encountered by 
a fluid particle travelling near the wall is not the one 
computed as the slope of the dashed curve in Fig. 3. 
This meridional pressure gradient should be 
multiplied by the cosine of the swirl angle, i.e. the 
ratio between the meridional velocity component 
and the velocity magnitude, /mV V . This is an 
important mechanism for avoiding flow detachment 
from the divergent wall by significantly reducing 
the adverse pressure gradient.  

−2 0 2 4 6 8
axial coordinate

−1.2

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

pr
es

su
re

 c
oe

ffi
ci

en
t

diffuser axis
diffuser wall

 

Figure 2. Pressure coefficient on the axis and 
wall of the diffuser. 

Although increasing the swirl is beneficial to 
avoid viscous detachment at wall, the development 
of the central stagnation region decreases the actual 
static pressure recovery coefficient, defined as 

 

PR 2 2
in

out in

1 d d

/ 2
S S

p S p S
Q

c
Q Aρ

⎡ ⎤
⋅ − ⋅⎢ ⎥

⎢ ⎥⎣ ⎦=
∫ ∫V n V n

 (17) 

 
For the diffuser considered here, with the solid-
body inlet swirl the pressure recovery coefficient is 

PR 0.882c = . If there is no inlet swirl, and the flow 
is loss free, the ideal pressure recovery coefficient 
for the diffuser with outlet radius twice the inlet 
radius would be PR ideal 1 1/16 0.9375c = − = , 
obviously larger than the value obtained for a 
swirling flow with vortex breakdown. 

3. TURBULENT FLOW IN THE DRAFT 
TUBE CONE OF A FRANCIS TURBINE 

Figure 3 shows the simplified geometry of a 
straight diffuser considered for the present 
numerical investigations. The dots correspond to the 
equivalent radius of the actual cross-section 
variation downstream a real Francis turbine draft 
tube. The simplified diffuser has a conical part of 
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8.5o  half-angle and twice the inlet diameter in 
length, followed by a cylindrical section. 

Two survey sections are located in the draft 
tube cone, as shown in Fig. 3. The experimental 
data for axial and swirl velocity components, as 
well as for the turbulent kinetic energy, were 
obtained with a two-component probe Laser 
Doppler Anemometer (LDA), using back-scattered 
light and transmission by optical fiber [2,12]. The 
uncertainties in velocity measurements are below 
2% of the measured value. 
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Figure 3. Simplified axisymmetric straight 
diffuser derived from an actual Francis turbine 
draft tube. 

The first survey section (S1) is considered as 
inlet section for our computational domain. Axial 
and swirl velocity profiles are specified on S1, 
according to experimental data, using an analytical 
representation we have developed in [4]. The inlet 
radial velocity is considered linear with respect to 
the radius, such that the flow tangency at wall is 
satisfied. The measured turbulent kinetic energy 
[12] on S1 is imposed simply by a piecewise linear 
interpolation of data. At outlet, the radial 
equilibrium condition (3) is used, thus allowing for 
radial pressure variation according to the swirl.  

In addition to the turbulent kinetic energy, most 
turbulence models available in commercial codes 
require the turbulent dissipation rate to be specified 
on inlet. One may approximate the dissipation rate 
via an eddy-viscosity hypothesis when strain rates 
and Reynolds stresses are known. However, the 
stresses were unavailable, and in addition, the eddy 
viscosity is likely to be highly anisotropic. Hence, 
the alternative employed was to specify the 
dissipation rate at the inlet at the inlet through a 
relation of the form given by Launder and Spalding 
[13]: 

   
3

2
3

4
kC
Lµ
ε

ε =  (18) 

 

where 0.09Cµ =  is an empirical constant and  Lε  is 
the turbulence length scale which is selected rather 
arbitrarily. Indeed, by examining the literature 
dealing with decelerated swirling flows one can 
easily observe that Lε  is a parameter chosen such 
that numerical results be in best agreement with 
experimental data: inRL 1.0=ε , [14]; inRL 02.0=ε , 
[15]; inRL 01.0=ε , [16]; cRL =ε , [17]; 

inRL 000657.0=ε , [3] where inR  is the radius of 
inlet section and cR  radius of the viscous core. 
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Figure 4.  Axial and circumferential velocity 
profiles, and turbulent kinetic energy at 
discharge 0.368ϕ = . 
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Numerical experiments carefully validated with 
experimental data led us to the turbulence length 
scale in Eq. (18) equal to 0.02 inL Rε = . As shown in 
Section 1.2, the Reynolds stress transport model 
(RSM) is best suited for highly non-homogeneous 
decelerated swirling flows, and it is employed in the 
present investigations. 
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Figure 5.  Axial and circumferential velocity 
profiles, and turbulent kinetic energy at 
discharge 0.340ϕ = . 

Figures 4 and 5 show the main results of the 
turbulent swirling flow simulation in the Francis 
turbine draft tube cone. Only two operating points 
are presented in this paper: the first one corresponds 
to the best efficiency regime with a discharge 
coefficient 0.368ϕ = , while the second one has the 
same head but lower discharge 0.340ϕ = . 

Each plot includes experimental data in survey 
sections S1 (filled circles) and S2 (filled squares), 
least squares data fits for inlet conditions in S1 
(dashed lines) and numerical results for the survey 
section S2 (solid lines). We have shown in [4] that 
the inlet swirl structure can be represented as a 
three-vortex superposition: a solid-body rotation 
with constant axial velocity, a counter-rotating and 
co-flowing Bachelor vortex with a vortex core 
radius in0.4 R� , and a co-rotating and counter-
flowing Bachelor vortex with a vortex core radius 

in0.1R� . The last vortex is directly associated 
with the runner crown wake, as well as with peak 
turbulent kinetic energy near the axis. The runner 
crown wake increases as the turbine discharge 
decreases. 
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Figure 6.  Turbulent vortex breakdown at 
discharge 0.340ϕ = . 

Figure 6 reveals that when the turbine discharge 
decreases a bubble-type vortex breakdown occurs in 
the conical part of the diffuser. When further 
lowering the discharge, the quasi-stagnant region 
grows and moves upstream in the cone, eventually 
evolving into the spiral vortex breakdown known in 
the turbomachinery literature as precessing vortex 
rope. In contrast with the quasi-stagnant region 
from Fig. 1, predicted with inviscid flow models, 
turbulent flow simulations predict a closed stagnant 
region as shown in Fig. 6. 

5. CONCLUSIONS 
The paper investigates numerical solutions for 

decelerated swirling flows. First we summarize the 
mathematical models for both inviscid and viscous 
incompressible axisymmetric swirling flows. For 
steady axisymmetric Euler equations the model 
reduces to the celebrated non-linear Long-Squire 
equation for the Stokes streamfunction. Our finite 
element solver for this equation is briefly presented 
and its main limitation is revealed. This is important 
since the steady axisymmetric swirling flow model 
is widely used in quasi-three dimensional (Q3D) 
turbomachinery design, and the above limitation is 
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responsible for convergence failure when the draft 
tube cone is included in the computational domain. 

An example of inviscid decelerated swirling 
flow is presented and discussed. The results 
obtained with an unsteady axisymmetric Euler 
solver support the stagnation flow model which 
postulates that a stagnation central core emerges 
downstream in the diffuser if the swirl intensity is 
high enough. However, our numerical experiments 
show that although a steady flow configuration is 
obtained it is essential to use an unsteady flow 
solver since the steady solver does not converge. 

The turbulent swirling flow is investigated 
numerically in a simplified straight diffuser. 
Comparisons with highly accurate experimental 
data allowed us calibrate the turbulence length scale 
for inlet turbulence conditions. The Reynolds stress 
transport model is found to be most suitable for 
highly non-homogeneous decelerated swirling 
flows. The turbulence decay is correctly captured 
for two successive survey sections, and the velocity 
profiles are in very good agreement with 
experimental data. 

It is shown that the turbulent axisymmetric flow 
models correctly capture a closed quasi-stagnant 
regions corresponding to vortex breakdown, while 
the inviscid models predict an open central 
stagnation region.  
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ABSTRACT 
In order to improve both energetic and 

cavitational behaviour of the Kaplan turbine, the 
velocity field upstream to the runner is analysed. 
The spiral case and distributor generate a suitable 
swirling flow further ingested by the Kaplan runner. 
An important step in designing and/or optimizing 
the runner blades is the determination of both axial 
and tangential velocity components at runner inlet. 
The radial distribution of both tangential (cu) and 
axial (ca) velocity coefficients on the annular 
section upstream the runner blades are presented. 
Traditionally, the analytical expression considered 
for cu corresponds to a free vortex, while ca is 
considered constant. However, these design 
assumptions are quite far from the actual velocity 
field, particularly as the turbine guide vane opening 
is decreased. An original analytical representation 
of the swirling flow in a section just upstream the 
runner blades is proposed, and it is shown to fit 
almost perfectly the numerical data. This conclusion 
is important in the framework of hydraulic turbines 
refurbishment, as well as for design optimization. 

Keywords: analytical representation of swirling 
flow, Kaplan turbine, 3D numerical investigation 

NOMENCLATURE 
H  [m] head 
Q  [m3/s]  discharge 

0a  [m] guide vane opening 

BEPH
HH =∧  [-] dimensionless head 

BEPQ
QQ =∧  [-] dimensionless discharge 

BEPa
aa

0
0

0 =∧ [-] dimensionless guide vane 

opening 

BEP
r

r U
Vc =  [-] radial velocity coefficient 

BEP
u

u U
Vc =  [-] tangential velocity coefficient 

BEP
z

z U
Vc =  [-] axial velocity coefficient 

sBEP ΩRU = [m/s] transport velocity 
V [m/s] velocity 
Ω [rad/s] angular velocity 
g [m/s2] gravity 
R [m] radius 
Subscripts and Superscripts 
r radial direction 
u tangential direction 
z axial direction 
c characteristic 
ref reference section 
h,s hub, shroud 
in, out inlet section, outlet section 
BEP best efficiency point 
^ dimensionless 

1. INTRODUCTION 
The hydrodynamics of Kaplan turbines is a 

more than a century old subject that benefits from a 
large body of both theoretical and experimental 
investigations [1, 2]. Traditionally, the main subject 
of these studies has been the turbine runner, with 
the development of powerful and reliable tools for 
designing the runner blades. Simplified quasi-3D 
methods are currently used in the runner domain, 
taking advantage on the quasi-axial meridional flow 
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in this region. On the other hand, the spiral case, 
distributor (stay vanes and guide vanes), as well as 
the draft tube, do not lend themselves to such a 
simplified analysis due to the intrinsic three-
dimensionality of the flow. As a result, a realistic 
analysis of the spiral case/distributor 
hydrodynamics must consider a full 3D flow 
simulation. This is the approach employed by most 
of recent studies that use numerical simulations [3- 
5]. On the other hand, the flow upstream the turbine 
runner can be considered steady. As a result, a 3D 
steady flow model is employed in the present study. 

The main purpose of the spiral case and 
distributor is to prepare a suitable swirling flow 
further ingested by the Kaplan runner. An important 
step in designing and/or optimizing the runner 
blades is the determination of both axial and 
tangential velocity components at runner inlet. 
Traditionally, the analytical expression considered 
for tangential velocity component cu corresponds to 
a free vortex, while axial velocity component ca is 
considered constant. However, these design 
assumptions are quite far from the actual velocity 
field. As a result, we have introduced a new 
analytical representation of the velocity components 
upstream to the Kaplan runner at best efficient point 
[5]. 

The energetical and cavitational behaviors of 
the Kaplan runner at off-design operating points 
represent a crucial requirement. Consequently, the 
velocity profile downstream to the distributor at off-
design operating conditions is needed. Since we are 
not interested in modeling the perturbations 
produced by the stay and guide vane wakes, we are 
performing in the present paper an inviscid 3D 
steady flow numerical simulation. The 3D 
incompressible Euler flow is computed using the 
commercial expert code FLUENT 6.0.12 [6]. 
Moreover, according to the IEC 60193 Standard [7], 
the characteristic Reynolds number of the prototype 
hydraulic turbine is larger than 107, supporting the 
Euler simulation. 

Section 2 presents the computational domain 
for a real Kaplan spiral case and distributor. The 
outflow section is conventionally defined as the 
Kaplan turbine runner reference plane. A 3D 
structured mesh is generated, with approximately 
2*106 finite volume cells [8]. This section also 
presents the inflow/outflow boundary conditions 
considered in the present study. 

Section 3 is devoted to the flow numerical 
simulation and analysis of the 3D hydrodynamic 
field for the 6 operating points considered at 
constant head and variable guide vane opening 
reveals the main flow features of the swirling flow 
upstream the Kaplan runner. 

The last section presents the main conclusions 
of the present study as well as its relevance to the 
Kaplan turbine design and optimization. 

2. COMPUTATIONAL DOMAIN. 
EQUATIONS AND BOUNDARY 
CONDITIONS 

2.1. Computational domain 
Figure 1 presents the cross section through the 

Kaplan turbine as well as the computational domain 
considered in the present study. The inlet section of 
computational domain corresponds to the power 
plant inlet section. Figure 2 shows the 3D 
computational domain considered in the present 
study. 

 

Figure 1. Cross section in Kaplan turbine. 

 

Figure 2. 3D computational domain extends 
from the power plant inlet to the runner 
reference plane. The computational domain 
includes the spiral case and distributor of the 
turbine. 

The stay vanes have different profiles, as shown 
in Figure 3. The first seven (1 … 7) stay vanes are 
identical, followed by a different vane 8, two 
identical vanes 9 and 10, and finally a different stay 
vane 11 near the spiral case tongue. All 24 guide 
vanes are identical and have a symmetrical profile, 
as shown in Fig. 3. 

The oulet section is conventionally chosen in 
the runner reference plane. Normally, one would 
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consider a computational procedure that couples the 
steady absolute flow in spiral case/distributor 
domain with the relative flow in the runner [4, 3]. 
However, a separate flow simulation can still be 
performed in the domain from Fig. 2, by choosing a 
suitable boundary condition on the outlet section. 

 

 

 

Figure 3. Top view of the spiral case and 
distributor (above) and a detail view of the stay 
and guide vanes (below). 

2.2. Equations and boundary conditions 
A 3D steady, inviscid and incompressible flow 

is considered, thus we solve the steady Euler 
equations: 

 
0=⋅∇

−
V  (1) 
 

pVVρ −∇=⎟
⎠

⎞
⎜
⎝

⎛ ∇⋅
−−

 (2) 

 
On the inlet section we prescribe a constant 

total pressure. The value of the total pressure is 
adjusted to obtain the operating flow rate for the 
Kaplan turbine under consideration. On the outlet 
section, the swirling flow structure is compatible 

with the so-called pressure radial equilibrium. This 
condition is derived from the radial component of 
the Euler equation,  
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(3) 

 
If the radial velocity component is negligible, 
0Vr ≈ , one obtains the pressure radial equilibrium 

condition 
 

r
V

r
p

ρ
1 2

u=
∂
∂  (4) 

 
This condition has been successfully employed 

on the draft tube inlet section when computing the 
runner flow [9], and it has been validated 
experimentally [9, 10]. A reference pressure is 
conventionally set to zero at the hub on the outlet 
section, since condition Eq. (4) defines the pressure 
only up to an additive constant. 

Note that Eq. (4) does not actually takes into 
account the runner influence on the flow upstream, 
but we consider it appropriate for evaluating the 
performance of the spiral case and distributor. The 
rest of the domain boundary corresponds to solid 
walls, with zero normal velocity condition. 

The computations have been performed at six 
operating point displaced with constant head and 
variable discharge, see Figure 4. The hydraulic 
parameters of the operating points investigated are 
presented in Table 1. 

 

Figure 4. The Kaplan turbine hill chart. The 
operating points investigated are diplaced at 
constant head and variable guide vane opening. 

In order to significantly reduce the time of the 
user interactive work an automatic procedure is 
used, [11]. The particular scripts of text command 
files are implemented in the C programming 
language and developed on Korn Shell of Linux 
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operating system. Using this procedure the 
computational domain with different guide vane 
opening is automatically generated as well as its 
structured mesh. Moreover, the boundary conditions 
associated for each operating point is imposed then 
the computation is performed. 

Table 1. Hydraulic parameters for the operating 
points investigated 

Operating 
points 

^H  ^Q  ^0a  

P1 0.4589 0.621 
P2 0.6453 0.744 
P3 0.8442 0.867 
P4 0.9767 0.990 
P5 1.2000 1.114 
P6 

 
 
1.05 

1.5139 1.240 

3. Analytical Representation of Axial 
and Tangential Velocity Profiles 
upstream the Kaplan Runner 

As mentioned before, the spiral case and 
distributor generate a suitable swirling flow further 
ingested by the Kaplan runner. An important step in 
designing and/or optimizing the runner blades is the 
determination of both axial and tangential velocity 
components upstream the Kaplan runner. 
Consequently, the hydrodynamic field in a annular 
section displaced at 0.2Rref upstream the reference 
plane of runner is investigated, see Figure 5. In 
order to generate a parametric description of both 
tangential and axial velocity components upstream 
to the Kaplan runner an original analytical 
representation of the swirling flow is developed by 
Resiga et al. [12] and applied to the flow field 
upstream to the Kaplan runner at best efficiency 
point, [5].  

 

Figure 5. Displacement of the annular section 
upstream the Kaplan runner. 

Several swirling flow models have been 
developed in the literature to study the vortex flow. 
The distribution of the tangential velocity in a real 
swirling flow is mainly due to the method used to 

generate the swirl. From a mathematical point of 
view, it is possible to create models to properly 
approximate the behavior of the flow field. A 
Rankine vortex represents a simply model for 
rotating flow (see Figure 6). It displays a solid body 
rotation core followed by a 1r−  decay in the radial 
direction corresponding to a free vortex. In 
application to a swirling flow, it is worth to note 
that the model does not take into account the finite 
thickness of the shear layer region at cRr =  where 
the curve has a singularity, Fig. 6. The characteristic 
vortex radius cR  measures the vortex core radial 
extent (see the grey region marked in Fig. 6). 

 

Figure 6. The models of tangential velocity 
distribution in swriling flow. 

These two parameters define the Rankine 
vortex tangential velocity, 
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where r is the radial distance from the vortex axis. 
This simplified model provides a continuous 
function for ( )rcu , but the derivative is 
discontinuous. 

A more suitable model for developed swirling 
flows is the Batchelor vortex (solid line in Fig. 6). 
The tangential velocity field is described via a 
similarity solution applied to wakes in the far field: 
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As a result, we introduce in this paper a new 

analytical representation of the velocity components 
as 
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The last term in Eq. (7b) has been added in 

agreement with the constant used by Dahlhaug [10] 
for representing ( )rcu . The velocity coefficients are 
defined as refUVc = . The same normalization is 
considered for the characteristic velocities V0, V1 
and V2 in Eq. (7b). The characteristic angular 
velocities Ω0, Ω1 and Ω2 in Eq. (7a) are normalized 
by refΩR , while the radius r and the characteristic 
radii R1, R2 are normalized with the reference radius 
Rref. 

Equations (7) correspond to a superposition of 
one solid body vortex, one Batchelor vortex [13] 
and one free vortex, [14]. The particular expression 
of an elementary vortex,  
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has been successfully used later by Faler and 
Leibovich [15] to describe the swirl structure 
generated by a radial vane apparatus. Note that if 
the vortex characteristic radius cR  goes to infinity, 
the Batchelor vortex Eqs. (8)  becomes a pure 
forced vortex: 

 
Ωrcu =  (9a) 

 
Vcz =  (9b) 

 
A special least-square procedure has been 

developed by the authors to fit Eqs. (7) with 
numerical data. The first forced vortex has a 
dimensionless angular velocity Ω0 and an associated 
constant axial velocity V0. The second vortex of 
Batchelor type (denoted with subscript 1), is co-
rotating with the first vortex, Ω1, and has a 
characteristic radius R1. The second vortex is 
counter-flowing with respect to the first one, V1. 
The third is a free vortex.  

Figures 7 show the radial distribution of the 
radial (cr denoted with circles ○), tangential (cu 
labeled with squares □) and axial (cz plotted with  
triangles ∆ ) velocity coefficients on the annular 
section upstream the runner blades for all operating 

points as well as the curves fitted with Eqs. (7a) and 
(7b) (solid lines). The velocity coefficients are 
negative because the axial velocity component is 
negative in the coordonate system from Fig. 5.  

 

Figure 7a. The velocity coefficients versus 
dimensionless radius upstream the Kaplan 
runner for operating points P1 – P3. 

The analytical expressions match almost 
perfectly the numerical data for both tangential and 
axial velocity components. Swirl parameters found 
by fitting Eqs. (7) to numerical data for operating 
points are listed in Table 2 and Table 3, 
respectively. 
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Figure 7b. The velocity coefficients versus 
dimensionless radius upstream the Kaplan 
runner for operating points P4 – P6. 

Table 2. Fit parameters of the axial velocity 
component for operating points 

OP V0 V1 V2 
P1 -0.278091 1.2923 0.218939 
P2 -0.262482 11.847 0.149239 
P3 -0.262984 57.7044 0.113895 
P4 -0.292984 63.0590 0.111705 
P5 -0.341409 73.3568 0.105257 
P6 -0.405412 69.5708 0.093206 

Table 3. Fit parameters of the tangential velocity 
component for operating points 

OP Ω0 R1 Ω1 Ω2 
P1 0.035110 0.2772 -12.759 0.7827
P2 -0.063804 0.1857 -177.465 6.1080
P3 -0.065119 0.1378 -2354.01 44.5086
P4 -0.078983 0.1393 -1723.33 33.2816
P5 -0.099701 0.1406 -1147.77 22.5286
P6 -0.128013 0.1434 -689.65 14.0217

 
One can observe that the radial velocity 

coefficient at all operating points investigated is 
negligible relative to other two velocity coefficients.  

A significant modification of the tangential and 
axial velocity coefficients are obtained at operating 
points P1 and P2. Figure 8 presents the axial velocity 
coeficient versus dimensionless radius for all points 
investigated. One can observe at operating points P1 
and P2 the axial velocity is positive near the hub. 
Consequently, a recirculation region is generated at 
high intensity of the swirl.  
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Figure 8. The distribution of the axial velocity 
coefficient versus dimensionless radius upstream 
the Kaplan runner for operating points. 

Ploting the characteristic velocity V0 of solid 
body vortex from Table 2 in terms of the 
dimensionless guide vane opening it is found the 
boundary between two domains, see Figure 9. The 
minimum V0 is reached at dimensionless guide vane 
opening 0.777 ( 0.8a

^0 ≈ ). Accordingly, velocity 
profiles start to modify when the dimensionless 
guide vane opening smaller than 0.8 ( 0.8a

^0 < ). 
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Figure 9. The distribution of the characteristic 
velocity of solid body vortex versus 
dimensionless guide vane opening. 

Figure 10 shows the tangential velocity 
coeficient in terms of the dimensionless radius. The 
same conclusion emerges from tangential profiles 
like axial profiles when dimensionless guide vane is 
smaller then 0.8a

^0 < . Moreover, one can see all 
tangential velocity profiles present a transition 
region from solid body vortex to free vortex near 
the hub. It means that the hub radius is chosen too 
small. Unfortunately, this situation induces 
hydrodynamics instabilities when the hydraulic 
turbine operates at partial loading. 
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Figure 10. The distribution of the tangential 
velocity coefficient versus dimensionless radius 
upstream the Kaplan runner for operating 
points. 

A global quantitative of the incompressible 
swirling flow is provided by the swirl number S as 
the axial momentum divided by the axial flux of 
axial momentum. 
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The swirl number computed for the swirling 

flow given by Eq. (9), with parameters from Table 
4, is plotted versus the dimensionless guide vane 
opening, Figure 11. One can see that for the 
investigated range of the swirl number decreases as 
the dimensionless guide vane opening increases, but 
nevertheless the variation is quasi-linear. 

Table 4. Swirl number for operating points 

OP ^Q  ^0a  S  

P1 0.4589 0.621 1.276 
P2 0.6453 0.744 1.178 
P3 0.8442 0.867 1.016 
P4 0.9767 0.990 0.879 
P5 1.2000 1.114 0.747 
P6 1.5139 1.240 0.636 
 

 

Figure 11. The swirl number versus 
dimensionless guide vane opening. 

4. CONCLUSIONS 
The paper presents a methodology for 

computing the full three-dimensional flow upstream 
the Kaplan turbine runner. We have developed a 
methodology for accurately describing the complex 
3D geometry, as well as for building a suitable 
structured 3D mesh. A significant step forward has 
been made to reduce the time devoted to the 
problem definition (geometry and mesh), in order to 
be able to apply the present approach for design 
improvement and optimization.  

The velocity component profiles upstream the 
runner are presented for six operating points 
(variable guide vane opening). It is shown that even 
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at the design point, the tangential velocity profile 
significantly departs from the simplified one (free 
vortex distribution, i.e. 1/rcu ∝ ) usually 
considered in preliminary design.  This departure 
accentuates as the discharge decreases, while the 
axial velocity gradually develops a velocity deficit 
near the hub.  

For the velocity field analysis on a section just 
upstream the runner blades we have developed an 
original technique to quantitatively describe the 
radial variation of both axial and tangential mean 
flow velocity components. An analytical 
representation of the tangential and axial velocity 
components is derived using a combination of three 
elementary vortices (one solid body vortex, 
Batchelor vortex and free vortex). The analytical 
expression parameters are computed using a special 
least-squares method. It is shown that our swirling 
flow formulae perfectly match the numerical data 
from the 3D flow simulation. We appreciate that 
this result is extremely useful for the turbine design, 
since it reduces the complex flow on an interface 
between the distributor and runner to a set of eight 
parameters. 

The swirling flow number is shown to vary 
quasi-linearly with the guide vane opening in the 
investigated operating range even if the velocity 
profiles is changed significantly. 
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ABSTRACT

The paper presents a fast design method for the
inlet guide vanes of low-cost small hydraulic bulb
turbines. The conical-walled inlet guide vane row
is designed using a quasi-three-dimensional calcula-
tion method, by prescribing the angular-momentum
distribution along the span at the exit of the guide
vanes. The meridional through-flow is computed by
a streamline curvature method and the blade-to-blade
flow by a singularity surface method. The stagger an-
gle and the vane camber are computed to fulfill the
required design circulation and zero-incidence flow
at the leading edge. The final vane shape is a single-
curvature surface with straight leading and trailing
edges. To validate the design method, a conical
diffuser-model with six fixed vanes was designed,
manufactured and tested in an airflow rig. Traversing
measurements along the circumferential and radial
directions were made with a five-hole probe. The ex-
perimental results are compared with the prescribed
design conditions and with numerical results from a
three-dimensional analysis Euler code. The numeri-
cal method uses a second-order in space and a third-
order in time Runge-Kutta discontinuous Galerkin
method to solve the Euler equations.

Keywords: axial flow turbine, design method,
guide vane row, singularity method, Euler code.

NOMENCLATURE

Roman symbols
c [m] chord
cp0 [-] total pressure coefficient
cp [-] pressure coefficient
Cp [m2/(s2K)] specific heat at constant

pressure
Cv [m2/(s2K)] specific heat at constant

volume

f [m] camber
H [m] available head
S1 [m2] blade-to-blade surface
S2 [m2] meridional surface
N [s−1] angular speed
Q [m3/s] volume flow rate
U [m/s] rotor tip speed
V [m/s] velocity
Z [-] number of blades
p [Pa] static pressure
p0 [Pa] stagnation pressure
r [m] radius
s [m] blade thickness
t [m] circumferential pitch of cascade

Greek symbols
γ Cp/Cv, specific heat ratio
∆ variation
λ stagger angle
φ conical surface angle
Ω computational domain
% density

Subscripts and Superscripts
j element number
r, θ, z radial, circumferential and axial coordinates
η relative to nominal condition
ψ tangential direction on the unfolded conical

surface
− left state
+ right state
∗ adimensional value

1. INTRODUCTION
There is still a huge potential for power genera-

tion from small-scale hydro installations with out-
puts ranging between a few kilowatts and a few
megawatts. This is mainly due to a coincidence of
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two factors: the strategic interest in the use of re-
newable energy sources and the recent advances in
electronics which enables the control of the out-
put of small turbo-generators to follow the demand
and meet the (voltage and frequency) standards of
the electrical network at low cost. When available,
small-scale hydro power systems represent a good
technological solution to produce electrical power to
disperse communities specially in less developed re-
gions of the world. The development and the instal-
lation of locally manufactured hydro plants in those
regions are appreciated by the governments and bring
further large social impact.

The paper presents a fast design method for
the inlet guide vanes of low-cost small hydraulic
bulb turbines. The guide vanes are bounded by
two coaxial conical surfaces with a common vertex.
The vanes have constant thickness with rounded
leading edges and sharp trailing edges. The mean
lines of the vane sections on the two unfolded
conical surfaces are arcs of circumference. The
conical-walled inlet guide vane row is defined using
a quasi-three-dimensional design method, by pre-
scribing a constant angular-momentum distribution
along the span at the exit of the guide vanes. The
meridional through-flow is computed by a streamline
curvature method and the blade-to-blade flow by
a singularity surface method. For the inner and
the outer sections, the stagger angle and the vane
camber are computed to fulfill the required design
circulation and zero-incidence flow at the leading
edge. The final shape of the vane is obtained by
moving a straight line along the mean line of the two
reference sections. This produces a single-curvature
surface vane shape with straight leading and trailing
edges. To validate the design method, a0.95m
inlet diameter conical diffuser-model with six fixed
vanes was designed, manufactured and tested in an
airflow rig. Traversing along the circumferential and
radial directions was made with a five-hole probe.
Measurements include the radial and circumferential
distributions of velocity and pressure at the exit
of the guide vanes. The experimental results are
compared with the prescribed design conditions and
with numerical results from a three-dimensional
analysis Euler code.

2. QUASI THREE-DIMENSIONAL
DESIGN METHOD

A classical analysis method for the inviscid flow
through a turbomachine is presented by Wu [1].
According to Wu the solution of the three-dimen-
sional flow field (for pressure and velocity) is ob-
tained by means of the iterative solution of the two-
dimensional flow defined in two families of stream
surfaces. Any three-dimensional streamline can then
be obtained through the intersection of the two fami-

lies of stream surfaces. For a closed turbomachine,
where the flow is bounded by two surfaces of revo-
lution, one of the families must included these two
surfaces, it being expected that the intermediate sur-
faces can be approximately assumed as surfaces of
revolution. The other family includes the surfaces
of the vanes and a set of intermediate surfaces with
a shape not too different from the mean blade sur-
face. Wu [1] named the first family asS1 and the se-
cond family asS2. The solution of the flow using the
above three-dimensional approach is expensive, dif-
ficult to use, and usually produces double curvature
blade surfaces. The Wu method can then be simpli-
fied, using a quasi-three-dimensional approach called
through-flow analysis approach, where the family of
S2 surfaces is reduced to just one surface - the mid-
dle surface between the two blades - and theS1 sur-
faces are assumed to be surfaces of revolution gene-
rated from the streamlines of the flow computed at
the middle surfacesS1. The flow at theS2 surfaces
is assumed to be axisymmetric and the influence of
the blade thicknesss (measured in the circumferen-
tial direction) is taken into account by a blockage fac-
tor, 1 − s/p, wherep is the circumferential pitch of
the blade cascade.

The through-flow analysis approach allows the
solution of the three-dimensional flow by the iterative
solution of the two-dimensional flows on theS1 and
theS2 surfaces. The solution of the meridional flow
is only possible if the distribution of angular momen-
tumrVθ is known on theS2 surfaces; this distribution
is computed by the solution of the flow on theS1 sur-
faces. However, the calculation of the blade-to-blade
flow (S1 surfaces) requires the knowledge of the geo-
metry of the streamlines in the meridional plane, as
well as the distance between two adjacent streamlines
surfaces, which are obtained from the solution of the
meridional flow.

The flow on theS1 andS2 surfaces can be solved
numerically using different methods like the stream-
line curvature method [2], the finite element method
and the singularity method (boundary elements). In
the present work the streamline curvature method is
used for the solution of the meridional flow and a
singularity method is utilized for the blade-to-blade
flow.

3. DESIGN OF INLET GUIDE VANES
The through-flow analysis approach described in

section 2. is applied to the design of a conical inlet
guide vane system of a small hydraulic turbine. The
bladed duct has six vanes. The vanes are placed be-
tween two coaxial conical wall surfaces with a com-
mon vertex, which coincide with the inner and the
outer walls of the guide vane system. The cone an-
gles of the inner and the outer walls areφ = 15◦ and
φ = 32◦, respectively. Upstream of the guide vanes
is a cylindrical annular duct, and the flow at the inlet
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section of the conical zone is assumed to be uniform
without swirl (rVθ = 0).

Three steps need to be considered in the design
of any turbine:

a) Specification of the design variables: flow rate
Qη, available headHη and rotor speedN .

b) Definition of the velocity diagrams upstream
and downstream of the blade rows.

c) Calculation of the blade geometry: camber and
thickness distributions and cascade chord-to-
pitch ratioc/p.

The specification of the design variablesHη, flow
rate Qη and rotor speedN can be done starting
from one of these variables (for example the avai-
lable headHη) and computing the other two varia-
bles from dimensionless values of the tip speed ve-
locity, ku = U/(2gHη)1/2 and the meridional velo-
city kVm

= Vm/(2gHη)1/2, obtained from the ex-
perience from different manufacturers of hydraulic
turbines [3, 4]. A hub-to-tip ratioDH/D = 0.44
is chosen for the rotor. The radial distribution of the
angular momentumrVθ at the exit of the guide vanes
(inlet section of the rotor) can then be calculated from
the known values ofHη,Qη andN .

3.1. Computation of the Meridional Velocity
Field Between the Guide Vanes

The meridional flow field through the guide vanes
is computed by the streamline curvature method as
described in [2]. The following distribution of the
angular momentum is prescribed along the median
surface of the vanes:
1 - The angular momentum is constant along the

span at the trailing and the leading edges.
2 - Between the leading and the trailing edges the

angular momentum follows a cosine law distri-
bution

rVθ =
K

2
[1− cos(πx′)] , (1)

whereK is the maximum angular momentum at the
trailing edge andx′ is a dimensionless distance mea-
sured along a straight line containing the common
vertex (x′ = 0 at the leading edge andx′ = 1 at the
trailing edge). It is noted that thex′ derivative of the
above cosine law distribution is zero forx′ = 0 and
x′ = 1, thus respecting the zero load condition at the
leading and trailing edges of the vanes.

3.2. Computation of the Blade-to-blade Ve-
locity Field Between the Guide Vanes

The method described in [5] for the velocity po-
tential due to a row of vortex and source lines span-
ning a conical annular duct is used for the computa-
tion of the flow field through the conical cascade of

guide vanes. The walls are atφ = φ1, φ = φ2 (0 <
φ1 < φ2). The expressions for the velocity potential
induced by these rows of vortex and sources when
the angular distance between the conical walls be-
comes infinitely small are also presented in [5]. The
induced velocities at a pointz(x, y) due to a vortex
or a source located atz0(x0, y0) are obtained from
the potential velocity derivative and may be split into
two components: the first one due a two-dimensional
conical cascade(U1, V1) and the other one due the
thickness variation of the conical layer(Ur2 , Vψ2

)
and(Ur3 , Vψ3

),

U1 − iV1 =
q

2π

[
1

z − z0
+
Z∗

2z
(z∗)−Z

∗

+ 1
1− (z∗)−Z∗

]
, (2)

Ur2 =
qZ∗

4π

[
±1
r

(
1− r0

r

)]
, Vψ2

= 0, (3)

Ur3 = −qZ
∗

2πr

∞∑
n=1

cos [nZ∗(ψ − ψ0)] Λ1, (4)

Vψ3
=
qZ∗

2πr

∞∑
n=1

sin [nZ∗(ψ − ψ0)] Λ2, (5)

with

Λ1 =
(
±1− 1

2αn

)
(r∗)±αn− 1

2 ∓ (r∗)±nZ
∗

, (6)

Λ2 =
(
nZ∗

αn

)
(r∗)αn− 1

2 ∓ (r∗)nZ
∗

, (7)

wherer∗ = r/r0, z∗ = z/z0,Z∗ = Z/ sinφ, r is the
radial direction in the spherical co-ordinates system
(r, φ, θ) andψ is the tangential direction on the un-
folded conical surface. Similar equations can be de-
rived for the velocity induced by the vortex lines. The
velocity induced by sources and vortex distributions
over the panels are computed by a numerical gaussian
integration. The number of terms of the series to be
considered in Eqs. (4) and (5) depends on the value
of r∗ (the number of terms increases whenr∗ ap-
proaches unity). The velocity and the pressure fields
over the surface are computed using a panel method
[6] with linear elements and constant strength distri-
butions of sources and vortices. The resulting linear
system of equations is solved by a Gauss elimination
direct method.

3.3. Computation of the Aerodynamics Pa-
rameters of the Guide Vanes

For economical reasons, simple shapes are con-
sidered in the design of the guide vanes. The mean
lines for the hub and shroud profiles are arcs of cir-
cumference on the unfolded conical surfaces.

The first step consists in a conformal transfor-
mation from a rectilinear straight (cylindrical) cas-
cade to a conical cascade. This transformation allows
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the change from the cartesian planz(x, y) to the un-
folded conical planeζ(r, ψ),

z =
Zp

2π sinφ
ln ζ (8)

wherep = 2πR0/Z is the pitch of the cylindrical
cascade, withR0 =

√
R1R2 (here the subscripts

1 and 2 indicate the inlet and the outlet sections
of the conical cascade, respectively). For a rectili-
near straight cascade with circular-arc profiles the in-
let and the outlet velocity conditions are related to
the stagger angleλ as follows [7]: τ1 + τ2 = 0,
τ2 + β2 = λ andτ1 = λ, whereτ1and τ2 are the an-
gles of the velocity vector relative to the chord of the
profile andβ2 = arctanVθ/Vm. For the hub and the
shroud sections, the above conformal transformation
is used to define (a) the length of the chord, (b) the
shape of the mean line and (c) the camber that will
be changed in an ultimate phase of the design.

A constant 1.5% thickness distribution for the
vane section is prescribed, except near the leading
and trailing edges. The final shape of the profiles is
obtained combining the thickness and camber distri-
bution as for the NACA sections [8].

A panel method code based on Eqs. 2 to 5 is used
to optimize the pressure distribution over the blade
surface by modifying the camber and the stagger an-
gles of the vanes at the hub (φ = 15◦) and the shroud
(φ = 32◦).

The meridional distributions ofrVθ andVm at the
exit section of the guide vane system are computed
from the solution of the meridional flow using the
streamline curvature method as referred in Section
3.1.. The spanwise distributions of the meridional
and the circumferential components of the velocity
at the exit section of the guide vanes are used as in-
put for the panel method program. The stagger angle
is adjusted so that the prescribed value ofrVθ, i.e.
the circulationΓ, around the section is obtained. The
section camber is then optimized so that the pressure
distribution on the upper surface is smooth without
high suction peaks near the leading edge. The boun-
dary of the vane sections is discretized into 200 ele-
ments. A constant strength distribution of sources is
assumed at each panel, as well as constant intensity
vortex distribution is imposed over the section con-
tour.

Assuming the vane sections at the hub and the
shroud to be known, the median surface of the vane is
generated by connecting with a straight line the lead-
ing edges of the two profiles, and moving it along
the mean line of each profile up to the trailing edge.
Therefore the median section of the vane is a single
curvature surface.

The relative position of the vane sections along
the circumferential direction is adjusted to minimize
the slope of the leading and the trailing edges rela-
tive to the radial direction. The angles of the lead-

Table 1. Characteristics of the vane sections

φ(◦) c (m) fmax/c tmax/c λ(◦)
15.00 0.333 0.113 0.0150 33.55
19.25 0.341 0.103 0.0146 28.96
23.50 0.354 0.092 0.0141 24.85
27.75 0.371 0.082 0.0135 20.88
32.00 0.393 0.071 0.0127 17.00

ing and trailing edges relative to the radial direc-
tion are equal in magnitude with opposite signs. The
shape of the mean lines of intermediate sections are
obtained by the intersection of the conical surfaces
(15◦ < φ < 32◦) with the straight line that generates
the vane mean surface. An isometric perspective of
the conical-walled inlet guide vane row is plotted in
Fig. 1 and the geometric characteristics of the vane
sections are shown in Table 1, for differentφ angles.

Figure 1. Isometric perspective of the inlet guide
vanes system showing the hub and the shroud co-
nical surfaces.

Figure 2. Schematic representation of the turbine
model.
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Figure 3. Grid of measuring points.

4. EXPERIMENTAL FACILITY
The experimental facility shown in Fig. 2 was

built to validate the whole turbine design. Air is the
working fluid. The turbine is composed by an up-
stream annular duct with950mm outer diameter, an
inlet conical guide vane system, a 0.5 m tip diameter
rotor (not installed in the present tests) and a2m long
and 7◦ angle diffuser. There is a plenum chamber be-
tween the fan and the turbine diffuser. The flow rate
is measured by a calibrated nozzle with an ellipsoidal
longitudinal section and a400mm diameter throat.

The measurement of the velocity and pressure
distributions at the outlet sections of the guide vane
system were made with a five-hole probe: one cen-
tral hole and four equidistant lateral holes (two holes
with the centre on a plane normal to the axis of the
probe - right and left holes - and other two on the axis
of the probe - upper and lower holes). The probe has
two degrees of freedom: a linear displacement and
a rotation around its axis. The radial and yaw move-
ments of the probe are produced by a mechanical sys-
tem with a minimum displacement of0.01mm and
a minimum angle of rotation of0.1◦. The probe axis
is placed in a meridional plane with a displacement
direction making an angle of 20o relative to the ra-
dial direction. The direction of the flow is measured
by rotating the probe around its axis till the pressure
difference between the left and right holes vanishes.
The velocity direction, the total pressure and the dy-
namic pressure are obtained by linear interpolation
from the calibration curves of the probes.

5. EQUATIONS FOR THREE-DIMENSIONAL
FLOW

The equations describing three-dimensional adia-
batic compressible gas flow can be written in the so-
called conservative form [9],

∂tU + ∂xF + ∂yG+ ∂zH = 0, (9)

-1.0

-0.6

-0.2

0.2

0.6

1.0

1.4

0.0 0.2 0.4 0.6 0.8 1.0

c p

x/c

shroud vane section
hub vane section

Figure 4. Pressure coefficient distribution around
the hub and shroud vane sections.

with x ∈ Ω andt ∈ [0, T ]. The vector of conserva-
tive variables,U , the flux vectors,H, G andH are
given by

U =




%
%u
%v
%w
%E



, F =




%u
%u2 + p
%uv
%uw
%uH



,

G =




%v
%uv

%v2 + p
%vw
%vH



,H =




%w
%uw
%vw

%w2 + p
%wH



,

(10)

The system of equations (9) is subject to suitable ini-
tial conditions and boundary conditions. The varia-
bles of the system are: the density,%; the flow ve-
locity components,u = (u, v, w); the pressure,p;
the specific total energy,E; and the specific total en-
thalpy,H = E + p/%. The first equation is known
as the equation of continuity and states the conser-
vation of mass. The second, third and fourth equa-
tions result from the momentum conservation. The
fifth equation expresses the conservation of energy.
To close the system, we use the equation of state
p = %RT , whereR is the gas constant. This equa-
tion introduces an additional variable, the tempera-
ture of the fluid,T . Assuming that the specific heat
at constant pressure,Cp, is constant, in the range of
the pressure and the temperature of the flow, then
E = CvT + V 2/2, H = CpT + V 2/2, V 2 = u · u
andR = Cp − Cv. The above relationships close
the system. Therefore, the pressure can be written as
p = (γ − 1)

(
%E − %V 2/2

)
, whereγ = Cp/Cv.
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Figure 5. Circumferential averaged angular mo-
mentum distribution.
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Figure 6. Circumferential averaged axial velocity
component distribution.

6. THE RUNGE-KUTTA DISCONTINUOUS
GALERKIN METHOD

The computational domainΩ is split intoN tetra-
hedral finite elements,Ωj , not necessarily with linear
shape. To find the approximate solutionUh, a weak
formulation is used as follows. First, each equation
of the system (9) is multiplied by an arbitrary smooth
functionφ, and integrated inΩj . Integration by parts
gives
∫

Ωj

φh∂tUhdΩ−
∫

Ωj

∇φh · F (Uh) dΩ

+
∫

∂Ωj

φh F
∗ · n d(∂Ω) = 0,

(11)

where the functionsφ were replaced by discrete test
functionsφh, the exact solutionU by the approxi-
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Figure 7. Circumferential averaged radial velo-
city component distribution.

mate solutionUh, and the non-linear flux,F , in ∂Ωj
by a numerical flux functionF ∗ = F ∗

(
U−h , U

+
h , n

)
.

In the present paper the well-known Lax-Friedrichs
flux function is used [10]

F ∗ =
1
2

(
F (U−h ) + F (U+

h ) + |λmax|(U−h − U+
h )

)

(12)

with |λmax| = |u · n| + a, wherea = (γp/ρ)1/2 is
the speed of sound.

7. RESULTS
Measurements with the five-hole probe described

in Section 4. were made at the outlet section of the
guide vanes, at 16 meridional planes with a circum-
ferential amplitude of 65◦ - larger than the 60◦ an-
gular amplitude of the pitch of the cascade, Fig. 3.
The first reading line is placed atϕ = 13◦, where
ϕ is angle measured in a plane normal to the turbine
axis, withϕ = 0 when the radial direction coincides
with the vertical direction. There are 14 five-degrees-
spaced lines fromϕ = 13◦ to ϕ = 78◦ with two in-
termediate lines atϕ = 21.5◦ andϕ = 25.5◦, Fig.
3. At each reading line, the span of the probe dis-
placement is137.5mm. A total ofN =21 points are
considered at each measurement line with a cosine
law distribution for the position of the probe,

hi = h1 +
hmax

2 cos 20◦
(cosϕ1 − cosϕi) (13)

whereh is the normal distance to the inner wall and
hmax = 137.5mm. The values ofφi are given by

φi = φ1 +
180◦ − 2× 20◦

N − 1
(i− 1) (14)

with i = 1, . . . , N − 1.
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Figure 8. Axial velocity isolines at the measure-
ment section.

A total of 16× 21 = 336 measuring points were
taken for two different flow ratesQ = Qη andQ =
1.56 × Qη. The design values areQη = 3.36m3/s
and (rVθ)η = 2.491m2/s. The velocity is non-
dimensionalized by the mean axial-velocity at the ro-
tor inlet section

Vref =
4Q

π (D2 −D2
H)

(15)

whereD = 0.5m is the diameter of the rotor tip and
DH = 0.107m is the diameter of the rotor hub. The
angular momentum is made non-dimensional by the
velocityVref and the rotor outer radius.

The design pressure coefficient distributions
around the contour of hub and shroud sections are
plotted Fig. 4. Except in the vicinity of the leading
and trailing edges, these distributions show a mono-
tone flow acceleration that increases the vane pres-
sure load with the axial distance. As a consequence
of the prescribed design law Eq. (1), the vanes intro-
duce small deflection in the flow up to about30% of
the vane chord.

The numerical simulation was performed in a un-
structured tetrahedral mesh with 40764 quadratic ele-
ments to obtain good geometrical approximation in
the curved boundaries, as required [11]. The inlet
flow Mach number is 0.1. The computed numeri-
cal solution used a linear set of basis functions to
achieve second-order accuracy. The boundary con-
ditions were imposed using an extension for three-
dimensional flow of the formulation presented in
[12].

The pressure coefficient distributions around the
contour of hub and shroud sections are plotted Fig.
4. Except in the vicinity of the leading and trailing
edges, these distributions show a monotone flow ac-
celeration that increases the vane pressure load with

Figure 9. Axial velocity isolines as computed by
the Euler solver.

the axial distance. As a consequence of the pre-
scribed design law Eq. (1), the vanes introduce small
deflection in the flow up to about30% of the vane
chord.

Results shown in Fig. 5 to 7 show the design
values given by the solution of the meridional flow
and the values obtained by a circumferential mass
flow average of the experimental values and the re-
sults from the 3D Euler solver. These figures plot
the span-wise distributions of the dimensionless axial
and radial velocity components,V ∗x = Vx/Vref ,
V ∗r = Vr/Vref , and the angular momentum(rVθ)∗ =
(2rVθ)/(DVref).

The results plotted in Fig. 5, 6 and 7 show fairly
good agreement between the experimental, the de-
sign and the Euler code results. It is shown that the
design method is able to produce the desired flow de-
flection distribution with good accuracy. The small
differences found in Fig. 5 between the design values
and the distribution of the experimental results are
attributed to the three-dimensional effects not taken
into account by the quasi-three-dimensional design
method. This is corroborated by the close agree-
ment found between the trends of the experimental
and the Euler result distributions. According to the
radial equilibrium equation [13] the slight increase in
ther derivative of the axial velocity distribution (Fig.
5) is in close agreement with the small decrease in
the r derivative of the angular momentum distribu-
tion (Fig. 6). The isolines for the angular momen-
tum and the axial velocity component at the mea-
surement plane are plotted in Fig. 8 and 10. The
isolines plotted in Fig.s 8 and 9 for the experimental
and the numerical results for the axial velocity show
a fairly good agreement. Figure 11 represents the dis-
tribution of the values of the total pressure coefficient
cp0 at the measurements plane. The values ofcp0
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Figure 10. Angular momentum isolines at mea-
surement section.

are almost constant showing that the pressure losses
though the inlet guide vanes are small. A loss of to-
tal pressure is observed close to the outer wall due
to the presence of the boundary layer, although the
dimension of the probe tip and the interaction of the
probe with the wall do not allow good precision of
the results obtained close to a wall. In fact, the probe
was unable to detect the boundary layer at the hub
surface. Figure 11 also shows the thin wakes of the
blades.

8. CONCLUSIONS
A guide vane system of a small hydraulic tur-

bine was designed using a quasi-three-dimensional
method, combining the streamline curvature method
for the solution of the meridional flow and the
panel method for the blade-to-blade flow. A coni-
cal diffuser-model with six fixed vanes was manu-
factured and tested in an airflow rig. Experimen-
tal results for the velocity and pressure distributions
obtained with a five-hole probe are compared with
the design values and the numerical values obtained
using a three-dimensional Euler code. The experi-
mental results show that the final shape of the vanes
produces with good approximation the prescribed an-
gular momentum distribution at the exit of the guide
vane system, although small deviations between the
experimental and the design values appear at the axial
and the radial velocity distributions. Results from a
three-dimensional Euler code have shown fairly good
agreement with the experimental results. This was
seen to be an important tool for the analysis of the
flow through a guide vane system.
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ABSTRACT 
This paper presents the numerical investigation 

of the 3D two-phase flow in the hydraulic turbines, 
particularly in Kaplan ones. First, the 3D single 
phase flow in the full turbine is computed (spiral 
casing, stay and guide vanes, runner and draft tube). 
Then assuming a stationary flow at the inlet of the 
runner, the two-phase flow was computed in the 
runner domain. 

The goal is to develop a technique of studying 
the 3D flow and to compare different designs at 
same cavitational conditions. For that, the volume 
of the vapor was computed for each cavitational 
regime. This helps to define all stages of the 
turbine: the cavitation inception, the critic cavitation 
and the industrial limit of accepted cavitation. The 
modification of the pressure distribution on the 
runner blades due to the cavitation is analyzed. 
Further, the distribution of the wall shear stress is 
investigated to visualize the region of the instability 
region, cavitation detachment and re-attachment on 
the runner blades. 

The whole study is made on Kaplan hydraulic 
turbines of Iron Gates I power plant at best 
efficiency operating point. 

Keywords: design comparison, full 3D Kaplan 
runner, numerical computation and analysis, 
two-phase fluid flow 

NOMENCLATURE 

gH
pp

C ref
p ρ

−
=   [-] pressure coefficient 

H   [m] turbine head 
g   [ms-2] gravity 
p   [Pa] static pressure 

gH
Hpp svapatm

inst ρ
σ

m−
= [-] Thoma number [1] 

η [-] hydraulic turbine efficiency 
ρ [kg/m3] density 
 
Subscripts and Superscripts 
atm value of the atmosphere 
out outlet section 
ref reference location 
s suction 
vapor secondary phase of the flow 

1. INTRODUCTION 
The hydraulic turbines became in the last 

decades the interest of the engineering due to the 
low price of the energy delivered. In the same idea, 
the Kaplan turbines of Iron Gates I power plant 
were refurbished by replacing the runner blades and 
the auxiliary system of automatization [2]. The old 
Russian runner blades were suspected to have not-
optimal cavitating performances, but also the goal 
was to improve the net power of the plant [3, 4]. 

This paper clearly shows the numerical compu-
ting analysis of the old blades at best efficiency 
operating point [5]. In this study, the two-phase 
flow was employed in the runner of the turbine and 
the its behavior was analyzed for a wide range of 
cavitating conditions: from the non-cavitating stage 
to super-cavitating regime [6]. A detailed analysis 
will be made for the super-cavitating regime 
describing the types of the cavitation encountered in 
the runner domain of the turbine: the leading edge 
cavitation, the tip cavitation close to the trailing 
edge and the unsteady cavitation. 

The intention of this paper is also to develop a 
methodology for comparing quantitatively the cavi-
tating flows in the hydraulic turbomachinery. 
Moreover, very useful for the hydraulic engineers is 
to compute by numerical simulation the level of the 
turbine corresponding to the cavitation inception. 
Therefore, this issue was taken into account in this 
paper. 
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2. DOMAIN OF THE COMPUTATION 
The present work is made for the Kaplan 

turbines of Iron Gates I power plant. The interest 
for these turbines increased in the last decade when 
a rigurous stage of refurbishment was made for the 
runner blades and the auxiliary equipment of 
automatization. 

 

Figure 1. 3D runner interblade channel of the 
Kaplan turbine 

In the above figure, the domain of computation 
is presented. This is represented by one single 
interblade channel of the hydraulic runner. It was 
decomposed from the whole hydraulic channel of 
the turbine by employing the mixing interface 
technique for coupling the flow with the one of the 
distributor. 

 

Figure 2. Discretization of the runner blade with 
quadrilateral cells 

The inflow velocity field is considered steady 
as delivered by the distributor of the turbine. 
Respectively, at the outlet of the runner, the radial 
pressure equilibrium boundary condition was used 
which links the radial pressure variation to the 
tangential velocity of the flow. 

Whole investigation presented in this paper 
corresponds to best efficiency operating point of the 
Kaplan turbines. The runner diameter is 9.5 [m] and 
its speed is 71.429 [min-1]. The discharge is equal to 
600 [m3/s] and the head is 28.9 [m]. 

The runner blade surface was discretized using 
quadrilaterals and the domain was meshed with 
hexahedrals (approx. 550.000 cells) [7, 8]. 

3. PROBLEM SETUP 
The setup of the two-phase flow comprises the 

turbulence model employed, the cavitation model 
and the boundary conditions used for the flow. For 
the investigation, the Fluent commercial software 
was employed. 

3.1. Cavitating flow modeling 
The flow motion is governed by the continuity 

equation and by the momentum equation, together 
with the transport equations for the turbulent kinetic 
energy k and its dissipation ε. 

The continuity equation for the two-phase 
model (water and water vapour) is as follows: 

 

( ) mv
t m
m &

r
=⋅∇+

∂
∂

ρ
ρ  (1) 

 
where mvr  is the mass-averaged velocity, mρ  is the 

mixture density and m& is the mass transfer due to 
cavitation [9]. 

The momentum equation for the mixture can be 
obtained by summing the individual momentum 
equations for all phases as: 

 
( ) ( )

( )[ ]
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vvF
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r

ρα

ρµ

ρ
ρ

 
(2) 

 
where n is the number of phases, F is a body force, 

mµ  is the viscosity of the mixture and kdrv ,
r

 is the 
drift velocity for secondary phase k: 

 
mkkdr vvv rrr

−=,  (3) 
 
The volume of the individual bubbles is a 

function of space and time as follows: 
 

( ) 3

3
4, Rtr πφ =

r  (4) 

 
where R is the bubble radius. The volume fraction 
of vapor is defined as: 

 

φη
φηα
+

=
1v

 (5) 

 
where η  is the population or number of bubbles per 
unit volume of liquid. The volume fraction equation 
is derived from the continuity equation of the 
mixture. By assuming an incompressible liquid l, 
the following equation is obtained: 
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The Rayleigh-Plesset equation relates the 

pressure and the bubble volume: 
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dR
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where Bp  denotes the pressure within the bubble, 

represented by the sum of a partial pressure vp  of 
the vapor and a partial pressure of non-condensable 
gas p, and σ  is the surface tension coefficient. 

The process of bubble growth is given by: 
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ρ
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3.2. Turbulence and wall approaches 
The RNG k-ε turbulence model was employed 

in this computation, turbulence model implemented 
in commercial software Fluent 6 with a swirl factor 
equal to 0.07 [10]. For the near-wall treatment, the 
non-equilibrium wall function was used where the 
two-layers of the boundary layer is adopted to 
compute the budget of turbulent kinetic energy in 
the wall-neighboring cells [11]. The non-equi-
librium wall functions are suitable for complex 
flows involving separation, reattachment, and 
impingement where the mean flow and turbulence 
are subjected to severe pressure gradients and 
change rapidly [12, 13]. 

3.3. Boundary conditions 
The inflow boundary condition of the Kaplan 

runner is obtained using the mixing interface me-
thodology to couple the flows of the runner and the 
distributor for the single phase flow modeling case. 
Therefore, a circumferentialy constant velocity 
distribution was imposed at inlet together with the 
turbulence intensity (2.3%) and length scale (4 mm). 

The outflow boundary condition is given by the 
radial pressure equilibrium as follows: 

 

r
v

r
p u

2

ρ=
∂
∂  (9) 

 

4. CAVITATION INVESTIGATION 
The intention of this paragraph is to clearly 

present the methodology to investigate the cavi-
tating flows in hydraulic machinery, particularly the 
two-phase numerical computations. The problem is 
represented by the need to numericaly compare the 
particular technical solutions by cavitation point of 
view, but also to compare the same technical 
solution in different cavitating conditions [14]. 

Whole this investigation is made for the best 
efficiency operating point of the Kaplan turbines 
from Iron Gates I power plant. These blades are the 
ones before the refurbishment of the plant. 

Few cavitation types are encountered in the 
hydraulic machinery: the leading edge cavitation 
and the tip clearance cavitation on the suction side 
of the blade, but also cavitation on the pressure side 
for particular operating regimes of the turbine [15]. 
The goal is to analyze the types of the cavitation 
that mainly influence the hydraulic efficiency drop 
[16]. 

Further, the flow modifications due to cavi-
tation occurrence and size are subjects of interest 
for this investigation. 

4.1. Cavitation primary curve 
In order to globaly have the information about 

the flow behavior in cavitating conditions in the 
Kaplan runner, the primary cavitation curve was 
computed [17, 18]. 
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Figure 3. Primary cavitation curve of Kaplan 
turbine at best efficiency point computed 
numericaly (experimental curve not available) 

This helps to analyze the stage of the cavitation 
which describes globaly the cavitating behavior. 
The non-cavitating regime for Thoma number equal 
to 0.80 was modified by reducing sequentially the 
pressure at the exit of the runner. So the cavitation 
inception was found for Thoma number equal to 
0.40, the maximum efficiency of the turbine was 
found for Thoma number equal to 0.143 and the 
efficiency drop with 0.5% was found for σinst = 
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0.135 [19, 20]. These regimes are significant for 
industrial interpretation and therefore they will be 
analyzed in the following sections. For all the 
cavitating regimes, the snapshot of the runner blade 
was shown, together with the iso-pressure 
coefficient distribution and the streamlines for the 
wall shear stress. All of them are presented for the 
suction side of the runner blade where the cavitation 
occurred. 

4.2. Cavitation occurrence and growth 
The regime far from the cavitating conditions is 

presented first. This corresponds to σinst = 0.80. The 
comparison between the single-phase computation 
and this regime with two-phase flow has shown no 
notable differences for the pressure distribution. 
Therefore, the single-phase computation was 
excluded from this paper. 

 

Figure 4. Operating regime corresponding to 
σinst=0.80 (runner blade suction side without 
cavitation [above], pressure coefficient [middle] 
and streamtraces of wall shear stress [below]) 

The wall shear stress distribution shows sig-
nificant 3D motion from the hub to shroud of the 
suction side of the runner blade. These 3D effects 
occur as effects of the runner blade loading. The 
leading edge of the blade is significant loaded in the 
hub neighborhood, therefore the shear stress on the 
suction side of the blade presents locally a deviation 

to the tip of the runner blade. This influences 
substantially the 3D effects on the runner suction 
side even for this regime with no cavitation. 

The regime of the turbine for which the 
cavitation was encountered corresponds to σinst = 
0.40. For this regime, the cavitation occurred onto 
the suction side of the runner blade in the leading 
edge neighborhood close to the hub as shown in the 
pictures below. 

The iso-pressure coefficient area corresponding 
to Cp=-0.4 ploted below presents a greater extention 
comparing to the regime if σinst=0.80. This 
particularity of the pressure field gives the 
hydrodynamic conditions leading to the cavitation 
inception in the runner domain of the hydraulic 
turbomachinery. 

Even if the cavitation occurred onto the suction 
side of the runner blade, no visible modifications 
could be found for the wall shear stress distribution. 

 

Figure 5. Operating regime corresponding to 
σinst=0.40 (runner blade suction side with 
cavitation [above], pressure coefficient [middle] 
and streamtraces of wall shear stress [below]) 

The hydraulic efficiency of the entire turbine 
was slighty lifted up in this cavitational regime 
stage (as shown in Figure 3). 

This modification of the hydraulic efficiency is 
given by the increasing of the hydraulic torque of 
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the runner for constant hydraulic losses in the 
runner domain. 

The next significant cavitational regime of the 
hydraulic turbine is represented by the σinst=0.15. 
For this case of numerical computation, the 
hydraulic efficiency of the turbine was maximum 
(approx. 95%). The leading edge of the suction side 
of the runner blade was found full of cavitation as 
well as in the shroud neighborhood close to the 
trailing edge of the runner blade [21]. This is exten-
ded in normal direction on blade as shown below. 

 

Figure 6. Operating regime corresponding to 
σinst=0.15 (runner blade suction side with 
cavitation [above], pressure coefficient [middle] 
and streamtraces of wall shear stress [below]) 

Comparing to the previous regime, this one 
shows a larger extention of the low pressure close to 
the trailing edge of the runner blade favouring the 
cavitation occurrence and growth in this region. 
Also, the extention of the low pressure on the 
leading edge of the runner blade was modified 
correlated with the cavitation location as shown in 
the above figure [22]. 

The streamtraces of the wall shear stress field in 
the leading edge neighborhood are deflected from 
hub to the shroud of the runner blade at the edge of 
the cavitation corresponding to the re-entrant flow 
downstream the cavitation. The direction of the 

flow is toward the shroud of the runner blade as a 
consequence of the blade loading at hub. 

The final cavitational regime investigated is 
represented by σinst=0.10. The hydraulic efficiency 
of the turbine presents in this case a sharp drop as 
shown in Fig. 3. The leading edge cavitation on the 
suction side of the runer blade became double 
comparing to the previous cavitational regime 
affecting the pressure distribution for whole the 
suction side of the runner blade as shown in the 
figures below. 

 

Figure 7. Operating regime corresponding to 
σinst=0.10 (runner blade suction side with 
cavitation [above], pressure coefficient [middle] 
and streamtraces of wall shear stress [below]) 

The effects of the cavitation fluctuation can be 
easily seen by the pressure sharp modification close 
to the leading edge of the runner blade suction side 
in the superior half part [23]. The constant region of 
the pressure coefficient equal to -0.1 found in the 
previous cavitational regime is now broken by 
higher pressure of Cp=0.0. Correspondingly, the 
wall shear stress in this region presents two sharp 
drops. This leads us to the conclusion that the re-
entrant jets below the cavitation lead to flow 
vorticity that affects the global torque of the runner 
blade [24]. 

The details of the cavitation found for this 
cavitational regime are delivered in Figure 8. That 
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presents both the leading edge cavitation and the tip 
one close to the trailing edge of the runner blade 
suction side. The surface of constant 0.01 volume 
fraction for the secondary phase (water vapor) was 
built and presented in Fig. 8 for describing the 
cavitation extention and formation in the hydraulic 
runner of the turbine. The cavitation occurs starting 
right from the leading edge of the blade as the effect 
of the flow high speeds in this region. This is due to 
the leading edge high loading given by the blade 
flow incidence onto the blade. 

 

Figure 8. Details of cavitation at σinst=0.10 

Further, the cavitation of this regime moved 
toward the trailing edge of the blade close to the tip 
comparing to the previous regime. This affects 
significantly the outflow angle of the runner blade 
and correspondingly the torque taken to the shaft of 
the runner [25]. 

This is even more clear when the location of the 
cavitation is taken into account. As shown in figure 
above, the cavitation covers entirely the corner of 
the blade which is the most far placed from the 
blade axle pin. This can be one of the cause that 
leads to the hydraulic efficiency drop and the 
unsteady flow pattern [26]. 

One important cavitation type caught in this 
regime is the unsteady cavitation given by the 
dettached cavitation close to the trailing edge of the 
runner blade as shown in Fig. 8. This was found 
only for this cavitational regime. 

The tip clearance of the blade was neglected in 
this numerical computations, so in the real 
geometry (in practice) the unsteady cavitation can 
arise earlier for greater Thoma numbers. 

 

Figure 9. Flow behavior in the leading edge 
cavitation neighbourhood (σinst=0.10) 

An important effect of the leading edge 
cavitation is the modification of the flow incidence 
onto the runner blade. In Figure 9 the streamlines of 
the flow (for 10-50-90% of the span locations) must 
by-passing the cavitation which covers the entire 
leading edge of the blade. This lead to unsteady 
recirculations at the edges of the cavitation and 3D 
effects of the flow. 

4.3. Secondary phase developping 
One goal of this paper was to prepare a method 

of comparing particular flows in hydraulic 
turbomachinery in cavitating conditions. 
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Figure 10. Cavitation growth versus Thoma 
number at best efficiency operating point 

This is given by the prediction of the cavitation 
inception made possible by stating a threshold of 
the relative concentration of the cavitation [27]. 

In Figure 10 the distribution of the cavitation 
concentration is delivered versus the Thoma 
number for this best efficiency operating point of 
the turbine in logarithmic scale for the ordinate as 
given in Equation (10) where refVol  is the refe-
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rence volume of the runner domain as given by 
Equation (11). The constants of the line have the 
following values: A = -1.0587 and B = -16.35. 
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where υ=0.448 is the relative diameter of the hub 
and Rrunner=4.75 [m] is the runner radius. 

If a threshold of 1e-9 is imposed for the 
percentage concentration of the water vapor, then 
for the Thoma number is obtained the value of 
σinst=1.2 for the cavitation inception. This is very 
close to the values delivered by prof. Anton in [1]. 

Moreover, this method can be easily used when 
two numerical cavitating flows must be compared 
quantitatively. The coefficients from the Eq. (10) 
can clearly show the global cavitating performances 
of a particular two-phase flow. 

5. CONCLUSIONS 
This paper has shown a robust and efficient 

methodology of analyzing the two-phase flows in 
cavitating conditions encountered in hydraulic 
turbomachinery, particularly of Kaplan hydraulic 
turbines. Section 3 presented the cavitating flow 
model used, the turbulence models and the 
boundary conditions employed. 

Section 4 has shown the variation of the 
hydraulic efficiency of the Kaplan turbine 
computed numerically. This helped to compute the 
engineering coefficients as the cavitation inception 
and industrial tolerance. Moreover, it has presented 
the patterns of the cavitating flow onto the runner 
blade suction side for the significant regimes 
computed. A detailed investigation was made for 
the regime presenting the steep drop of the hydrau-
lic efficiency σinst=0.10. Next, the methodology of 
comparing different cavitating flows by computing 
the water-vapor concentration was presented. 

The further investigation of the cavitating flows 
will be for off-design operating points where the 3D 
effects are greater and the cavitation presence is 
much distructive. 
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ABSTRACT  
The paper presents numerical investigations of 

flow fields around marine propellers. In order to 
evaluate the propeller hydrodynamic performances 
the 2D and 3D computations were performed. The 
problems are solved using the commercial code 
FLUENT. The propeller geometry is known and the 
pressure distribution on blade and the open water 
characteristics of a marine propeller are calculated. 
To validate the methodology extensive comparisons 
with available experimental data are performed.  

Keywords: CFD, propeller.  

NOMENCLATURE  
J [-] advance ratio 
kT [-] thrust coefficient 
kQ [-] torque coefficient 
T  [kN] propeller thrust 
Q [kNm] propeller torque 
cp [-] pressure coefficient 
D [m] propeller diameter 
n [s-1] rotation speed 
vA [m/s] advance velocity 
Subscripts and Superscripts 
m measured value 
c computed value 

1. INTRODUCTION  
The screw propeller is the most common, 

efficient and cost-effective propulsion device. A 
marine propeller converts the engine torque into 
thrust force to propel a ship, accelerating the fluid 
in which it works. The propeller plays an important 
role in the interaction between ship and main 
engine.  

Actual trends in shipbuilding regard the 
increase in speed and size for certain ship types and 
the strict noise and vibrations requirements on ship 
board demand not only the increase of propeller 
efficiency but also the minimizing of undesired 
phenomena such as cavitation, noise and vibrations. 

Priority considerations imposed either by the design 
theme or by the ship destination make sometime 
impossible the task of fulfilling all the requirements 
that are related to the performances of a new ship: 
maximization of the cargo capacity, minimum fuel 
consumption, maximal speed performances, low 
noise and vibrations level. These facts oblige to 
improve continuously the propeller design methods, 
to develop and use the numerical techniques for the 
analysis of the hydrodynamic performances of the 
marine propeller as an intermediate step in 
improving the performances of the ship-propulsion 
system.  

Computational Fluid Dynamics (CFD) methods 
have become an indispensable tool in ship 
propellers design and analysis. In conjunction with 
experimental tests and analytical methods based on 
circulation theory and standard series, CFD codes 
represent a new capability to greatly improve the 
propeller design and analysis process.   

The paper presents a numerical investigation of 
flow fields around a marine propeller working in 
steady flow. Using a commercial code FLUENT the 
flow around propeller was numerically simulated to 
find out the pressure distribution on the blades and 
to define the propeller hydrodynamic characteristics 
KT ( J ), KQ ( J ). The problems were numerically 
approached in two ways:  

- using a hybrid method which based on the 
definition of the incoming flow on circulation 
theory, analyses the flow around the blade profile 
(2D computation);  

- solving the equations that describe the flow 
around propeller blades using a three dimensional 
model which includes the fluid domain as well as 
the solid surfaces of interest (3D computation). 

In order to validate the numerical methodology 
comparisons with available experimental data are 
performed.  

1.1. Propeller design and analysis 
A marine propeller must be designed to absorb 

minimum power and to give maximum efficiency, 
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with minimum cavitation, noise and vibrations. For 
the performance of the ship, propeller efficiency is 
related to speed, cavitation to noise and unsteady 
forces induced by propeller (pressure pulses and 
bearing forces) are related to vibrations of the hull 
structure. The design of screw propeller behind ship 
is an iterative process; the procedure follows a few 
steps.  

In preliminary design stage, a propeller of 
optimal efficiency is determined using the design 
charts based on model tests with series of propellers 
(such as the Wageningen B-series). The main 
characteristics of the propeller: diameter, number of 
blade, rotation rate, etc. are fixed and these are a 
starting point for the propeller design using the 
circulation theory: lifting line/lifting surface theory. 
The propeller geometry is unknown and the 
required thrust or specified power at given rpm are 
given. The incoming flow varies in radial sense and 
the problem is to find the blade geometry for a 
specified distribution of blade loading over the 
radius (wake adapted propeller). A straight design 
method is based on lifting line theory with lifting 
surface corrections. In lifting line theory, propeller 
is replaced by a vortex system and the induced 
velocities in the propeller plane can be calculated 
without knowing propeller geometry. In a first stage 
known as hydrodynamic design, the circulation, the 
induced velocities, the resultant velocity and the 
hydrodynamic pitch at the various radii are 
calculated. After the hydrodynamic calculations the 
optimum blade geometry from point of view of 
cavitation suppression at the shock free angle of 
attack and strength criteria is determined. In lifting 
line theory the induced velocities are evaluated only 
on a lifting line. Since the propeller blades are 
lifting surfaces, have finite thickness and operate in 
viscous flow, the angle of attack and chamber are 
corrected taking into account the lifting surface, 
thickness and viscous effects. Once the design is 
completed, the propeller can be evaluated in several 
ways: computational analysis, experimental model 
tests and tests on full scale. The analysis requires 
the detailed geometry of propeller, the effective 
wake distribution and the operational conditions of 
the propeller. The experimental tests in towing 
tanks and tunnel cavitation are expensive, time 
consuming and for this reason analytical and 
numerical methods have been developed and used 
for the study of the propeller’s behaviour in off 
design conditions. The objectives of this stage are 
the evaluation of the hydrodynamic performances 
of propeller in steady and unsteady flow: 

• steady analysis: 
-calculation of the open water characteristics; 
-calculation of the pressure distribution on propeller 
blades operating in uniform flow or in a radially 
varied circumferential mean flow;  

• unsteady analysis: 
-calculation of the pressure distribution on propeller 

blades in various blade positions and cavitation 
prediction;  
-calculation of the unsteady forces and moments 
acting on propeller shaft (bearing forces); 
-calculation of the hull pressure fluctuations. 

It will be clear that unsatisfactory results from 
these calculations could lead to a new iterative 
design cycle with changed propeller geometry 
(Figure1). 

 

Figure 1. Iterative propeller design procedure 

Eventual problems related to the failure in 
getting the foreseen performance may be found out 
even in the early stages of the initial design process, 
thus avoiding the risks of getting with them during 
the most expensive stage of the experiments. In this 
way the reduction of the design durations and costs 
becomes feasible.  

The computational analysis can be done using 
quasi-steady methods, circulation theory and CFD 
methods. Lifting line theory, RANS (Reynolds 
Averages Navier-Stokes) and Panel methods can 
predict the open water performance of a propeller 
very accurately. The quasi-steady methods are still 
used for calculation of unsteady hydrodynamic 
propeller forces (bearing forces). The pressure 
distributions on propeller blades can be evaluated 
using the steady and unsteady surface theory and 
CFD methods. Panel methods are potential flow 
codes, equation of motion is Laplace’s equation and 
the boundary condition of tangential flow is 
satisfied at the panels on the surface of blades and 
hub. Panel codes are useful for problems where 
pressure distribution on blade surface of propeller 
operating in steady and unsteady flow is desired. 
The RANS equations solvers are used for problems 
where viscous flow is dominant: investigation of 
interaction between wake field of the ship and the 
propeller inflow, the tip vortex, hub vortex, 
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separation along the leading edge, etc. Current 
applications of analysis of viscosity effects on 
propulsion devices are: open and ducted propellers, 
azimuthing thrusters and podded drives [1]. RANS 
codes require computational grids in the entire fluid 
region including the body surfaces. 

Numerical simulations compliment traditional 
towing tests, cavitation tests and propeller design 
process with analytical methods based on 
circulation theory and standard series. The detailed 
flow field solutions provided by CFD codes enable 
the designer to develop or modify design quickly; 
different main dimensions for the propeller 
geometry can be investigated in a less time with 
reduced expenses. CFD codes offer the possibility 
of flow visualization and a better comprehension of 
the flow phenomena.  

2. GOVERNING EQUATIONS. 
BOUNDARY CONDITIONS. 

All numerical simulation presented in this 
paper were carried out using the commercial code 
FLUENT, a computer program which solves the 
governing equations for incompresible/compresible 
flows, inviscid/viscous flows, laminar/turbulent 
flows.  

Assuming a viscous and incompressible flow, 
the governing equations which express the mass and 
momentum conservation, so-called Navier Stokes 
equations, are [9]:  
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where  v is the generical symbol for velocity, p is 
the static pressure and ν the kinematic viscosity. 
When the equations of motion are solved in a 
rotating reference frame, the relative velocity is 
introduced: 
 

rvw ×−= ϖ  (3) 
 

These equations are valid for laminar flow. 
Turbulent flows are characterized by fluctuating 
velocity fields which mix the transported quantities 
and for practical calculations the governing 
equations can be timed averaged. The velocity 
components and other scalar quantities Φ  
(pressure, energy, etc) are decomposed into a mean 
component (time averaged) Φ  and fluctuating 
components  Φ' : 
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These equations called Reynolds Average 

Navier Stokes equations (RANS) have the same 
general form as the Navier Stokes equations (1),(2) 
with the exception of the additional term ji v'v'ρ −  
which represent the transfer of momentum due to 
turbulent fluctuations. Empirical models (turbulence 
models) are necessary to describe the effects of 
turbulence and to determine the additional terms.  

Different turbulence models are available in 
FLUENT [5]. The RNG k-ε turbulence model was 
used for the numerical investigations presented in 
this paper. The RNG k-ε turbulence model is 
similar in form to the standard k-ε turbulence model 
and it was derived using a rigorous statistical 
technique called renormalization group theory. The 
standard k-ε turbulence model is the simplest 
turbulence model with two separate equations for 
the turbulent kinetic energy k and the dissipation 
rate ε. The RNG k-ε turbulence model has an 
additional term in its ε equations and the effect of 
swirl on turbulence is included.  

Taking into account that “a numerical 
simulation can consider only a part of the real 
physical domain“[9], boundary conditions must be 
used to specify the flow variable on the boundaries 
of the physical models investigated. The velocity 
inlet boundary conditions, available in FLUENT, 
were used to define the velocity of the flow at inlet 
boundaries. The outflow boundary conditions were 
used to model the flow exits. In FLUENT, the 
outflow boundary condition assumes a zero 
diffusion flux in the exit direction for all flow 
variables and they are used to model the flow exits 
where the details of the flow velocity and pressure 
are not known prior to solution of the flow problem 
[5]. Wall boundary conditions were used for blade 
surfaces. In a viscous flow, the boundary condition 
at a wall is the no slip condition.  

3. NUMERICAL PROCEDURE. RESULTS 
The numerical simulation of flow around 

marine propeller in steady flow was approached in 
two ways:  
1. using a hybrid method which based on the 
definition of the incoming flow on circulation 
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theory, analyses the flow around the blade profile 
(2D computation);  
2. solving the equations that describe the flow 
around propeller blades using a three dimensional 
model which includes the fluid domain as well as 
the solid surfaces of interest (3D computation). 

The models are based on the RANS and 
continuity equation written for the incompressible 
flow and the computations were performed using 
the commercial code FLUENT. The flow around 
propeller was numerically simulated to find out the 
pressure distribution on the propeller blades 
operating in uniform flow or in a radially varied 
circumferential mean flow and to define the 
propeller hydrodynamic characteristics for various 
advance ratio KT ( J ), KQ ( J ).  

3.1. 2D flow computation  
The incoming flows data resulted from the 

hydrodynamic design with circulation theory are 
used as a starting point for a numerical investigation 
of flow around blade profiles of the propeller.  
From lifting line method with lifting surface 
correction the complete geometry of blade sections, 
the resultant velocity and angle of attack at the 
various radii are calculated. Using these data, the 
numerical simulation and analysis of flow around 
the blade profile give information regarding the 
pressure distributions on propeller blades operating 
in a radially varied circumferential mean flow, data 
which, sometimes, can be taken as an indication of 
the behaviour of the cavitation on the blades.  

The 2D model was tested on two benchmark 
problems.  

First, the computation was made for a 2D 
laminar flow around a hydrofoil NACA 0018, at an 
angle of attack of 0 degree and for Re = 2000. The 
computational domain is presented in Figure 2, and 
two boundary conditions were used: velocity inlet 
for three sides of the trapezoidal domain and 
outflow for the right remaining side.  

 

Figure 2. The 2D computational domain 

A hybrid mesh with quadrilateral and triangular 
cells was used. A mesh refinement zone was 

defined near the profile (Figure 3), minimum grid 
spacing was given as follow 
 

Re
05.0

min =∆  (7) 

 
Figure 4 shows the pressure distribution around 

NACA 0018 profile and the computed pressure 
coefficient cp presented in Figure 5 agrees very well 
with the experimental data available [2].  In this 
case the pressure coefficient was defined as 
cp=(v/V)2, where v is the local velocity and V the 
velocity of incident flow.  

 

Figure 3. Mesh near profile 

 

Figure 4. Pressure distribution around NACA 18 
profile 
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Figure 5. Pressure coefficient around NACA 18 
profile 
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Second, the computation was made for a 2D 
turbulent flow around a hydrofoil NACA 66 
modified, at an angle of attack of 1.5 degree and for 
a Reynolds number 8.5 x105. NACA 66 modified  
(a = 0.8 mean line – chamber distribution offers a 
constant lift over about 80 per cent of the chord) is 
one of the most used types of section for the marine 
propeller. The propeller blade section geometry, the 
inflow velocity and angle of attack at the 0.7R 
radius (R=D/2 - propeller radius) were given by 
lifting line method with lifting surface correction. 
The effect of turbulence was modelled by RNG k-ε 
model. The Reynolds number to the blade sections 
is defined by: 

 

ν
7.0Re

cVR ⋅=  (8) 

 
where c0.7 is the expanded chord of the blade 
section at the 0.7R radius and VR is the resultant 
speed at the blade section at the 0.7R radius: 

 

( )22 7.0 DnvV AR ⋅⋅+= π  (9) 
 
Figures 6 and 7 present the computed pressure 

distribution around propeller blade section (NACA 
66 profile).  

 

Figure 6. Pressure distribution around propeller 
blade profile (NACA 66)  
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Figure 7. Pressure coefficient around propeller 
blade profile (NACA 66) 

3.2. 3D flow computation  
Marine propellers have complex geometry, with 

variable section profile and pitch and for this reason 
the 3D model was tested on two benchmark 
problems. First, a three blade propeller DTMB 
P4119 was selected for 3D computation. The 4119 
propeller has no rake and skew and it was proposed 
by International Towing Tank Conference (ITTC) 
Propulsion Committee for comparative steady 
calculation with RANS and surface panel methods 
[3]. The propeller diameter is D = 304.8 mm and 
the design point parameters are: advance ratio J= 
0.833, rotation speed n =10 s-1, advance velocity vA 
=2.54 m/s. The advance ratio is defined by: 
 

nD
v

J A=  (10) 

 
The numerical simulation of 3D flow around 

P4119 propeller was performed in two cases: 
I. the computational domain is cylindrical and it 
includes all three blade propeller surfaces (Figure 8) 
II. the computational domain includes only one 
propeller blade and rotational periodic boundary 
conditions are used to reduce mesh size (Figure 9). 

Unstructured tetrahedral cells are used to define 
the volume control. A mesh refinement zone was 
defined near the propeller blades, but the size is not 
enough to boundary layer analysis and tip vortex 
details. The main characteristics of computational 
domains are presented in Table 1.  

Table 1. Computational domains  

 Case I Case II 
Distance between propeller 
plane-velocity inlet 1.8D 2D 

Distance between propeller 
plane-outflow 4D 4D 

Domain’s radius 2.6D 2D 
Total cells 153255 180691 

 

Figure 8. Computational domain around 
propeller (case I) 
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Figure 9. Computational domain around 
propeller blade (case II) 

Taking into account that the propeller is in 
uniform flow and the physical geometry of interest 
and the expected pattern of the flow solution have a 
periodically repeating nature, in case II the periodic 
boundary conditions were used to reduce the 
computational domain size. The second-order 
discretization schemes available in FLUENT were 
chosen to obtain more accurate results. For 
triangular and tetrahedral grids, since the flow is 
never aligned with the grid, the first-order 
convective discretization increases the numerical 
discretization error (numerical diffusion). The 
numerical calculations were carried out for a 
Reynolds number Re = 7.6x105 using RNG k-ε 
model and moving (rotation) reference frame model 
in FLUENT. Figures 10 to 11 show the pressure 
distribution on the back side of the propeller at the 
design point J=0.833.  

In FLUENT the forces on a wall zone can be 
computed by summing the dot product of the 
pressure and viscous forces on each face with the 
specified force vector. The moment vector about a 
specified center can be computed by summing the 
product of the force vectors for each face with the 
moment vector--i.e., summing the forces on each 
face about the moment center. This feature was 
used to report the thrust force acting parallel to the 
axis of rotation and the torque absorbed by the 
propeller. The propeller hydrodynamic 
characteristics     KT ( J ), 10 KQ ( J ) computed for 
various advance ratio  were compared with 
available experimental data [3] in Figure 12. 
Usually for plotting the torque coefficient KQ is 
multiplied by 10. The computations for all J values 
were done using the same grid, the angular velocity 
was kept constant and velocity inlet was varied. The 
thrust and torque coefficients are defined by: 
 

42 Dn
TKT ⋅

=
ρ

 (11) 

52 Dn
Q

K Q ⋅
=
ρ

 (12) 

 

Figure 10. Pressure distribution on propeller 
blades – back side (case I) 

 

Figure 11. Pressure distribution on propeller 
blade – back side (case II) 
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Figure 12. Measured and calculated open water 
characteristics  

Agreement between the computational results 
and the corresponding experimental data is good; 
the differences at the design point are presented in 
Table 2.  

Table 2. Comparison between measured and 
calculated open water characteristics   

J ∆KT (I) ∆KQ (I) ∆KT(II) ∆KQ(II) 
0.833 -2.3% -3.5% 0.3% -3.2% 
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Second, a modern propeller P0209 with 
variable pitch and skew was selected for 3D 
numerical calculation. The main characteristics of 
propeller are: number of blade z=5, diameter D = 
0.21 m, blade area ratio Ae/A0 = 0.718, mean pitch 
ratio P/D = 1.03, skew = 25 degree. The detailed 
propeller geometry is known and it is presented in 
Figure 13. The experimental open water tests of this 
propeller were carried out at ICEPRONAV Galati.  
 

 

Figure 13. Propeller geometry  

Only one blade was modelled (flow is 
circumferentially periodic) and the rotational 
periodic boundary was used. The computational 
domain with 1.5D radius, the inlet displaced at 1D 
and the outlet at 2D from the propeller plane is 
shown in Figure 14. Unstructured tetrahedral cells 
are used to define the volume control with 235718 
cells. A size function was used to control the size of 
mesh elements near the propeller blade.  

 

Figure 14. Computational domain around 
propeller blade  

The numerical solutions were computed for a 
flow regime characterized by a Reynolds number 
Re = 7.9x105 using RNG k-ε model and moving 
(rotation) reference frame model in FLUENT. 
Using the numerical methodology developed, the 
pressure distribution on propeller blade was well 
reproduced: a high pressure region on the face side 
(Figure 15) and a low pressure region on the back 
side (Figure 16).  

In figure 17, the computed thrust coefficient KT 
and torque coefficient 10KQ for various advance 
ratio were compared with experimental data carried 
out at ICEPRONAV Galati. The numerical results 
are in agreement with experimental data and the 
differences are presented in Table 3.  

 

 

Figure 15. Pressure distribution on propeller 
face side   

 

Figure 16. Pressure distribution on propeller 
back side  
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Figure 17. Open water characteristics 

Table 3. Comparison between measured and 
calculated open water characteristics   

J ∆KT  ∆KQ  
0.3 1.3% -1.% 
0.4 -3.7% -2.7% 
0.5 -5% -5.3% 
0.6 -4.4% -4.5% 

Velocity 

outflow 
      Periodic 

     Periodic 

blade 
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4. CONCLUSIONS 
The results of numerical simulations of flow 

around marine propellers in steady flow were 
presented. The computations were performed using 
the commercial code FLUENT.  

First, a hybrid method was proposed to simulate 
the 2D flow around propeller blade starting from 
the definition of the incoming flow on circulation 
theory. The pressure distribution around blade 
section for a propeller operating in a radially varied 
circumferential mean flow was evaluated.  

Second, the RANS equations were used to 
analyse the 3D flow around propeller blades and to 
evaluate the hydrodynamic characteristics of 
propellers working in uniform flow. Two propellers 
with experimental data available were selected for 
3D computation: a propeller with a simple geometry 
without rake and skew (DTMB P4119) and a skew 
propeller tested at ICEPRONAV Galati (P0209). 
The computed thrust and torque coefficients were 
plotted in comparison with experimental data and 
the results are considered satisfactory.   

Numerical solutions were obtained using 
unstructured tetrahedral cells for mesh generation. 
The mesh size was not enough for boundary layer 
and vortex tip analysis but it offered correct results 
for prediction of the hydrodynamic propeller 
performances.  

The results presented in this paper are only the 
beginning of a research program including 
numerical simulation of flow fields around marine 
propellers. Taking into account that the quality of 
the mesh is a key factor to the success of a 
numerical simulation, the future author’s 
investigations will be focused on mesh generation. 
A structural mesh or a hybrid mesh allow for fine 
resolution on region where the pressure and velocity 
gradients are expected to be significant as boundary 
layer and vortex tip developed behind propeller. 
Further studies are necessary to analyse other 
aspects of flow fields like circumferential velocities 
distribution upstream and downstream of the 
operating propeller, detailed resolution on tip vortex 
development, etc. Besides, different turbulence 
models will be investigated (k-ε standard, k-ω [4], 
RSM) and the results will be compared. The choice 
of the turbulence model can affect the numerical 
results and it is a matter of experience (validation of 
calculation) which model is the best. 

Also as a future research, a numerical 
investigation of cavitating flows around propeller 
blade using the mixture model in FLUENT will be 
important to reproduce accurately the cavities 
location, shape and extent and to assess the overall 
performance alteration due to cavitation presence. 

Extensions of numerical modelling of the flow 
phenomenon around propeller in unsteady flow 
behind ship is a challenging problem in CFD and  
an important step in improving the performances of 
the ship-propulsion system as well as in increasing 

the efficiency and the quality of the research and 
design activities.  
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ABSTRACT 
Progress on the development and the application of 
an accurate and efficient flow solver for steady 
turbomachinery flows is reported. The code uses 
unstructured tetrahedral grids, its space-
discretization is based on a fluctuation splitting 
scheme and an implicit strategy is used for the time 
integration. Results include the three-dimensional 
analysis of the flow field of a compressor stator and 
thorough comparisons with experimental data and 
numerical results obtained with other codes. 

Keywords: CFD, Fluctuation Splitting, GMRES, 
Turbomachines 

1. INTRODUCTION 
In the perpetual quest for improved accuracy of 
Computational Fluid Dynamics (CFD) solvers, two 
distinct approaches have emerged over the last 
decade. One advocates the use of higher order shape 
functions for data representation while retaining an 
essentially one-dimensional physical model, 
typically modelled with the Riemann problem. The 
other approach makes use of linear shape functions 
for data representation, but tries to incorporate truly 
multi-dimensional physical models. Higher order 
Finite Volume (FV) and Discontinuous Galerkin 
Finite Element (FE) methods belong to the former 
class. The numerical method considered in this 
paper is instead based on Fluctuation Splitting (FS) 
schemes, which are a typical example of the latter 
class. Because of algorithmic complexity, both 
approaches incur a substantial computational 
overhead when compared to state-of-the-art CFD 
techniques, such as those based on artificial 
dissipation or upwind schemes. Therefore they 
require the implementation of convergence 
acceleration techniques in order to be competitive 
with more conventional solvers in terms of CPU 
cost. Explicit multigrid methods have dominated the 
CFD arena for a long time, but implicit methods 

based on Newton’s rootfinding algorithm have 
recently received increasing attention. This is 
because of their potential to converge in a very 
small number of iterations. The main objective of 
this paper is to present the application of EULFS, 
an implicit FS code [1,2], to complex three-
dimensional (3D) turbomachinery flows.  

2. GOVERNING EQUATIONS AND 
NUMERICAL DISCRETIZATION 
The turbulent motion of a Newtonian fluid can be 
modelled using the Reynolds-Favre averaged 
Navier-Stokes (RANS) equations. The objective 
here is to determine a steady state solution of this 
system. When one considers a control volume C

i
  

and denotes by ∂C
i
 its boundary and by n the 

inward normal of this latter, the integral form of the 
RANS equations can be symbolically written as: 

∫∫∫ +−⋅=
∂
∂

∂ iii CCC

dVSdSGFndV
t

U
)(  (1) 

 
Eq. (1) holds both for compressible and 
incompressible flows. In both cases, turbulence 
closure is achieved by using the 1-equation model 
of Spalart and Allmaras, whereas Chorin’s artificial 
compressibility is used to model incompressible 
flows. The terms F and G represent the inviscid and 
viscous flux vectors respectively. The only nonzero 
entry of the volumetric source term S is that 
associated with the turbulence transport equation. In 
both compressible and incompressible analyses, the 
last entry of the vector U is the turbulent variable. 
The remaining entries are instead the conservative 
flow variables in the compressible case, and the 
primitive variables in incompressible problems. 
Hence denoting by d the problem dimensionality, 
the length of the vector of nodal unknowns is 
m=d+2 for incompressible flows and m=d+3 for 
compressible flows. 
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2.1 Spatial discretization 
The RANS equations are discretized in space using 
Fluctuation Splitting or residual distribution 
schemes [3]. Introduced in the early eighties by 
Roe, these schemes have features of both  FE and  
FV methods. Just as with iso-P1 FE, the dependent 
variables are stored in the vertices of the 
computatioanl mesh, made up of triangles in the 2D 
space, and tetrahedra in 3D domains. The dependent 
variables are assumed to vary linearly in space. In 
the 2D case, a control volume (C

i
) is constructed 

around each grid point by joining the centroids of 
the surrounding triangles to the midpoints of all the 
edges that connect that grid point with its nearest 
neighbours. An example of tessellation based of 
these polygonal shaped control volumes or median 
dual cells is shown in Figure 1, where the dual cells 
are drawn with a dashed line.  

 

Figure 1. Vertex i gathers scattered residuals 
from all surronding cells 

Using a FV-type approach, the conservation laws 
(1) are discretized over each control volume C

i
. 

Unlike conventional FV schemes which compute 
the fluxes by numerical quadrature along the 
boundary ∂C

i
 of the dual cell, however, here the 

flux integral is first evaluated over each triangle (or 
tetrahedron in 3D) and then scattered to its 
vertices.The grid point i will then collect fractions 

T
iΦ  of the flux balance of all the elements by 

which it is surrounded, as sketched in Fig. 1. 
Using this approach, the space-discretized form of 
Eq. (1) is:  

∑∫
∋

Φ=
∂

∂
iT

T
i

C

i dV
t

U

i

 (2) 

in which the summation ranges over all cells T 
which share the grid node i, and  

∫∫ +−⋅=Φ
∂ TT

T dVSdSGF )(n  
(3) 

is the cell residual evaluated over cell T. Denoting 

by 
T
jΦ  the fraction sent to its jth vertex, flux 

conservation requires that the sum over the vertices 

of a given cell T of the split residuals 
T
jΦ  equal the 

total cell residual, i.e. : ∑
∈

Φ=Φ
Tj

TT
j .The 

properties of the scheme will depend upon the 
criteria used to scatter the cell residual. Distributing 
the convective flux balance along the characteristic 
directions gives the discretization an upwind 
flavour, while the distribution of the viscous flux 
balance can be shown to be equivalent to a standard 
Galerkin FE discretization. It should also be 
emphasized that the Riemann problem, typically 
used in standard FV discretizations, is not needed in 
the present FS algorithm. This is because the 
dependent variables are assumed to be continuous 
across the surface of the elements. As a 
consequence, this rather unusual approach to a FV-
type discretization leads to a set of discrete 
equations that shows closer resemblance [4] to FE 
Petrov-Galerkin rather than FV schemes. A 
thorough description of the spatial discretization 
can be found in [1,3]. 

2.2 Time integration 
The space-discretization of the governing 

equations can be viewed as a system of ordinary 
differential equations of the form:  

)(UR
dt

Ud
V =  (4) 

where R(U) represents the vector of nodal residuals 
and  V is  a diagonal matrix, the entries of which are 
the volumes of the median dual cells. Note that 
although the objective here is to calculate steady 
state solutions, the time-derivative of equation (4) is 
retained. As explained below, this is done because 
the integration strategy is partially based on pseudo-
time marching. This is achieved by discretizing the 
time-derivative with a FD and time-marching the 
solution towards a stationary state. The residual 
vector R(U) is a block-array of length equal to the 
product of the number of grid nodes and the number 
of dependent variables m. The i-th block of R(U) 
represents the discretization of the conservation 
laws at the mesh point  i, and is given by:  

( ) j

N

j
ijij

iT

T
ii UDCR ∑∑

=∋

−=Φ=
ι

1

 (5) 

The second summation in Eq. (5) ranges over N
i
, 

the set made up of grid node i and all its 

neighbours. The matrices 
ij

C  and 
ij

D   account for 

the contribution of the inviscid and viscous terms 
respectively and their description is given in [1].  
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If the time-derivative in equation (4) is 
approximated with a two-point one-sided FD 
formula, an explicit scheme is obtained by 
evaluating R(U) at time-level n. An implicit scheme 
results instead by evaluating R(U) at time-level n+1. 
In the latter case, linearization of R(U) at time level 
n yields  the implicit scheme:  

( ) ).(-V
1 1 nnn

n
URUU

U

R

t
=−











∂
∂

∆
+  (6) 

Equation (6) represents a large nonsymmetric 
(though structurally symmetric) sparse linear 

system in the unknown 
nn UU −=∆ +1

. The 

matrix UR ∂∂ /  is the Jacobian of the flow 

equations and it has a block structure, whereby each 
block is associated with a particular grid node. Due 
to the compact stencil N

i
 of the scheme, the sparsity 

pattern of the Jacobian corresponds to the graph of 
the underlying unstructured mesh. This is because 
the scheme only involves distance-1 neighbours. 
Typically the number of non-zero blocks per row 
equals 7 in 2D and 14 in 3D.  
At each pseudo-time tn, system (6) is solved by 
using a preconditioned restarted GMRES algorithm, 
as implemented in  [5], and the flow state U is 

updated using the newly computed ∆ .  

The analytical evaluation of the Jacobian matrix 
is rather cumbersome [3]. Therefore two alternative 
approaches have been adopted in EULFS: one is 
based on an approximate analytical estimate of the 
Jacobian, whereas the other uses a numerical 
approximation of the “true” Jacobian, obtained by 
means of one-sided finite differencing. In both 
cases, the elements of the Jacobian matrix are stored 
in memory. 

The approximate or Picard linearization consists 
of computing a particular Jacobian entry as: 

ijij
DC

U

R −≈
∂
∂

j

i  (7) 

that is by neglecting the dependence of the 
convective and diffusive matrices on U.  

In the FD approximation, the individual entries 
of the vector of nodal unknowns are perturbed by a 
small amount, the nodal residual corresponding to 
the perturbed state is recomputed and the elements 
of the Jacobian are then approximated using one-
sided FD formulae. Although the matrix assembly 
can be performed using a single loop over all cells 
[3], its evaluation is computationally expensive 
because it requires (d+1)×m residual evaluations. 
Therefore the use of the FD approximation of the 
true jacobian pays off only if the number of 
iterations to obtain a converged solution can be 
significantly reduced with respect to that of simpler 
iterative schemes. This condition may be achieved 
by exploiting the quadratic convergence of 
Newton’s  method, which is recovered from Eq. (6) 

as the time-step approaches infinity. On the other 
hand, the residual reduction of Newton’s method is 
quadratic only if the initial guess lies in a 
sufficiently small neighbourhood of the steady state. 
This condition is certainly not met if the numerical 
simulation has to be started from “scratch”. 
Therefore a two-step approach is adopted, similarly 
to what reported in [6]. The first step is used at the 
early stages of the calculation, and it consists of 
solving the equations in an iterative loosely coupled 
fashion: the turbulent viscosity is kept frozen and 
the other variables are advanced over a single time-
step using an approximate Jacobian;  then the 
turbulent variable is advanced over one or more 
pseudo time steps using a FD jacobian with frozen 
mean flow variables. This cycle is applied 
recursively. However, due to this partial decoupling 
and also to the use of a finite time-step for stability 
reasons, this procedure would lead to linear 
convergence, at most. This is precisely the reason 
for introducing the second step. Once the solution is 
sufficiently close to the steady state, a true Newton 
strategy is adopted: the solution of the mean flow 
and turbulence transport equation is fully coupled, 
the Jacobian is computed by FD and the time-step is 
rapidly increased. Following the Switched 
Evolution Relaxation (SER) strategy proposed in 

[7], this is accomplished by letting ∆tn in Eq. (6) be 
a function of the ratio between the L

2
 norm of the 

residuals at the initial and current time-step, that is: 

||)(||

||)(|| 0

n
n

UR

UR
tt ∆=∆  (8) 

where ∆t is the time-step computed using the 
stability criterion of the explicit scheme. 

3. RESULTS 
This section presents some results of the flow 

analysis of two turbomachinery test cases obtained 
by using EULFS: the compressible flow of a 2D 
turbine section and the incompressible flow of a 3D 
compressor stator. The predictive capabilities of 
EULFS are validated against both measured data 
and numerical results computed by other CFD 
codes. The 2D test case mainly serves the purpose 
of illustrating the computational efficiency of 
Newton’s method. Its performance in the case of 
complex 3D flows is still being investigated, and for 
this reason it will not be addressed in the 
presentation of the 3D test case. The analysis of this 
latter is instead used to assess the predictive 
capabilities of EULFS. 

3.1 2D Turbine section 
The 2D turbine section of the 11th Standard 

Configuration is the mid-span blade-to-blade 
section of an annular cascade with 20 blades. 
Reference [8] documents an exhaustive series of 
steady and unsteady experimental flow 

998



measurements and it also describes the cascade 
geometry and test-rig configuration. The subsonic 
steady flow regime with exit Mach number of 0.68 
has been computed with EULFS. Figure 2 shows 
the residual convergence history of the fully 
coupled algorithm featuring FD Jacobian 
calculations. Due to the quadratic convergence rate, 
all residuals converge to within machine accuracy 
in about 10 Netwon steps.  

 

Figure 2. Convergence history for the 2D turbine 
test case. 

 

Figure 3. Isoentropic Mach number profile for 
the 2D turbine test case. 

However, it should be noted that the convergence 
rate of this algorithm is crucially affected by the 
distance of the initial state from the sought solution. 
Worse convergence rates may be observed when 
such a distance is too large. Figure 3 reports the 
measured profile of isentropic Mach number on the 
blade surface (crosses) and two numerical estimates 
of the same variable. The solid line denotes the 
EULFS result and the dashed profile is computed 
using HYDRA, an unstructured multigrid code [9]. 
An excellent agreement between the two numerical 
results is observed. The differences between the 
numerical and the measured profiles are also 
encountered considering the results of other CFD 

codes [8]. The grids used for the EULFS and 
HYDRA calculations are substantially different, 
and they are documented in [10] and [11] 
respectively. The HYDRA result of Figure 3 is also 
taken from the latter reference. 

3.2 3D Compressor stator 
In order to assess the predictive capabilities of 
EULFS for three-dimensional problems, the flow 
field of the cantilevered stator of the third stage of a 
four-stage low-speed research compressor has been 
analysed. This machine was previously used in an 
experimental and numerical study aimed at 
assessing the aerodynamic performance of axial 
compressors using either shrouded or cantilevered 
stators. That investigation is reported in reference 
[12], which also provides a detailed description of 
the test rig and its operating conditions, and a 
thorough comparison of experimental data and 
numerical results. The latter ones were obtained by 
using the 3D incompressible NS structured code 
HYDRO [13], which uses a cell-centred FV 
scheme, Chorin’s artificial compressibility and the 
Baldwin-Lomax turbulence model. In this section 
we compare the stator flow field computed by 
EULFS to the experimental data and numerical 
results computed by HYDRO.  
This cantilevered stator has 83 blades, an aspect 
ratio of 1.349 and a midspan pitch-to-chord ratio of 
0.587. The annulus is cylindrical and the radial gap 
at the hub is 1.5% of the blade height. The 
considered flow regime is that associated with the 
design  conditions. The Reynolds number is 3.5 105 
and the flow field is considered incompressible as 
the peak isentropic Mach number is well below 0.3. 
The unstructured grid used by EULFS is made up of 
290125 nodes and 1637076 tetrahedra. This grid 
has been obtained by subdividing the hexahedra of 
a structured multi-block grid into tetrahedra by 
using the algorithm reported in [14]. The starting 
block-structured grid was obtained using the mesh 
generation capability of PADRAM [15]. Figure 4 
shows the blade-to-blade mesh at the casing end 
wall. The structured single-block grid used for the 
HYDRO calculation is a quasi-orthogonal H-type 
mesh and it has 293265 nodes and 278784 
hexahedra. The blade-to-blade mesh at the casing 
end wall is reported in Figure 5. It should be noted 
that the two grids have comparable number of 
nodes and node distribution in the blade-to-blade 
surfaces. On the other hand, the model of the hub 
clearance used by EULFS and HYDRO is 
significantly different: the stator tip is modelled 
exactly by the EULFS grid, as the blade is cut 
sharply (Figure 6a), whereas the tip is tapered in the 
HYDRO mesh (Figure 6b). 
In order to compare measured and computed 
results, let us start off by introducing the total 
pressure coefficient Cp0, defined as: 
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Here p0 is the local total pressure, and p01,MID and 
p1,MID are the pitchwise averaged values of inflow 
total and static pressure at midspan respectively. 

 

Figure 4. EULFS computational mesh at the 
casing end wall 

 

Figure 5. HYDRO computational mesh at the 
casing end wall 
 
The axial position where averaging of the latter two 
quantities is made is that of the axial plane before 
the stator leading edge (LE) and behind the trailing 
edge (TE) of the preceding rotor, namely the plane 
where experimental measurements of the flow field 
were carried out. Note that high values of Cp0 
denote regions of high aerodynamic loss.  
The contours of measured Cp0 in an axial plane 
between the stator TE and the LE of the following 
rotor (reference outlet plane) are reported in Figure 
7. This contour plot clearly shows the footprints of 
the wakes shed by two adjacent stator blades as well 
as two areas of higher loss close to the end walls. 
One is the triangular area close to the casing end 
wall (upper curvilinear boundary) and the other is 
the bubble-shaped region close to the hub end wall. 
The former high loss patch is due to the flow 
separation associated with the casing corner stall, 
and the latter patch is due to the loss associated with 
the leakage flow of the hub clearance. 

 

Figure 6. Radial clearance model: a) EULFS and 
b) HYDRO 

The inflow boundary condition of the CFD 
calculations reported below have been obtained by 
using the pitchwise averaged radial profiles of 
measured total pressure and pitch angle, and the 
value of the hub static pressure at the outflow 
boundary has been chosen to match the measured 
mass flow. All calculations are steady single-row 
analyses: the computational domain consists of the 
isolated stator, and the flow is assumed to be steady.  

Note that the contours of Fig. 7 as well as all 
other experimental data presented hereafter do 
contain all effects of the inherent unsteadiness of 
turbomachinery flows. The pressure map of Fig. 7, 
for example, was obtained by traversing the flow 
field behind the stator TE with a stationary pressure 
probe. The flow field at this location, however, is 
not steady both because of the fluctuations caused 
by the motion of the upstream rotors, and because 
of possible unsteady character of the flow field of 
the stator itself (e.g. unsteady separation bubbles). 
Both types of unsteadiness are ‘averaged’ by the 
stationary probe, which samples the flow field over 
a certain period of time and it then averages it over 
the same period. These effects are not considered in 
the numerical results presented below, because 
these simulations merely consider the steady flow 
of the isolated stator.  

The EULFS contours of Cp0 in the reference 
outlet plane are reported in Figure 8.  The contour 
pattern is similar to that of the experimental data of 
Fig. 7. However the EULFS solution seems to 
overestimate the loss associated with the casing 
corner stall, as pointed by the fact that the computed 
triangular loss patch adjacent to the casing end wall 
is significantly wider than the measured one. The 
high loss predicted by EULFS is in line with the 
presence of a substantial pocket of flow separation 
at the corner between the blade suction side (SS) 
and the casing end wall in this numerical solution. 
At the hub end wall, the predicted loss due to the 
leakage flow is again higher than the measured one. 
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Figure 7. Measured total pressure coefficient 
Cp0 in reference outlet plane 

 
The HYDRO contours of Cp0 in the reference outlet 
plane are reported in Figure 9. Comparing this plot 
with the experimental contours of Fig. 7 and the 
EULFS result in Fig. 8, one notes a good qualitative 
resolution of the main flow features. A closer 
inspection reveals the following peculiarities of the 
HYDRO solution: 1) the level of the loss due to the 
casing corner stall is closer to that of the 
measurements, and 2) the bubble-shaped loss area 
due to the hub leakage flow is more smeared than 
that computed by EULFS, which seems to better 
mimic the experimental contours. The former 
difference between the two computed results is in 
line with the observation that the extent of the hub 
corner separation predicted by HYDRO is 
negligible with respect to that predicted by EULFS 
and one possible explanation for this is the use of 
substantially different turbulence models. The latter 
difference on the hub side may be due not only to 
different turbulence closures, but also to the use of a 
significantly different clearance model. 

Figures 10, 11 and 12 compare measured and 
computed blade static pressure coefficient Cp close 
to the hub (12.5% blade height), at midspan (50% 
blade height) and close to the casing (96.25% blade 
height) respectively. Its definition is: 
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where p is the blade static pressure. The blade 
loading curves of Fig. 10 show that both the near-
hub pressure distribution predicted by EULFS and 
HYDRO are in good agreement with the 
experimental data. The pressure side (PS) profile 
computed by HYDRO is actually slightly closer to 
the measured pressure than the profile computed by 
EULFS. This result is quite surprising as the more 
realistic model of the hub clearance in EULFS 
would make one expect the opposite trend.   

 

Figure 8. EULFS total pressure coefficient Cp0 in 
reference outlet plane 

 

Figure 9. HYDRO total pressure coefficient Cp0 
in reference outlet plane 
 
This discrepancy is being investigated further. Fig. 
11 highlights that the differences between the two 
loading predictions at midspan are instead 
negligible, and the numerical results are in very 
good agreement with the measured pressure profile. 
Computed and measured profiles of blade pressure 
coefficient on the near-casing airfoil are depicted in 
Fig. 12. Both computed profiles appear to match 
reasonably well the measured pressure profile on 
the PS (the two experimental points apparently out 
of alignment with the profile may be due to fault of 
the experimental devices). Both the EULFS and the 
HYDRO pressure profiles differ from the 
experimental SS Cp profile in the first 25% of blade 
chord. More remarkably, the slope of the EULFS 
profile has a discontinuity at about 50% chord. This 
is due to the presence of a large separated flow 
region at the casing/SS corner in the EULFS 
solution. Such separation is in line with the fact that 
the loss associated with the casing corner stall 
predicted by EULFS (Fig. 8) is significantly higher 
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Figure 10. Measured and computed pressure 
coefficient Cp close to hub end wall 

 

Figure 11. Measured and computed pressure 
coefficient Cp at midspan 
 

 

Figure 12. Measured and computed pressure 
coefficient Cp close to casing end wall  
 
than that computed by HYDRO (Fig. 9). The 
comparison of the radial profiles of the pitchwise 
averaged Cp0 at the inflow and outflow plane is 
presented in Fig. 13. The measured and computed 
inflow profiles are nearly superimposable, because 
the experimental profile has been used as inflow 
boundary condition. The small discrepancies are 
due to the fact that the actual inflow plane of the 
computational domain has been positioned slightly 

ahead of the plane where the measurements were 
made.  

  

Figure 13. Measured and computed pitchwise 
averaged total pressure coefficient Cp0 in 
reference inlet and outlet planes  
 
The outflow plane is the previously defined 
reference outlet plane. Here both numerical results 
are in good agreement with the experimental data in 
the first 20% of the blade height, which means that 
the overall loss associated with the hub leakage 
flow is predicted fairly well. From 20% to about 
60% blade height, both calculations underpredict 
the aerodynamic loss. This is because the computed 
wakes (Figs. 8 and 9) are thinner than the measured 
ones (Fig. 7). The loss profile from 60% to the 
casing end wall is strongly affected by the corner 
stall flow development. The overall loss predicted 
by EULFS seems to compare better than the 
HYDRO result with the experimental data. Close 
inspection of Figs. 8 and 9, however, points to the 
fact that this is probably because the underestimated 
total pressure in the corner stall area largely 
outweighs the overestimated total pressure in the 
remaining portions of the casing boundary layer.  

The comparison between measured and 
computed radial profiles of pitchwise averaged 
pitch angle is presented in Figure 14.  

 

Figure 14. Measured and computed pitchwise 
averaged pitch angle in reference outlet plane 
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The agreement between the two CFD results is very 
good along the whole blade height, and that 
between the two computed results and the 
experimental data is also fairly good from the hub 
end wall to about 80% blade height. In the 
remaining 20% the agreement is somehow poorer.  
Note that the two calculations yield comparable 
results also in this interval despite fundamental 
differences in the computational models they make 
use of. Assuming that the experimental profile is 
correct, this discrepancy may be due to some 
unsteady effect such as blade-row interaction or 
unsteady nature of the flow separation associated 
with the casing corner stall, which neither 
calculations account for. 

4. SUMMARY 
The theory behind the implementation of the 

EULFS code has been summarized. The main 
features of this solver are a space-discretization 
based on Fluctuation Splitting schemes and an 
implicit integration strategy. The former feature is 
adopted to enhance accuracy and the latter to 
increase the convergence rate. The predictive 
capabilities of EULFS for complex 3D 
turbomachinery flows have been assessed by 
considering the incompressible flow field of a 
compressor stator. Ongoing work includes further 
investigation of some unexpected discrepancies 
between the EULFS prediction and the results of 
other numerical simulations and flow measurements 
for the 3D test case, and validation and 
improvement of the integration strategy for 3D flow 
problems. 
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ABSTRACT 

A study of the core flow instability in the radial 

vaneless diffusers is performed for the purpose of 

better understanding of the rotating stall 

mechanism. In this paper the numerical results are 

compared with the experimental results.  

A commercial code with the standard 

incompressible viscous flow solver is applied, to 

model the vaneless diffuser core flow in the plane 

parallel to the diffuser walls. Since the analysis is 

restricted to the core flow region, the influence of 

the wall boundary layers is neglected. Therefore, 

this model is only applicable to the wide vaneless 

radial diffusers. Using this numerical model a two-

dimensional rotating flow instability, similar to 

rotating stall, is found to exist.  

The numerical results are compared with the 

Particle Image Velocimetry (PIV) measurements 

performed in the vaneless diffuser behind a radial 

flow pump impeller. The measurements are 

performed at low mass flow rates, when the 

unsteady flow phenomena like rotating stall occur.  

In the PIV measurements similar flow 

structures are observed as obtained by the numerical 

model. In both cases, clockwise and counter-

clockwise rotating vortex structures are observed 

near the diffuser outlet. Comparison of these flow 

structures is made and discussed in this paper. 

Keywords: centrifugal compressor, core flow, 

PIV measurements, radial flow pump impeller, 

rotating stall, vaneless diffuser 

NOMENCLATURE 

A [-] amplitude 

c [m/s] speed of sound 

D [-] constant for function steepness 

Ma [-] Mach number 

N [-] number of impeller blades 

Q [m3
/s] volume flow rate 

V [m/s] absolute velocity 

Y [-] defined parameter 

h [m] diffuser width 

no [-] number of order of the PIV image 

p [Pa] pressure 

r [m] radius 

t [s] time 

u [m/s] radial velocity 

v [m/s] tangential velocity 

α [º] flow angle 

Ω [rpm] radial pump impeller speed 

µ [Pa s] molecular viscosity 

θ [rad] circumferential position 

σ [-] constant factor 

ω [rad/s] angular impeller velocity   

Subscripts and Superscripts 
cr critical 

i impeller 

m mean 

n design operating condition 

p plane 

tip impeller tip 

2 diffuser inlet 

3 diffuser outlet 

1. INTRODUCTION 

Flow instabilities in centrifugal compressors, 

such as rotating stall, result in lower efficiency 

operating point and reduced pressure ratios. 

Rotating stall limits the operating range of 

compressors and can cause damage and noise 

nuisance. To improve the operating conditions of 

compressors, understanding of rotating stall flow 

dynamics is required. 
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The most common type of rotating stall in 

centrifugal compressors is the diffuser rotating stall. 

This paper deals with the study of the rotating stall 

mechanism within the vaneless radial diffusers. 

In the literature different analytical and 

experimental approaches have been used to 

investigate the rotating stall phenomenon, and 

several theories that explain the vaneless diffuser 

rotating stall mechanism have been developed. The 

literature survey on the vaneless diffuser rotating 

stall indicates that different flow mechanisms are 

held responsible for the occurrence of rotating stall. 

Authors in [1-3] found that vaneless diffuser 

instability is different for narrow and wide 

diffusers. One mechanism is associated with the 

two-dimensional core flow instability occurring in 

the wide vaneless diffusers when the critical flow 

angle is reached, and the other mechanism is 

associated with the three-dimensional wall 

boundary layer instability occurring in the narrow 

diffusers.  

The three-dimensional approach, where the 

wall boundary layer theory is used to study the 

rotating stall in vaneless diffusers, was applied by 

references [4-7]. These authors generally state that 

the effect of the three-dimensional boundary layers 

near the walls causes the rotating stall in the 

vaneless diffuser. On the other hand, Abdelhamid 

[8] and Tsujimoto et al. [9] used a two-dimensional 

inviscid and incompressible flow analysis, where 

the effect of the wall boundary layers is not taken 

into account, to study the vaneless diffuser rotating 

stall. These studies suggest the existence of a two-

dimensional core flow instability at the onset of 

rotating stall in vaneless diffusers. Senoo and 

Kinoshita [5] have, for instance, made a distinction 

between the narrow and wide diffuser in their 

model. 

However, little is known about the rotating stall 

mechanism and further research is necessary to 

reveal its flow dynamics. Before performing the 

three-dimensional analysis of rotating stall the 

authors decided to perform a two-dimensional 

analysis first, to see if there are any two-

dimensional instabilities that might contribute to 

rotating stall in the vaneless diffusers. A two-

dimensional analysis of the vaneless diffuser core 

flow was performed using the Computational Fluid 

Dynamics (CFD). A two-dimensional 

incompressible flow model of the vaneless diffuser 

core flow was developed, where the influence of the 

wall boundary layers is not taken into account. 

Therefore, this model applies only to the wide 

vaneless radial diffusers with parallel diffuser walls, 

where it can be assumed that mainly two-

dimensional core flow in between the diffuser plates 

is present. Wide vaneless diffusers that compare 

well with this numerical model all satisfy 
2rh  > 

0.1, see reference [10]. Therefore, the vaneless 

diffusers that satisfy this condition will be 

considered as wide vaneless diffusers. 

In this paper the results of the numerical model 

are compared with the PIV measurements 

performed in the vaneless diffuser behind the radial 

flow pump impeller. These measurements, 

performed at the Laboratoire de Mecanique in Lille 

(France), are not meant to be compared with this 

numerical model in the first place. Despite the 

differences between the experimental setup and the 

numerical model, similar flow structures are 

observed, and therefore, this comparison is made. 

In the next section, the numerical model is 

described, and the obtained numerical results are 

presented.  This is followed by the section about the 

experimental setup and the performed PIV 

measurements. Then, the results of the numerical 

model are compared with the PIV measurements, 

and finally, the paper is ended with a few 

conclusions. 

2. NUMERICAL MODEL 

To study the core flow instability in the 

vaneless radial diffuser, a two-dimensional flow 

model was made of the plane parallel to the diffuser 

walls. No diffuser width is modeled, and the 

influence of the wall boundary layers is not taken 

into account.  

2.1. Methodology 

It is assumed that the outlet of the vaneless 

radial diffuser is connected to the space with 

constant static pressure. At the diffuser inlet a 

clockwise rotating jet-wake pattern is specified. The 

tangential velocity component v , prescribed at the 

diffuser inlet, is constant around the circumference. 

In this numerical model, the tangential velocity 

component is related to the impeller speed as 

follows: 

 

tipvv ⋅= σ  (1) 

 

where v  is the tangential velocity component, 
tipv  

the impeller tip speed and σ  the factor equal to 0.9. 

The radial velocity component at the diffuser inlet 

is described by the periodic hyperbolic tangent 

function: 

 

( )

( )D

YD
Auu m

tanh

tanh ⋅
⋅+=  (2) 

 

where u  is the radial velocity component, 
mu  the 

mean radial velocity, A  the amplitude and D  the 

constant indicating the steepness of the jet-wake 

function. The circumferential position θ  and the 

angular impeller velocity 
iω , are defined within the 

parameter Y : 
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( )tNY i ⋅+⋅= ωθsin  (3) 

 

where t  is the time and N  the number of jet-wakes 

around the circumference corresponding to the 

number of impeller blades. 

The reference geometry and the operating 

conditions of the vaneless diffuser model are 

obtained by scaling the existing air compressor 

configuration at the near stall operating conditions. 

For the details and motive of the scaling, the reader 

is referred to reference [11]. The reference 

geometry and operating conditions are: 
23 rr  = 

1.52, N  = 17, Ω  = 255.2 rpm and 3.9=mtip uv . 

In the reference situation the jet-to-wake 

circumferential extent ratio equals 1 and the jet-to-

wake radial intensity ratio equals approximately 

5.5. 

For the numerical analysis, a commercial 

software package FLUENT was used. The 

governing integral equations for the conservation of 

mass and momentum are solved using the finite-

volume approach. For discretization of the time-

dependent terms the second-order implicit time 

integration is used, and for convection terms the 

QUICK scheme, as proposed in reference [12], is 

used. 

Although the studied flow is turbulent, the 

incompressible viscous flow model, with no eddy 

viscosity but only molecular viscosity, is applied. 

Use of the turbulence models is avoided because of 

the excessive numerical dissipation of the 

turbulence models. It is assumed that the two-

dimensional core flow instabilities have the length 

scale of the prescribed jet-wake pattern at the 

diffuser inlet. Since turbulence models capture the 

diffusion-like character of turbulent mixing, 

associated with many small eddy structures, they 

damp out the solutions of large eddy structures like 

this one. 

This numerical model is similar to the 

analytical analyses in references [8] and [9], 

because it is two-dimensional, incompressible and 

can be considered as virtually inviscid since 

molecular viscosity has a value of 310−
=µ . The 

major difference between these models is the way 

of approach to the situation, since different 

parameters are used as input parameters to obtain 

the two-dimensional instability. 

To mesh this geometry a simple two-

dimensional quadrilateral grid consisting of 750 by 

62 elements is applied. The performed calculations 

are unsteady. The convergence criterion of 10
-3

 is 

applied to the continuity, x-velocity and y-velocity 

residual, and is satisfied at each time step. 

2.2. Numerical results 

Using this numerical model of the vaneless 

diffuser core flow, a two-dimensional rotating 

instability similar to rotating stall is found. In figure 

1 two solutions are shown, which are colored by the 

velocity magnitude. The solution on the left 

represents the steady stable operating flow 

condition and the solution on the right represents 

the two-dimensional rotating instability. For this 

particular diffuser geometry the two-dimensional 

rotating instability consists of 7 rotating cells. The 

rotating cell area is the high velocity region, while 

the flow in between the cells is a low velocity 

region. 

The two-dimensional rotating instability occurs 

when the mean flow angle 
mα  becomes smaller 

than the critical flow angle 
crα . The mean flow 

angle 
mα  is defined as ( )vumm

1tan −
=α . The 

obtained two-dimensional rotating instability is 

similar to rotating stall because it consists of a 

number of rotating cells that propagate with 

approximately 40 % of the impeller speed. Because 

of this similarity with rotating stall and good 

agreement with the measurements found in the 

literature, see reference [10], the authors believe 

that this instability might contribute to the vaneless 

diffuser rotating stall. 

 

 
 

Figure 1. Stable (ααααm ≈≈≈≈ 12º) and unstable (ααααm ≈≈≈≈ 5º) 

operating flow condition obtained by the 

numerical model 
 

To better study the flow mechanisms that 

contribute to this rotating instability, the velocity 

field of fluctuation is analyzed for the steady stable 

operating flow condition as well as for the two-

dimensional rotating instability solution. The 

fluctuation velocity field was obtained by 

subtracting the mean velocity, averaged along the 

circumference at each radius, from the absolute 

velocity field. 

In figure 2, the fluctuation velocity field is 

shown, for the rectangular area in figure 1 

corresponding to the steady stable operating flow 

condition. Here, the outward and reversed flow 

areas alternate near the diffuser outlet. The number 

of these alternating areas exactly corresponds to the 

number of the prescribed jet-wakes at the diffuser 

inlet. The prescribed jet-wake pattern at the diffuser 

stable 
rotating 

instability 

 
 rotating 

 cell 
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inlet can be distinguished from the alternating 

clockwise and counter-clockwise rotating areas near 

the diffuser outlet. 
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Figure 2. Fluctuation velocity field of the steady 

stable operating condition 
 

In figure 3, the fluctuation velocity field is 

shown, for the rectangular area in figure 1 

corresponding to the two-dimensional rotating 

instability. This velocity field clearly shows the 

counter-clockwise rotation of the flow field within 

the rotating cell, and the clockwise rotation of the 

flow field in between the rotating cells. The 

counter-clockwise rotation of the cells is a 

consequence of the clockwise rotating jet-wake 

pattern at the diffuser inlet. 
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Figure 3. Fluctuation velocity field of the two-

dimensional rotating instability 

3. PIV MEASUREMENTS 

The PIV measurements, performed by Wuibaut 

et al. [13] on an air test rig of a radial flow pump, 

are used for comparison with the numerical model. 

These measurements are performed in a pump 

configuration with a wide vaneless diffuser and no 

volute, which makes them interesting for 

comparison with this numerical model. Here, only 

the off-design measurements, where the unsteady 

flow phenomena occur, are used for comparison. 

3.1. Experimental setup 

The radial pump impeller consists of 7 impeller 

blades. The outlet part of the impeller is 

characterized by a two-dimensional design. The 

main characteristics of the vaneless diffuser are 

23 rr  = 1.12 and 
2rh  = 0.15. The 

2rh  ratio 

satisfies the suggested condition for the wide 

vaneless diffusers. The off design operating 

conditions, at which the unsteady flow 

measurements are performed, are: Ω  = 1710 rpm, 

nQQ  = 0.45 and 
nQQ  = 0.26.  

A schematic drawing of the experimental setup 

is shown in figure 4. The laser sheet is inserted 

through the diffuser outlet into the stage. The PIV 

images are made in the outer part of the impeller 

and in the vaneless diffuser. The YAG pulsed laser 

has been synchronized to pulse each two complete 

revolutions of the impeller. Then, the camera makes 

the images of the flow through the transparent 

diffuser wall and impeller shroud. 

 

outlet
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lens

inlet
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Figure 4. Schematic drawing of the experimental 

setup 

 
The PIV measurements are performed at low 

mass flows, when the unsteady flow phenomena 

occur. The images are made in planes parallel to the 

diffuser walls. The measurement planes at hhp
 

ratios 0.25, 0.5 and 0.74 are used for this 

comparison, where h  is the diffuser width and 
ph  

JET 

WAKE 

JET 

WAKE 

JET 

JET 

WAKE 
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the distance of the measurement plane from the 

diffuser bottom wall. 

The instantaneous PIV data are averaged by 

summing the data of all images and dividing by the 

total number of images. The fluctuation velocity 

field is then obtained by subtracting the averaged 

flow field from the instantaneous velocity field of 

each image. For further analysis of this velocity 

field, a MATLAB file is written that computes the 

circulation strength across the flow field, and then 

selects the vortex structures based on their strength 

and magnitude. In this case, the larger and stronger 

vortex structures, in and around the vaneless 

diffuser space, are selected. 

3.2. Measurement results 

The PIV images, shown in this section, are 

taken just after the impeller blade has left the 

image. The tip of the impeller blade can be found in 

the left upper corner, where the arrow indicates the 

rotation direction of the impeller. The upper line, 

crossing the image, represents the vaneless diffuser 

inlet, while the lower line represents the vaneless 

diffuser outlet. The velocity vectors represent the 

velocity field of the fluctuations, and the 

background represents the field of vorticity.  

 

 
 

Figure 5. PIV image of the impeller blade wake, 

Q/Qn = 0.26, hp/h = 0.25, no = 45 

 

Different flow structures were found in the 

performed measurements. In figure 5, a PIV image 

is shown, in which the wake behind the impeller 

blade is clearly visible. Besides the blade-wake also 

some other flow structures could be noticed, such as 

the larger vortex structures just outside the vaneless 

diffuser space. In figure 6, a few images are shown 

where the vortex pairs just outside the vaneless 

diffuser space are clearly visible. These clockwise 

and counterclockwise structures are only existent at 

low mass flow rates and are not observed during the 

stable operating flow condition. 

 

 

 

 
 

Figure 6. PIV images of the vortex pair near the 

diffuser outlet 
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Figure 7. PIV images showing that the flow 

structures near the diffuser outlet rotate around 

each other, Q/Qn = 0.26, hp/h = 0.5 
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These vortices, shown in figure 6, remind us on the 

clockwise and counter-clockwise rotating structures 

of the two-dimensional rotating instability obtained 

by the numerical model. 

A few differences are observed in the structure 

and behaviour of the rotating cells, which are 

probably due to the difference in environments. The 

clockwise and the counter-clockwise cells observed 

in the PIV measurements extend along 5º to 20º of 

the circumference, while the rotating cells in the 

numerical model extend along 20º to 35º of the 

circumference. Furthermore, the rotating cells 

observed in the PIV measurements are able to move 

around each other, while in the numerical model 

this movement is suppressed by the outlet boundary 

condition. In figure 7, a counter-clockwise rotating 

vortex is observed together with the surrounding 

clockwise rotating vortices. These PIV images show 

that the clockwise and counter-clockwise rotating 

vortices move around each other, because in each 

PIV image the surrounding vortices are observed at 

different positions with respect to the central vortex. 

Concerning figure 7, it must be mentioned that the 

images in figure 7 are not the successive images of 

one measurement, but are 6 randomly chosen 

images out of 230 images, which corresponds to 

one measurement. The number of order of each PIV 

image is given by the value of 
on . Subsequently, 

these images are sorted by the authors keeping in 

mind the rotation order of the vortices. 

Despite of the differences between the 

experimental setup and the numerical model, 

similar flow structures are observed in the PIV 

measurements as obtained by the numerical model, 

which is a remarkable observation. In the following 

section, the differences between the experiments 

and the numerical model are considered and 

discussed. 

4. DISCUSSION 

Besides the similarity in the flow structures, 

found between the numerical model and the PIV 

measurements, also some differences need to be 

considered, which are discussed in this section.  

The velocity field computed in the numerical 

model is fully two-dimensional, while the PIV 

measurements also contain some secondary flows. 

The major three-dimensional effects in this 

experimental setup are probably due to the wall 

boundary layers and the wake-behind the impeller 

blade. However, the amount of the secondary flows 

in this experimental setup is not expected to be very 

high, because the design of this experimental setup 

contributes to the two-dimensional character of the 

vaneless diffuser core flow. For instance, the outlet 

part of the impeller is characterized by a two-

dimensional design, and the vaneless diffuser space 

is wide enough (
2rh > 0.1) to avoid the near wall 

regions, where the wall boundary layers are present.  

The PIV measurements are performed far enough 

from the vaneless diffuser walls to avoid the wall 

boundary layers. The secondary flows due to the 

wake behind the blade can not be avoided, but the 

two-dimensional design of the impeller exit should 

minimize these effects. 

Another difference between the experiment and 

the numerical model is the working medium, which 

is air in the experimental case and water in the 

numerical model. To obtain exact equality between 

the experimental setup and the numerical model, 

their geometry and the working medium should be 

properly scaled with respect to each other. When 

scaled properly, the Reynolds number and the Mach 

number should be equal in both situations. 

Although, this experiment and the numerical model 

are not scaled with respect to each other, the 

similarity check indicates that the Reynolds number 

is of the same order in both cases, which is in the 

order of 10
6
. It is not possible to satisfy the Mach 

number similarity as in the numerical model 

incompressibility is assumed. But in the 

experimental setup the Mach number, defined as 

cvMa tip= , equals 0.14, which is very small. This 

means that the density changes over the radial pump 

stage are small enough, to assume that the flow is 

incompressible in this experimental setup. 

On the other hand, a similarity between the 

numerical model and the experimental setup is 

found in the diffuser outlet boundary condition. In 

the experimental setup, there is no volute, and thus 

the vaneless diffuser outlet is connected to the open 

space. This situation approaches the boundary 

condition, p  = constant, as prescribed in the 

numerical model. Because this diffuser is a very 

short diffuser ( )12.123 =rr  compared to the 

commonly used vaneless radial diffusers 

( )24.1 23 << rr , the outlet boundary condition can 

be improved by increasing the diffuser radius ratio. 

Increase of the diffuser radius ratio should result in 

better circumferential distribution of pressure at the 

diffuser exit. Therefore, longer vaneless diffuser 

should be used in this experiment for better 

comparison with the numerical results. 

5. CONCLUSIONS 

A two-dimensional viscous incompressible 

flow model was developed to study the core flow 

instability within the wide vaneless radial diffusers 

of centrifugal compressors. With this numerical 

model of the vaneless diffuser core flow, a two-

dimensional rotating instability was found.  

Similar flow structures, as obtained by the 

numerical model, are observed in the PIV 

measurements performed in the air test rig of the 

radial flow pump. In both cases, clockwise and 

counter-clockwise rotating structures near the 

diffuser outlet are observed. 
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It is not completely fair to compare the 

numerical model with this experimental setup. 

Therefore, new PIV measurements will be 

performed, with larger vaneless diffuser space 

behind the impeller. In these experiments, the 

vaneless diffuser space will have a diffuser radius 

ratio of 1.52, which is the same diffuser radius ratio 

as used in the numerical simulation. Larger diffuser 

radius ratio will give the rotating cells more space 

to develop and grow. They can move further into 

the diffuser and thus further away from the 

impeller, and they also have more chance to survive 

when not immediately reaching the diffuser exit, 

where they are being blown out of the diffuser 

space. 
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ABSTRACT  
The aerodynamic performance of the NREL 

(National Renewable Energy Laboratory) 
Combined Experiment Phase II and III Horizontal 
axis wind turbine rotors has been studied with 3-D 
steady Navier-Stokes solver. A range of Turbulence 
models including Spalart-Allmaras (S-A), Standard 
k-e, k-e-Realizable and k-w-SST were used and 
evaluated. The experimental data from IEA Annex 
XIV database was used to compare the predicted 
results. The experimental data was reduced to 
steady state with known deviation in velocity and 
yaw angle. The results were obtained in the form of 
rotor power and pressure distribution at various 
radial locations of the blade. All turbulence models 
predicted the power well for low wind speeds but 
under-predicted the power at higher wind speeds for 
both rotor blades however the stall was captured by 
k-e and k-w SST turbulence models. The pressure 
distribution comparison with the experimental data 
was good except at inboard span locations of the 
blade for higher wind speeds. 

Keywords: Aerodynamics, CFD, Power, 
Pressure distribution, Wind Turbine 

NOMENCLATURE  
y+   [-]   Sub layer distance from the wall 

1. INTRODUCTION  
Wind is the most abundant source of renewable 

energy and therefore it is the fastest growing energy 
technology in the world. Its chief benefits include 
cost-effective energy generation, reduction of air 
pollution, reduction of global warming, zero waste 
production and agriculture support. Modeling the 
aerodynamics of wind turbine rotor is a challenging 
area in wind energy industry. 

Various methodologies have been used in this 
area including Blade Element Momentum theory [1, 
2, and 3], Vortex Lattice methods [4] and variants 
of Navier-Stokes solver [5-9].  

Both Blade Element Method and Vortice 
Lattice methods had showed inadequacies in 
predicting rotor power at higher wind speeds due to 
lack of satisfactory stall delay models. The Navier-
Stokes methodologies show promise in capturing 
aerodynamics at blade stall but unsteady flow 
effects and grid resolution have restricted its 
accuracy. In order to account for this phenomenon, 
these methods require large computational resource 
which is primarily responsible for its restricted use. 
     The applications of Computational Fluid 
Dynamics (CFD) for wind turbine can be found in 
the works of Duque et al. [7, 9] and Xu and Sankar 
[6, 8]. For low wind speeds, they generally obtained 
good agreement with the experimental results but 
for high wind speeds, they were unable to capture 
the flow phenomena well. 
     Majority of the work done for calculating 
aerodynamic characteristics of wind turbine has 
been done on in-house codes that are not readily 
available for a common wind turbine designer. 
Therefore a commercially available CFD software 
FLUENT has been used in this study. 
     Experimental data for NREL wind turbine has 
been obtained from IEA Annex XIV database [10]. 
This database was made by several European Union 
research labs and NREL to obtain experimental 
field data for different wind turbines [11]. However, 
the data is in unsteady form and has to be reduced 
to steady state in order to make it possible for 
benchmamrking purposes. 
    This paper describes the application of Navier-
Stokes methodology through the application of 
Spalart-Allmaras [12], k-e standard [13], k-e-
realizable [14] and k-w-SST [15] turbulence 
models. This data have been obtained from IEA 
Annex XIV database and have been reduced to 
steady wind and certain yaw error. The paper 
discusses and compares the aerodynamic prediction 
capabilities of the above mentioned turbulence 
models for both twisted (Phase III) and untwisted 
(Phase II) wind turbine rotors . 
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2.  EXPERIMENTAL DATA  
The NREL combined experiment Phase II and 

III wind turbine data was used for comparisons. 
Both wind turbines are downwind three-bladed 
HAWTs (Horizontal axis wind turbine) and have 
blades with a rectangular planform. The S809 airfoil 
is used throughout the span of the blades. The S809 
airfoil is a 21% thick laminar flow airfoil designed 
specifically for Horizontal Axis Wind Turbine 
(HAWT) purpose [16]. The S809 airfoil is specified 
in terms of coordinates. 
      Both blades have a constant chord of 0.457 m 
and diameter of 10.0 m. The phase II rotor blade is 
untwisted and has a fixed pitch of 12 degrees. The 
phase III rotor blade is twisted throughout the span 
and been manually pitched to 3 degrees. The twist 
distribution of phase III rotor blade is shown in 
Figure 1. The details of the experiment are given in 
References [11, 17]. 
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Figure 1. Twist Distribution of Phase III Rotor 
Blade 
 

The documented experimental data provided by 
IEA Annex XIV database has large fluctuations in 
wind speed and nacelle yaw errors. In order to make 
it suitable for benchmarking, the steady state data 
was extracted having minimum wind speed 
variation and yaw errors. The methodology used 
was similar to as done by Duque et al. [9]. The 
experimental data is organized in five wind speed 
bins for phase II and four wind speed bins for phase 
III. Each bin was reduced to sets of five consecutive 
revolutions of rotor in which the wind speed 
deviation is less than 0.45m/s. These sets were 
further reduced by eliminating those having 
excessive difference between yaw angles. 

Five sets of data were obtained for both rotors. 
The obtained data points were compared with the 
reported NREL power curve in the database as 
shown in Figures 2 and 3. The sorted power data 
show good agreement with NREL power curve for 
Phase II rotor. For Phase III rotor, there are certain 
deviations. 

3.  METHODOLOGY 
 The computations were done on commercial 

general purpose computational fluid dynamics 
(CFD) software FLUENT.  It is a multi-purpose 

CFD software which solves the Reynolds-
Averaged-Navier-Stokes (RANS) equation in finite 
volume formulation. 
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Figure 2. Comparison of NREL Power Curve 
and Reduced Experimental Data Points of Phase 
II Rotor. 
 

Phase III Rotor-NREL Power Curve Vs. Reduced Experimental 
Data
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Figure 3. Comparison of NREL Power Curve 
and Reduced Experimental Data Points of Phase 
III Rotor 

Various turbulence models were studied 
including, Spalart-Allmaras [12], k-e standard [13], 
k-e-realizable [14] and k-w-SST [15] 

All computations were done only on rotor i.e. 
the nacelle and the tower were excluded. The 
unstructured (tetrahedral cell) grid was generated 
for both rotors. The single blade of both the rotors 
was modeled and periodic condition was imposed to 
account for the other two blades. The periodic 
boundary condition is used when the physical 
geometry has periodically repeating nature as in the 
case of wind turbine. 

Both blades employ S809 airfoil with varying 
thicknesses at cross-sections. The coordinates of 
S809 airfoil were interpolated to form face at 
various blade spans and a skin surface was 
generated to connect them. The details regarding the 
geometry of both NREL Phase II and III rotors can 
be found in ref [11, 17]. 

The flow domain was made as a 120 degree 
azimuthally angled sphere. The domain is extended 
to eight times radius of the blade. The Gambit pre-
processor tool was used for mesh generation. 
Figures 4 and 5 shows the grid of phase II and III 
rotor blade respectively. The unstructured blade 
mesh was generated with Pave scheme. The Phase 
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II and III blade surface was covered with 23022 and 
24162 triangular cells respectively. The 
unstructured domain grid was created with TGrid 
meshing scheme. The domain grid of Phase II and 
Phase III rotor has 433,117 and 435,960 tetrahedral 
cells respectively. The cell-equiangle-skew and cell-
equivolume-skew was below 0.7 in both the grids. 

The steady state simulation is done with 
implicit, segregated, three-dimensional solver using 
Multiple Reference Frame (MRF) Model [18] of 
FLUENT. The MRF model is a time-averaged flow 
model for moving and rotating zones. The standard 
discretization scheme for pressure is used. The 
pressure velocity coupling was done with SIMPLE 
[19] technique. Fully turbulent computations were 
performed. 

 FLUENT has several inbuilt turbulence 
models. Among them, four turbulence models 
including Spalart-Allmaras [12], k-e standard [13], 
k-e-realizable [14] and k-w-SST [15] were used and 
evaluated for rotor aerodynamic predictions. The 
normal grid spacing from the blade was kept such 
that the nodes above the surface gave y+ values 
greater than 30. The results were obtained for 
residual value of 1e-3. 

The velocity inlet and pressure outlet boundary 
condition of FLUENT was used for inlet and outlet 
respectively. The no-slip boundary condition was 
imposed on the blade. The simulation was done at 
five wind speeds for four turbulence models for 
NREL phase II and phase III rotor blade.  

In order to check the sensitivity of Phase II 
rotor mesh, two wind speeds; 7m/s and 10.56 m/s 
were chosen. The new mesh had 200 cells stretched 
by a factor of 1.05 on periodic face in the X 
direction. The cells on the blade were doubled. The 
difference in the power obtained between the 
previous and this grid were 2.33% and 0.028% for 
wind speed of 7 m/s and 10.56 m/s respectively. For 
Phase III rotor mesh, the cells on the blade were 
doubled and the difference in the power computed 
was negligible when compared with initial grid 
computations. 

 

 
 

Figure 4. NREL Phase II Rotor Blade 

 
 
Figure 5. NREL Phase III Rotor Blade 
 

4.  RESULTS 
The results in the form of power, pressure 

distribution, stagnation pressure and thrust have 
been obtained for Phase II and III and were 
compared with reduced IEA Annex XIV 
experimental data. 
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Figure 6. Comparison of Experimental Power 
with computed Power of Phase II Rotor 
 

Figure 6 show the comparison between the 
power obtained from reduced experimental data 
against the computed power for Phase II rotor. All 
turbulence models show good agreement with 
experimental data; however the power was under-
predicted at higher wind speeds.  

The S-A and k-e-Realizable turbulence models 
did a reasonable job in predicting power at low 
wind speeds but under-predicted the power at the 
stall and higher wind speeds. The k-w-SST 
turbulence model predicted the power well at low 
wind and medium wind speeds and captured the 
stall well but under-predicted the power at high 
wind speeds. 

The best job was done by k-e turbulence model 
which not only captured the stall well but also show 
minimal deviation of power at higher wind speeds. 
The performance of k-e turbulence model for NREL 
Phase VI rotor [20] was studied by Sarun and 
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Sankar [21] in which the k-e model did a reasonable 
job in predicting aerodynamic forces on wind 
turbine rotor. 
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Figure 7. Comparison of Experimental Thrust 
with computed Thrust of Phase III Rotor 
 

Figure 7 shows the comparison between 
computed and experimental thrust values. All 
turbulence models show good agreement with the 
experimental data except for high speed were the 
thrust is under-predicted. 

Since the pressure distribution predicted by all 
the turbulence models cannot to shown because of 
the space limitation, the results computed by k-w-
SST turbulence model has been discussed. 
Similarly, two wind speeds, each representative of 
low and high wind speed range has been chosen for 
both rotor blades. 

Figure 8 and 9 show pressure distribution at 
four span locations of Phase II rotor blade for wind 
speed 7m/s and 18m/s respectively as calculated by 
k-w-SST turbulence model. 

All pressure distributions compares well with 
the experimental data. However certain difference 
exists at the inboard span at 18m/s speed. Also there 
are certain discrepancies in the nose region which 
can be due to unresolved grid.  

The agreement between the experimental and 
computation value of pressure for wind speed 7 m/s 
is good for all radial locations as can be seen in 
Figure 8. 

In Figure 8, at 63% and 80% span locations 
where the flow is fully attached, a bubble shown by 
the experimental data at suction side was not 
modeled. This may be a laminar separation bubble. 
Since the calculations were fully turbulent, this 
effect was not reflected in the result. 

Some error can be seen in the tail of the airfoil 
section of the blade. This is because the effect of 
thickening of airfoil boundary layer was not 
captured. 
      As can be seen in Figure 9, the computed and 
experimental pressure difference can be seen from 
30% to 63% span with greater difference at the 30% 
span. This is due to the separation of flow at the 
suction side which is not captured properly. The 
inaccurate pressure prediction at the suction side of 

the blade is responsible for the error. Also this 
lower pressure prediction is responsible for the 
under-prediction in power for high wind speeds. At 
the outer radial sections, the error between 
computation and experimental value decreases. 
     The stagnation pressure at leading edge for four 
radial locations is calculated and compared with 
experimental data for wind speeds 7m/s and 18m/s 
as shown in Figure 10. The experimental and 
computed values of stagnation pressure as in good 
correlation. 
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Pressure Distribution at 47% Span of Phase II 

Rotor
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Pressure Distribution at 63% Span of Phase II 

Rotor
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Pressure Distribution at 80% Span of Phase II Rotor
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Figure 8. Pressure Distribution comparison 
between experimental and calculated by k-w-
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SST turbulence model at four span locations of 
Phase II Rotor for wind speed 7m/s. 
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Pressure Distribution at 47% Span of Phase II Rotor
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Pressure Distribution at 63% Span of Phase II Rotor
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Pressure Distribution at 80% Span of Phase II Rotor
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Figure 9. Pressure Distribution comparison 
between experimental and calculated by k-w-
SST turbulence model at four span locations of 
Phase II Rotor for wind speed 18m/s. 
 
Figure 11 show the comparison between the 
experimental power obtained from reduced 
experimental data against the computed power for 
Phase III rotor 

The S-A turbulence model under-predicted the 
power for the entire range of wind speed. The 
deviation of computed with the experimental power 
increases with the wind speed. The k-e-Realizable 
predicted the power well at lower wind speeds but 
under-predicted it at higher wind speeds. Both k-e 
and k-w-SST turbulence models predicted the 
power well and were better than k-e-Realizable 

model at low wind speeds but under-predicted at 
higher wind speeds.  
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Comparison of Computed and Experimental Stagnation 

Pressure at leading edge of Phase II Rotor for wind speed 
18m/s
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Figure 10. Stagnation pressure computation by 
k-w-SST turbulence model for Phase II rotor 
and comparison with experimental data. 

 
The k-w-SST model was able to model the stall 

because the drop in power after the stall region was 
predicted well. The k-e model could not model the 
post-stall region well. This is logical because the k-
e model uses wall functions based on law of the 
wall which does not hold for separated flows [13]. 
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Figure 11. Comparison of Experimental Power 
with computed Power of Phase III Rotor 

 
Figure 12 shows the comparison between 

computed and experimental thrust values for Phase 
III rotor. All turbulence models show good 
agreements with the experimental data, except for 
high speed were the thrust is under-predicted but is 
in acceptable range. 
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Phase III Rotor: Computed Vs. Experimental Thrust
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Figure 12. Comparison of Experimental Thrust 
with computed Thrust of Phase III Rotor 
 

Figures 13 and 14 show pressure distribution at 
five span locations of Phase III rotor blade for wind 
speed 7m/s and 16m/s respectively as calculated by 
k-w-SST turbulence model. The experimental and 
computed values of pressure compares well for both 
the wind speeds as shown in Figures 13 and 14.  
However there is certain incongruity at inboard 
span of 30% as well as in the nose region which 
may be attributed to the same reason as discussed 
for pressure distribution of Phase II rotor blade. 

The stagnation pressure at leading edge for five 
radial locations is calculated and compared with 
experimental data for wind speeds 7m/s and 16m/s 
as shown in Figure 15. The values compared well 
for wind speed 7m/s but for 16 m/s there was some 
under-prediction at the outer radius of the rotor.  
There was some error in two stagnation pressure 
data points in experimental data and are not 
included as can be seen in Figure 15. 
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Pressure Distributions at 47% span of Phase III 

rotor
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Pressure Distribution at 63% span of Phase III 
Rotor
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Pressure Distribution at 80% span of Phase III 

Rotor
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Pressure Distribution at 95% span of Phase III 

Rotor
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Figure 13. Pressure Distribution comparison  
between experimental and calculated by k-w-
SST turbulence model at four span locations of 
Phase III Rotor at wind speed 7m/s. 
 

Pressure Distribution at 30% span of Phase III 
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At the inboard sections, the local flow begins to 

stall. This flow unsteady in nature and since all the 
computations performed were steady, this feature 
was not captured as can be seen at the pressure 
distributions at inner span of the blade in Figures 
[13] and [14]. 
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Pressure Distribution at 47% span of Phase III 
Rotor
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Pressure Distribution at 63% span of Phase III 

Rotor
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Pressure Distribution at 80% span of Phase III 

Rotor
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Pressure Distribution at 95% Span of Phase III 

Rotor

-4000

-3000

-2000

-1000

0

1000

0 0.1 0.2 0.3 0.4 0.5

X (m)

Pr
es

su
re

 (P
a)

Pressure-Exp (Pa) Pressure-k-w-SST (Pa)
 

 
Figure 14. Pressure Distribution comparison 
between experimental and calculated by k-w-
SST turbulence model at four span locations of 
Phase III Rotor at wind speed 16m/s. 
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Figure 15. Stagnation pressure computation by 
k-w-SST turbulence model for Phase III rotor 
and comparison with experimental data. 

5.  CONCLUSIONS 
This paper gives the study of simulating wind 

turbine rotors using commercial CFD software to 
calculate the aerodynamic characteristics and flow 
phenomena present in a rotating rotor blade. 

The performance of four turbulence models was 
studied to predict the aerodynamics characteristics 
of two wind turbine rotors over a range of wind 
speed. All the turbulence models did a good job in 
predicting power, thrust and pressure distribution 
over the blade at low wind speeds. But at higher 
wind speeds where the flow is highly separated, the 
k-e and k-w-SST gave the best performance. 

Also at high speeds, the large portion of rotor 
blade operates in post stall region. These separated 
regions are highly dynamic in nature and hence the 
steady state assumption does not hold. Future 
studies will be done on unsteady computations. 

The laminar separation bubble in Figure 8 was 
not modeled since the computations were fully 
turbulent. This requires the need for transition 
modeling which is not supported in any commercial 
software and also none of the transition models are 
universal. The incorporation of both laminar and 
turbulent flow can be done but this will require the 
accurate prediction of transition point. If this model 
is integrated in the software, it will greatly improve 
the surface pressure prediction especially in 
transitional Reynolds number 

The pressure distribution as seen in Figure 8, 
show error near the nose region. This requires the 
need to tighten the grid at the nose region so as to 
capture the physics well.  

The experimental data used in this work was 
field data and had large fluctuations which made it 
difficult to be used for benchmarking purposes. 
Hence the future studies would be done on more 
reliable wind tunnel test data of wind turbine.  

The reduced experimental data for Phase III 
rotor did not match well with the reported NREL 
curve. This is due to the large fluctuations 
inherently present in the data and thus a rigorous 
statistical method has to be applied in order to 
reduce it in steady state form. 
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ABSTRACT 
In this paper investigations of the flow structure 

in a cross flow wind turbine are presented. To 
determine the flow field CFD simulations and PIV 
measurements were carried out. These results are 
the starting point to develop efficient casings for 
cross flow wind turbines. 

Wind Turbine, Wind Power, Performance, CFD, 
PIV  

NOMENCLATURE 
c  [ ]sm /  absolute velocity 
D  [ ]m  diameter 
L  [ ]m  length 
M  [ ]Nm  torque 
n  [ ]rpm  rotation speed 
p  [ ]Pa  pressure 

Q  [ ]sm /3  volume flow rate 
R  [ ]m  radius 
ℜ  [ ]−  degree of reaction 
S  [ ]m  chord length 
t  [ ]s  time 
u  [ ]sm /  circumferential velocity 
w  [ ]sm /  relative velocity 
η  [ ]−  efficiency 
Subscripts and Superscripts 
n normalize 
u peripheral direction 
st static 
tot total 
1 inner diameter 
2 outer diameter 

1. INTRODUCTION 
Cross Flow Turbines are widely used in small 

hydroelectric power plants. The design of these 
turbines is based on Banki-type turbine (Figure 1). 

The turbine is partial loaded to avoid churning 
losses. The water supply is realized at the top of 
impeller with a control device. The water jet leaves 
the blade channels at the inner rotor diameter and 
after crossing the space inside the second blade row 
is passed in outside direction. The rotational speed 
is limited as the jet should not touch the shaft of the 
rotor. The advantages of this type are smaller size 
and costs as well as the performance at operating 
conditions with low head compared to classical 
turbines. This is a result of the high power density. 
To apply these favourable properties on a wind 
turbine investigations have to be carried out. This is  

Figure 1. Banki-type turbine [1] 

necessary as the modification of fluid results in 
different flow conditions. In the water turbine the 
blades are partial loaded with energy transforming 
fluid contrary to the wind turbine. This leads to a 
highly complex flow structure inside and outside of 
the rotor and in the blade channels with inducing 
flow losses.  

Cross flow wind turbines can be established to 
use wide but flat fluid flows. These flows occur for 
instance at mountain sides and valleys due to 
warming or cooling of air films next to the soil. 
Applications are spanned furthermore onto the use 
of buoyancy flows at warmed facades on buildings 
[2] and flows in tunnel systems. The capacity taken 
from the mechanical energy of the wind can be used 
for example in combination with a photovoltaic 
solar power plant to charge the accumulator at days 
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with poor light and at night. Considerations about 
reasonable applications in economical and energetic 
point of view aren’t accomplished yet. 

2. INVESTIGATION OBJECT 
Due to the similarities of flow inside a cross 

flow fan and a Banki-type turbine casing and rotor 
design of a typical cross flow fan are used. The data 
of rotor and casing are shown in Figure 2 and Table 
1.  

Table 1. Rotor Data 

 

Figure 2. Geometry of the original cross flow fan  

Cross flow fans are used in ventilation 
technology because of their compact design and 
high specific pressure ratio. A cross flow fan 
consists of a cylindrical rotor, forward curved 
blades, and a casing with suction side inflow, rear 
wall contour, vortex wall and pressure side outlet 
(Figure 3). The air flows from the suction side into 
the blade channels radially, passes through in a 
direction transverse to the rotor axis for discharge in 
another direction (Fig. 3). The flow traverses the 
blade row twice. For a theoretical design of fluid 
machines with cross flow the inflow and outflow 
blade row can be joined (Figure 4).  

The theoretical high deflection of the flow leads 
to a high energy transfer into the fluid due to the 
large changing of circumferential component of the 
absolute velocity (cu) according to the Euler 
equation (Eq. (1)).  

 
 
 
 

( )uuca Δ=  1 
 

 

Figure 3. Functionality of a cross flow fan 

The flow pattern inside the fan is characterized 
by steering vortex whose position and size depend 
on the operating point. The center of the vortex is 
inside the rotor near the vortex wall. This effects a 
transient flow in the blade channels and a less 
efficiency of about 5.0=η . To realize a wind 
turbine the flow direction is inverted (Figure 4). In a 
wind turbine the static pressure before and after the 
impeller is identical. That means a wind turbine is 
off type action turbine. With consideration of a 
cross flow fan it can be seen that the degree of 
reaction is about zero (Eq. (2)). On that reason an 
inverse passed cross flow fan is adequate to use as 
wind turbine. 
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The aim of this study is the investigation of the 

flow pattern at theoretical operating point with no 
power delivery at the shaft of the turbine (M=0 
Nm).  

 

Figure 4. Principle of a cross flow turbine 

To visualize the flow numerical and 
experimental investigations are carried out. The 
numerical calculations are necessary for 
visualization of the flow inside the rotor. To 
validate the flow in the casing PIV-measurements in 
the casing were carried out.  

length L 0.3 m 
outer blade diameter D2 0.098 m 

ratio D1/ D2 0.82 
blade angles β1=88°, β2=27° 
number of blades 36 
chord length S 0.01 m 
blade profile circular arc R=0.086m 
blade thickness b 0.004 m 
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3. EXPERIMENTAL AND NUMERICAL 
SETUP 

The experimental test rig is a suction side cross 
flow fan test section with applied PIV-Metrology 
(Figure 5). 

 

 

Figure 5. PIV-measurement test section for cross 
flow fans [3] 

Contrary to the cross flow fan the mounting 
position of the wind turbine is rotated by 90°. To 
apply laser metrology it is necessary to ensure 
optical access inside the casing. For this reason the 
rear wall is formed in a small area with thin acrylic 
glass. The optical access in the outlet channel is 
also ensured with acrylic glass. The nozzle at the 
inlet area should guarantee an inflow into the 
turbine which is free of separation. The auxiliary 
fan of the test rig is used to generate the flow. Per 
definition at the drive shaft shouldn’t be any power 
output. On that reason an electric motor adjust the 
bearing losses to zero. To realize that in the power 
train a torque measurement axle is integrated. The 
rotating speed of the rotor is rpmn 1000= . The 
PIV-measurements are accomplished in plane to the 
mean flow direction (Fig. 5). For performance data 
logging of the fan, a computer aided measurement 
system is used. The applied PIV-system consists of 
2 ND-YAG lasers, a digital CCD-camera, a 
synchronizer to synchronize laser and camera and a 
PC to gather and evaluate the measurement data. To 
measure the velocity of the flow very small 
particles in the flow are necessary. The used 
seeding particles are generated by atomizing of 
olives oil and are supplied into the inlet of the test 
rig. 

For the prediction of the flow through the cross 
flow turbine the commercial CFD package STAR-
CD is used. The advantage of this package is the 
combination of flow solver, pre- and post 
processing. The numerical computation is reduced 
to a 2-dimensional, incompressible description of 
the flow field due to reduce calculation time. This 
restriction is possible as the flow in a cross flow 
turbine is nearly 2-dimensional. For discretization 

and approximation of the velocity components the 
MARS-scheme is used [3]. The calculation is 
performed unsteady, because of the highly transient 
flow in the blade channels. The time discretization 
is implicit with a time step of st 410−=Δ . The 
pressure correction is realized with the PISO-
algorithm.  

 

 

Figure 6. Computational domains 

Figure 6 shows the computational domain and 
the boundary conditions. The computational domain 
is divided into four sub domains. These are the 
inflow area, the casing of the cross flow turbine, the 
outlet area and the moving blade area. The 
connection between the rotating and static mesh is 
realized with an ”arbitrary sliding mesh method” 
(ASI), which is implemented in STAR-CD. At the 
walls, including the blade surfaces, turbulent flow 
wall boundary conditions are implemented, using a 
cubic low-Re ε−k  turbulence model. The inlet 
condition is realized with a constant velocity. The 
volume flow rate follows from a variation of the 
inlet velocity that the torque at the blades is equal to 
zero. At outlet a constant static pressure is 
presumed. The numerical grid has about 100000 
nodes. Variations of the number of nodes at 
investigations of cross flow fans validate the 
numerical discretization [4]. 

4. RESULTS AND DISCUSSION 
Due to the type of the investigation the most 

important criterion for evaluating the simulation 
results is the required volume flow rate to rotate the 
rotor with a rotational speed of rpmn 1000=  and 
M=0 Nm. Table 2 shows the different volume flow 
rates for the experiment and the simulation. 

 

Table 2. Comparison of the volume flow rates  

 

 simulation experiment 
Q [m3/s] 0.1 0.18 
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It is obvious that the simulation predicts the real 
volume flow rate only unsatisfactory.  To analyse 
these differences, flow pattern of the numerical 
results and the PIV-measurements are compared. 
For comparing the flow patterns with the same 
contour legend the absolute velocity is normalized 
respectively with the mean flow velocity in the 
blade channels (Eq. (3)). The mean flow velocity is 
estimated with the cross section of the rotor 
diameter.  

 

Q
cLDcn =  3 

 
Due to the design of the casing and the rotor 

optical access in all areas couldn’t realized. These 
areas are blanked. The depiction of the velocity 
distribution inside the turbine shows unfavourable 
flow behaviour (Figure 7). These primarily result 
from gap losses between rotor and casing. Another 
problematic point is the large vortex inside the rotor 
which reduces the energy transfer from the flow 
into mechanical power due to obstruction of the 
blade channels. On that reason two zones with high 
velocity components and a back flow in the middle 
of the outlet channel are generated. 

  

Figure 7. Comparison of the experimental and 
numerical flow pattern 

The back flow in the experiment is more 
developed. This requires a higher amount of energy 
to rotate the impeller which results in a higher 
volume flow rate. Due to enlarged velocity 
components friction losses rise as well as the 
required energy. That is why the differences of the 
volume flow rate between the numerical calculation 
and the experimental measurement are so high. 
Another difference between the simulation and the 
experiment occur at the bottom side in the inflow 
channel. The separation in the simulation begins 
obviously earlier than in the experiment. This is an 
influence due to the 2-d assumption of the flow. 
The turbulent quantities are thereby much lower 
than in the experimental conditions where the radial 

limitation of the side walls of the channel produce 
more turbulence.  

The investigation shows the capability of the 
numerical method to simulate the flow field in a 
cross flow turbine qualitative. Thereby it is possible 
to start a numerical optimization process to design a 
suitable casing of a cross flow turbine. The casing 
has to be characterized by an optimal energy 
transfer from the fluid into mechanical power. To 
accomplish this primarily gap flow and vortex size 
have to be reduced. Figure 8 shows a possible 
arrangement of the casing components around the 
impeller. If a practicable application is possible 
further investigations have to be carried out.   

 

 

Figure 8. Concept of a cross flow wind turbine 
with possible improved energy transfer 

5. OPTIMIZATION 
To realize this concept (Fig. 8) further 

numerical investigations are carried out.  The 
geometry and the numerical model of an improved 
cross flow turbine are shown in Figure 9. 

 

Figure 9. New geometry: Numerical model 

The calculation result shows a significant 
improvement in the volume flow rate required for 
rotation the impeller with rpmn 1000= (Table 3).  
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Table 3. New geometry (simulation)  

The volume flow rate is reduced almost by half of 
the value of the cross flow turbine with the casing 
of a cross flow fan. This is mainly the result of the 
new vortex wall design. Due to the long small gap 
at the vortex wall the flow structure inside the gap 
is very complex (Figure 10).  

 

  Figure 10. New geometry: Flow pattern 

It’s a combination of gap flow in mean flow 
direction and backflow against the mean flow 
direction. This leads to a high flow resistance with 
the effect of a reduced gap flow. The energy of the 
flow dissipates inside the gap. Furthermore due to 
the large vortex wall the back flow in the outlet 
channel could be avoided. But the flow structure 
shows still possibilities for improvements. The new 
casing design couldn’t reduce the steering vortex 
drastic. Another point is the still high gap flow at 
the rear wall.  

For improvements of the energy transfer from 
the fluid into mechanical power the flow inside the 
blade channels have to be considered. For a high 
efficiency of the wind turbine a blade congruent and 
a uniform distribution of the energy transfer along 
the circumference of the rotor is necessary. But due 
to the working principle this couldn’t completely 
realized. Especially along the vortex wall a transfer 
of the energy of the fluid into mechanical power 
isn’t possible because the fluid couldn’t pass the 
blade channels. In Figure 11 and 12 a satisfactory 
energy transfer can be seen only in a small part of 
the second blade row. Fig. 11 shows the distribution 
of normalized circumferential values of the absolute 
velocity. According to Eq. (1) only in the second 
blade row significant changes of cun can be seen. 

This is the same for pressure distribution in the 
blade channels (Fig. 12). Only in the second blade 
row a developed pressure and suction side of the 
blades is recognizable. At the first blade row 
pressure peaks at the first part of the blade could be 
seen. This results due to the drive of the impeller to 
guarantee a torque of M=0 Nm at the shaft. The 
resulting resistance against the rotating direction of 
the impeller should be avoided.  To raise efficiency 
and energy transfer the relative flow in the blade 
channels has to be improved. Especially at the first 
blade row the relative velocity is highly separated 
and swirled (Figure 13). That means for the further 
process in developing casings for cross flow 
turbines the application of guide vanes in front of 
the first blade row have to be taken into account. 

6. CONCLUSION 
The accomplished investigations show the 

possibility of an application of a cross flow fan as 
wind turbine. However the flow structure and the 
performance aren’t satisfactory. On that reason an 
optimization process of the casing was started. The 
presented new geometry of the casing shows a 
significant improvement of the performance. 
Potential for further improvements of the casing 
could be derived from the analysis of the flow 
structure. To ensure correctness in the numerical 
developing process CFD results have to be verified 
with further experimental measurements.  
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Figure 11. New geometry: Distribution of 
normalized circumferential component of the 
absolute velocity cun  

 

Figure 12. New geometry: Distribution of static 
pressure pst inside the blade channels   

 
 

 

Figure 13. New geometry: Distribution of 
relative velocity w 
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ABSTRACT  
Hybrid systems, which combine various power 

generating components, including micro gas 
turbines, fuel cells and wind turbines are becoming 
increasingly more important for distributed power 
generation. This paper presents the modelling of 
experimental data that were obtained from a small-
scale fuel cell hybrid power generation system. The 
modelling provides a set of polynomial equations 
that describe the performance of the hybrid system 
and simulate accurately the nature of the fluid flow 
phenomena.  

The derived analytical models are applied to 
simulate the dynamic performance of a large-scale 
hybrid system. This system should provide 
complete and uninterrupted power coverage for an 
off-grid installation of a transmitter tower. The 
dynamic model estimates the fuel cell power output 
response and the fuel cell temperature behaviour 
when four parameters are varied. Four different test 
conditions are presented and analysed.  

It has been demonstrated that for this realistic 
scenario, superior performance is attained when the 
four critical operation parameters are varied 
gradually, for zero relative fuel to air pressure, 
without delay relative to each other. The resultant 
moderate temporal gradients are at the root of the 
improved performance. The associated potential 
stresses are limited and the fuel cell is protected 
against excessive risk of degradation. 

Keywords: fuel cell, wind turbine, hybrid 
system, modelling, dynamic modelling 

NOMENCLATURE  

outW&  [Watt] Power Output 

W&∆  [Watt] Difference between theoretical 
and real power output 

T [K] Fuel cell Temperature 

airP  [kPa] Inlet air overpressure 

2HP  [kPa] Inlet H2 overpressure 

2HQ&  [m3/sec] Hydrogen volume flow rate 

airQ&  [m3/sec] Air volume flow rate 

iF ( airQ& ) [-] Capacity Polynomial Function 

)(tai  [-] Temporal Polynomial Function 

t [sec] time 
Abbreviations 
FC  Fuel Cell  
PEMFC  Polymer Electrolyte Membrane Fuel Cell 
SOFC   Solid Oxide Fuel Cell 
MCFC   Molten Carbonate Fuel Cell 
µGT   micro Gas turbine 
WT   Wind Turbine 
B  Battery 
G  Generator 
NiMH     Nickel-Metal Hydride 

1. INTRODUCTION  
In recent years, there has been a surge of 

interest in the development of hybrid power 
generation systems mainly due to the increasing 
demand for energy and related environmental 
concerns. Although hybrid power generation 
systems carry the disadvantage of high initial cost, 
their high efficient nature and a near-zero emission 
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Figure 1. Small-scale fuel cell hybrid power generation system 

of primary pollutants makes them highly attractive 
for electrical power generation applications. Even 
the more established and mature technologies in 
power generation use, in some fashion, the 
principles of a hybrid system. A powerful example 
is the combined cycle systems used to re-power old 
power generation plants. The present work aims to 
demonstrate the performance benefits from hybrid 
systems.  

Hybrid systems have been studied by a number 
of research groups. The extended research resulted 
in highlighting some of the features that need to be 
considered in the design of hybrid   systems.  In   
recent    publications,   hybrid systems have been 
analysed with regard to design and off-design 
performance.  In 2001, Palsson and Selimovic [1], 
presented the off-design calculations of a 
recuperated SOFC/GT system investigating 
different ambient conditions and part load 
behaviour of this system. In 2002, Kimijima and 
Kasagi [2], have investigated the design point and 
part load performance of a 30 kW µGT-SOFC to 
find a strategy for highly efficient operation by 
developed simulation code. In early 2003, Magistri 
et. al. [3], carried out a design point analysis and an 
off-design performance of a MW hybrid system 
based on Rolls-Royce integrated planar SOFC. In 

order to improve the performance of combined 
systems, Nisida et. al. [4], proposed the multi-stage 
type SOFC/GT combined system, and compared 
the system performance of it with other combined 
systems using thermal efficiency and exergy 
evaluation.  

The modelling and the dynamic analysis of a 
hybrid power generation system are very important 
in the system optimization, to achieve high 
efficiency at low cost. In this direction, Gemme et. 
al. [5], developed dynamic models for the basic 
components of SOFC and MCFC gas turbine 
hybrids. The results provided understanding of 
some of operation characteristics of fuel cells and 
indicated the complexity of the dynamic response 
of fuel cell hybrid components. In 2004, 
Hildebrandt et. al. [6], presented steady state and 
unsteady state hybrid system modelling and 
calculation results with regard to surge. In 2005, 
Stiller et. al. [7], investigated the dynamic 
behaviour of a small SOFC/GT hybrid system on 
rapid load changes and showed strategies for the 
dynamic controlling of power by manipulating fuel 
flow. 

In 2005, Karageorgakis et. al. [8], studied a 
novel hybrid power generation system, including a 
wind turbine coupled with a fuel cell. The current 
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paper presents the development of analytical 
performance model, which is based on the 
operation data of the novel hybrid power system. 
Furthermore, a development of a realistic scenario 
from published data aims to the use of the novel 
hybrid system in large scale application. The 
primary goal of the scenario is to provide complete 
and uninterrupted coverage of the power 
requirement of a transmitter tower, located in a 
remote area. The performance of the hybrid power 
generating unit is dynamically simulated, for the 
case where the wind turbine suddenly goes out of 
operation and a major part of the power demand is 
covered by the fuel cell. 

2. SMALL SCALE EXPERIMENT 
The modelling presented in this paper is based 

on experimental data that were obtained from a 
small-scale fuel cell hybrid power generation 
system. 

The small-scale hybrid system consists of a 
pressurized 50 W nominal power rating PEM fuel 
cell, a wind turbine of a nominal power rating of 
100 W at 12.5 m/sec wind speed, a battery that 
stores the electricity produced and a resistance of 
12 Ω, which has the role of power consumption.The 
experimental arrangement of the hybrid system is 
shown in Figure 1. The air driven from the wind 
tunnel is used as a source of wind energy to rotate 
the wind turbine and as a result electricity is 
produced by the WT. The generator is considered 
as a unit separate to the wind turbine, so that in 
cases that wind is not available, electricity could be 
generated by an externally connected internal 
combustion engine or an electric motor. The 
electricity is stored in a NiMH rechargeable battery 
of nominal voltage 24 V and storage capacity        
54 Ah. In large-scale application, this battery may 

represent a system of water electrolysis, producing 
the necessary amount of hydrogen. This quantity of 
H2 can be stored in storage combination system, 
including tank and batteries, fly wheels or any other 
energy storage unit. The hydrogen produced, then, 
would be channelled to a fuel cell stack to produce 
electricity depending on consumer demand. 

3. QUASI-STEADY MODELLING 
The modelling of the experimental data that 

were obtained from a small-scale is realised using 
visual programming language and the least squared 
method. 

The experimental arrangement (Fig. 1) 
provided values of fuel cell temperature and output 
power values when four critical parameters, 
airflow, hydrogen flow, inlet air and hydrogen 
overpressure, are varied independently from each 
other within certain limits. 

Figure 2 shows the experimental results and the 
simulation curves for various airflows and fuel 
flows when the inlet air overpressure and inlet fuel 
overpressure are equal to 25 kPa. The simulation 
curves are based on an mathematical model. A 
second order polynomial equation   expresses fuel 
cell temperature as a function of hydrogen flow. 
The calculated polynomial factors depend on the 
airflow rate, which is varied between 33% and 
100% of the 84.6 10-3 m3/sec and can be developed 
with respect to the airflow as a second order 
polynomial. The equation of fuel cell temperature:  
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Figure 2. Fuel cell temperature with hydrogen 
flow for various airflows and 25 kPa inlet air and 
fuel overpressure 

 

0
2

4
6

x 10
-6

295
300

305

310
20

40

60

80

100

H
2
 Flow [m3/sec]Temperature [K]

A
ir

fl
ow

 [
%

]

 

Figure 3. Fuel cell temperature for 25 kPa inlet 
air and fuel overpressure 

 

1028



1
2

3
4

5

x 10
-6

300
305

310
315

0

20

40

60

80

H
2
 Flow [m3/sec]Temperature [K]

   
 R

el
at

iv
e 

F
ue

l t
o 

 
   

  A
ir

 P
re

ss
ur

e 
[k

P
a]

 

Figure 4. Fuel cell temperature with hydrogen 
flow and relative fuel to air pressure for airflow 
equal to 84.6·10-3 m3 /sec 
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Figure 5. Power produced with increasing 
hydrogen and air flow for 25 kPa inlet air and 
inlet hydrogen overpressure 

The simulation curves plotted in Figure 3 are 
developed as 4th order polynomial functions. The 
polynomial equation simulates accurately the nature 
of the fluid flow phenomena. The deviation 
between experimental data and the models are of 
the order of 1 %.  

The fuel cell temperature is of prime interest 
for the operation of the power plant. Temperature 
should be as low as possible, because efficiency in 
the fuel cells reduces linearly with the increase of 
the temperature. From eq. (1) and Fig. 3 fuel cell 
temperature can be predicted for airflow and 
hydrogen flow rates that are not included in the 
experimental data.  

The mathematical model of FC temperature as 
a function of relative fuel to air pressure and 
hydrogen flow, when airflow is maximized, is 
shown in Figure 4. The fuel cell temperature rises 
sharply when the inlet relative fuel to air pressure is 
increased more than 40 kPa. Lower relative fuel to 
air pressure has no significant influence on the 
temperature.  

The experimental data showed that the output 
power increases sharply with respect to the 
hydrogen flow until a maximum value and then it 
reduces rapidly. As a result the experimental data of  
output power is modelled as a function of hydrogen 
flow using polynomial functions of 4th order. The 
analytical model that expresses the dependence of 
output power on the hydrogen and air flow is a 6th 
order polynomial. Its equation is: 
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The comparison between experimental data and 

calculated power output, in case of 25 kPa inlet air 
and hydrogen overpressure, is plotted in Figure 5. 

The maximum error is approximately 1%. Good 
agreement between model results and operation 
data is evident. 

4.  A REALISTIC SCENARIO 
The mathematical models from the small-scale 

experiment have been applied to simulate the 
operation of a large-scale WT/FC power generation 
system. The realistic scenario is based on the 
development of a power generating unit for an off-
grid application. The primary goal of the system is 
to provide complete and uninterrupted coverage of 
the power requirement of a transmitter tower, 
located in a remote area. This area has the 
advantage of high wind force, which gives the 
opportunity of establishing a hybrid power 
generation system.  

The suggested hybrid system combines the 
alternative energy source with the technology of 
fuel cell. Four wind turbines of a nominal power 
rating of 5 kW each produce electrical power to 
cover the power requirement of the radio 
transmitter. A surplus of the produced electrical 
power starts the procedure of water electrolysis for 
the production of hydrogen. The hydrogen is stored 
and can be supplied to the fuel cell in cases that the 
wind turbines are incapable of covering the power 
requirement of the transmitter. The technology of 
PEM fuel cells is suggested for this application. 
PEMFCs operate at low temperature, which allow 
them to start quickly and results in less wear on 
system components, resulting in better durability.  

The type of the radio transmitter is an OR 5 K-
01/A [9] and its power requirement is 5 kW. The 
energy efficiency of the PEMFC is nearly 45% 
while the procedure of water electrolysis has an 
efficiency of 80%. Because small quantity of 
hydrogen is produced, the influence of compressor 
and pressure valves on the system performance is 
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considered to be small. In order to cover completely 
the power demand of 5kW, the nominal power of 
PEMFC stack block should be of the order of 12 
kW. 

The PEMFC stack block operates at higher fuel 
and air volume flow than a stack, but the inlet 
pressure and the temperature have a constant value, 
unaffected by the nominal power of the PEMFC 
stack block. 

5. DYNAMIC MODELLING 
In this part of the paper, the control parameters 

of the fuel flow, airflow, inlet air and fuel 
overpressure are changed between specified limits 
and the performance of the fuel cell is investigated.  

The integrated model is implemented using 
Matlab/Simulink. The dynamic model estimates the 
fuel cell power response and the fuel cell 
temperature behaviour. 

The output power of the wind turbine decreases  
sigmoidally with time. In order to cover the power 
requirement of the radio-transmitter, the fuel cell 
load should increase sigmoidally during the same 
length of time. The relation between hydrogen flow 
and load applied on the fuel cell is linear. 

In the present scenario fuel flow, airflow and 
input pressures variations can be achieved by a 
control valve. For the dynamic simulation, it is 
assumed that the above crucial parameters increase 
sigmoidally with the time between specified limits. 
The sigmoid function has the form of:  
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The time dependant function is formulated through 
a number of constants namely α, c, h, p. These 
constants characterise the dynamic behaviour of 
simulated test conditions. In particular, constant α 
is the exponential multiplier and obtains values 
which are limited by the value of the constant c. 
Smaller values of constant α indicate a slower 
change in parameters. Constant c is connected with 
the start delay time and obtains values between 0 
and 100 in this scenario. Constant h and p have 
been introduced in order to rectify the results of the 
function between the appropriate limits for each 
parameter. 

The analytical model of temperature 
calculation and output power is expressed as a 
function of airflow, hydrogen flow and inlet air 
overpressure for two cases: Case A. Zero relative 
fuel to air pressure. Case B. 100 kPa inlet fuel 
overpressure and inlet air overpressure vary 
between 25 and 75 kPa.  

Fig. 5 shows that the output power changes 
linearly with the increasing hydrogen flow until a 
point, at which the produced power deviates 
gradually from the linear increase. The non-linear 
increase of the power output depends on 
temperature change which leads to membrane 
dehydration. The resistance of the membrane is 
increased due to dehydration, resulting in 
decreasing power output.   The difference between 
the theoretical (linear) and the real (non-linear) 
power output is expressed as a function of fuel cell 
temperature. The equation that simulates the power 
difference is polynomial: 
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The overall time span of the simulation is 100 

seconds. This choice was dictated by the dynamic 
performance studies discussed in the following 
paragraphs. A number of test conditions have been 
investigated. Among them four selected cases are 
represented here.  

 
 

2HQ&  airQ&  
2HP  airP  

α 0.5 0.5 0.5 0.5 
c 20 20 80 80 
h 7.47·10-4 21.15·10-3 50 50 T

C
I 

p 1.58 1 0.5 0.5 
α 0.2 0.2 0.5 0.5 
c 50 50 50 50 
h 7.47·10-4 42.30·10-3 50 50 T

C
II

 

p 1.58 0.5 0.5 0.5 
α 0.5 0.5 0.5 
c 50 20 70 
h 8.44·10-4 42.30·10-3 25 T

C
II

I 

p 1.4 0.5 

const. 

1 
α 0.5 
c 30 
h 7.47·10-4 T

C
IV

 

p 1.58 

constant 

Table 1. Dynamic Simulation Test Cases 

Test Case I (TCI) involves fast transition to full 
load and long start delay of the inlet air 
overpressure. This test case is set to simulate a 
rapid change in consumer demand, while the 
pressurisation system cannot follow in the same 
rate. Slow transition to full load and the same start 
delay for each parameter are applied in Test Case II 
(TCII). This test case simulates a scenario, in which 
the PEMFC meets gradually the power demand. 
Test Case III (TCIII) shows the operation of the 
system when the relative fuel to air pressure is 
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Figure 6. Air volume flow rate 
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Figure 7. Hydrogen volume flow rate 
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Figure 8. Inlet Fuel Overpressure 
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Figure 9. Inlet Air Overpressure 

varied. This condition is introduced to show the 
effect of relative fuel to air pressure on the realistic 
scenario. The power output cannot cover the 
demand of the transmitter, so the wind turbines 
should produce a certain amount of power. In Test 
Case IV (TCIV) hydrogen flow increases while the 
other parameters remain constant. This condition is 
applied to systems, which achieve to cover power 
requirement by a fuel flow increase. Figures 6, 7, 8 
and 9 represent the variation of the air volume flow, 
the hydrogen volume flow, the inlet air 
overpressure and inlet hydrogen overpressure 
respectively. According to the variation of the four 
parameters, the performance of the PEMFC stack 
block is shown in Figures 10, 11, 12 and 13. The 
primary goal of the dynamic simulation is to 
provide important information about the operation 
of the hybrid system. The fuel cell should meet as 
quickly as possible, the power requirement without 
compromising its high efficiency electricity for 
production.  

The main parameters of interest for the fuel cell 
are the power output and the temperature. The fuel 
flow influences power output to a large extent. 
Thus, the most efficient way to change the power 
output is by controlling the hydrogen flow rate. A 
quick increase in hydrogen flow from           
1.18·10-3 m3/sec to 1.93·10-3 m3/sec as it happens in 
TCI causes a fast response of PEMFC power 
output. The FC temperature is not significantly 
affected while the difference between theoretical 
and real power output increases sharply. Although a 
rapid increase in hydrogen flow results in meeting 
the power requirement in a short time, this 
operation can cause problems to fuel cell. High 
gradient of power difference may result in 
excessively high load, leading to premature 
deterioration of the PEMFC. Thus, a way to 
eliminate the degradation of the fuel cell is by 
controlling the increase in hydrogen flow.  

When the hydrogen flow rate changes slightly 
(TCII), it takes long until the PEMFC power output 
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Figure 10. Average PEMFC Temperature 
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Figure 11. PEMFC Power output 
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Figure 12. Difference between PEMFC 
theoretical and real power output 
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Figure 13. Time derivative of PEMFC power 
difference 

 
reaches its steady value. Hence, this condition is 
applied when the electrical power of wind turbines 
is gradually reduced. Test case II has the advantage 
of low time derivative of power difference, 
concluding more efficient operation of the hybrid 
system.  

The variation of the airflow rate (Fig. 6) affects 
the fuel cell temperature (Fig. 10). With increasing 
airflow, fuel cell temperature is increased. A rapid 
airflow variation leads to a sharp rise in 
temperature. From a view of thermal endurance of 
fuel cell stack, the fast increase in temperature may 
provoke dehydration resulting in resistance change 
and reduction in power output. 

In Test Case III (TCIII), the inlet hydrogen 
overpressure remains constant, while the pressure 
difference of air increases fast resulting in a 
reduction in relative fuel to air pressure. This 
PEMFC operation is incapable of producing the 
desired power output, even when the fuel flow 
increases to a higher value (Fig.7). An increase in 
relative fuel to air pressure leads to a fuel cell 

temperature drop. Fig. 10 shows the temperature 
variations. Furthermore, the power difference is 
highly increased in comparison to the other test 
cases. This operation represents a danger as it may 
impose stresses on the fuel cell stack block that 
could affect the lifetime of the PEMFC. 

The last case (TCIV) deals with the 
investigation of the PEMFC operation when 
hydrogen flow rate increases sharply and the other 
parameters remain constant. This case has the 
advantages that the fuel cell operates at a fairly 
constant temperature and the PEMFC covers the 
power demand. However, a high value of time 
derivative is introduced due to a fast change in 
hydrogen mass flow. 

6. CONCLUSIONS 
In this paper, a full performance model for 

quasi steady-state and dynamic simulation of a 
hybrid generation system has been developed. 
Analytical models are verified by operation data of 
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a small scale experiment. The derived analytical 
models are applied to evaluate the performance of a 
large-scale hybrid system application, which is 
based on a realistic scenario of a transmitter, 
located in a remote area. From the above study, the 
following major conclusions are derived: 

 
• The analytical models are based on polynomial 

equations. The polynomial equations simulate 
accurately the experimental data. These models 
can be applied to simulate appropriately the 
performance of the hybrid system in areas that 
are not included in the experimental data. 

• The analytical models have sufficient 
capability to evaluate performance of a large-
scale WT/FC power generation system. The 
PEMFC stack block of the large scale hybrid 
system consists of many bundles of 50 kW. 
The temperature and power evolution of each 
bundle is verified by the small scale 
experiment. 

• The power output of the wind turbine decreases 
sigmoidally with the time. Hence, it is assumed 
that fuel and air flow increase sigmoidally with 
time in order to produce the power demand of 
the transmitter. 

• The PEMFC temperature response is more 
sensitive to the airflow change, compared to 
the dependency on varied fuel flow. 

• The power output response and the difference 
between theoretical and real power output are 
affected more from fuel flow variation than 
airflow variation. 

• Excessively high relative fuel to air pressure 
leads to malfunction of the fuel cell due to 
fluctuation of the time derivative of the 
difference between theoretical and real power 
output. 

• A sharp increase in the fuel flow results in 
steep increase in power output and power 

difference( )W∆ & . A quick variation in power 

difference can cause the fuel cell degradation.  
• The optimal condition is achieved for a gradual 

change in the four critical parameters. In 
particular, the best condition is obtained for 
zero relative fuel to air pressure and when the 
start of the process is synchronized. This 
condition produces moderate temporal 
gradients, which benefit the life of the fuel cell. 
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ABSTRACT 
This paper presents the numerical investigation 

of the flow field in high pressure turbines between 
the inner and outer casing and the inner casing’s 
temperature distribution. The motivation for the 
numerical investigation was that during operation 
the temperature distribution in the inner casing 
should be distributed as evenly as possible in the 
radial and axial directions. Additionally local 
undercooling should be avoided. Non-uniform 
temperature distribution as well as local 
undercooling may cause excessive material 
deformation. The numerical simulations were done 
with the CFD software package CFX – 5. The body 
fitted mesh was created with ICEM CFD. The heat 
transfer between the solid and fluid part was 
calculated by the conjugate heat transfer model. 
Radiation between the fluid and the solid parts was 
neglected. Different variations of cooling and 
different geometries of the inner and outer casing 
were tested. Swirl of the HP steam from the blading 
section and distinct numerical boundary condition 
settings were investigated as well. It was found that 
the cooling variants can affect significantly the 
temperature distribution of the inner casing. The 
investigated swirl affects the flow field and 
therefore the temperature distribution of the inner 
casing. The simulations have shown the advantages 
and disadvantages of each cooling variant and have 
helped to understand the flow phenomenon. 
 
Keywords: high pressure turbine, inner casing, 
heat transfer, pressure losses, temperature 
distribution 

NOMENCLATURE 
M [kg/kmol] molar mass 
Nu [-] Nusselt number 
T [°C] temperature 
Pr [-] Prandtl number 
R [-] spec. gas constant  
y+ [-] dimensionless wall distance 
λ [W/mK] thermal conductivity 
α [W/m2K] heat transfer coefficient  
•

Q  [W/m2] heat flux 
p [Pa] pressure 
µ [kg/ms] dynamic viscosity 
υ [m2/s] kinetic viscosity 
ρ  [kg/m3] density 
Subscripts and Superscripts 
f along fluid 
w along wall 

 

1. INTRODUCTION 
Industrial developments are mainly motivated 

to find more cost effective solutions. Computational 
Fluid Dynamics (CFD) could open the door to offer 
acceptable answers to interesting questions, such as 
complex 3D internal flow fields with conjugate heat 
exchange.  

Steam turbines have small allowable tolerances 
during operation. Thus designers would like to 
know accurate pressure and temperature 
distributions in order to perform structural analysis 
to determine elongations, vibrations etc. They make 
corrections based on these results and the iterative 
process continues. In case of High Pressure (HP) 
steam turbines which consist of inner and outer 
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casing unacceptable deformations can appear. In 
order to avoid them a typical HP turbine 
(approximately 30 bar exhaust steam pressure and 
350 °C outlet steam temperature) was investigated 
numerically in this project. Figure 1 shows the 
geometrical and physical structure of the model. 

Although a lot of work has been done in the 
past the simulation of conjugate heat transfer is still 
challenging. The determination of the heat transfer 
properties in annular pipe-like geometries with 
varying diameters cannot be easily done in an 
analytical way [1, 3]. The flow has high turbulence 
intensity and strong time dependence, which has 
been studied by several authors. Appropriate 
turbulence models have been developed [2] as well. 
However in this work a commercial CFD package 
was used which limits the authors’ freedom, on the 
other hand it offers a wide range of possibilities for 
general usage. 

The scope of this paper was to study the effect 
of leakage flows on the variable distributions in 
different operating points. They can be controlled 
with steam discharge (see Figure 1.), but the path of 
the “leakage steam” is not known. The temperature 
must be evenly distributed along the inner casing. 
The outgoing flow direction from the blades under 
different operating conditions has a significant 
effect on the flow field and therefore on the heat 
exchange.  
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Figure 1. Vertical sketch of the investigated HP 
turbine and boundary conditions 

2. INVESTIGATION METHOD 
In the following a brief overview can be found 

about the governing equations which describe the 
investigated physical phenomena [3, 9, 10]. The 
given equations build a closed system, which has an 
analytical solution only in special cases. Thus with 
such complicated geometries like the turbine in 
question numerical simulation has to be done. The 
numerical procedure is described in the second part 
of this chapter. 

2.1. Analytical description 
The investigated problem can be split in two 

subsystems, namely the main fluid field around the 
inner casing and the heat flow within the inner and 
the outer casing. The coupling between the solid 
and the fluid is realized through the thermal and 
momentum boundary layer. 

The main flow field can be assumed to be a 
compressible substance. The fluid is an ideal gas 
therefore the closed system of equations without the 
continuity equation consists of Eq.(1-3).   
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grad1
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For the thermal energy in the fluid the Fourier- 

Kirchoff equation was used (Eq. (2)). 
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Heat transfer between fluid and solid is defined 

by Eq. (3). 
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2.2. Numerical procedure 
The numerical simulation procedure can be 

divided into the following steps. Firstly an 
acceptable geometrical model has been created. Not 
every detail of the geometry has a significant effect 
on the flow field nor on the thermal behaviour of 
the inner casing. According to the interested 
physical phenomenon, on the other hand, the 
generated mesh has to fulfil different requirements. 
The geometry was simplified and split into two 
parts. These parts are the fluid field and the solid 
inner casing. These grids were created separately 
with point to point connection between them. 
Meshes were generated by usage of the ICEM CFD 
software. They are presented in Figure 2. and 3.  
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Figure 2. The generated numerical grids (fluid 
mesh) 

 

Figure 3. The generated numerical grids (solid 
mesh) 

In the fluid field mesh the included layer of 
prismatic elements makes it possible to resolve the 
boundary layer flow and heat transfer through it. 
The prism layer is split into 10 sub layers. The 
quality of the generated boundary layer mesh could 
be judged through the y+ parameter. For the 
boundary layer mesh the dimensionless distance 
should lay between 30 and 300 [4]. The viscous 
sublayer is described by wall functions [7, 8]. If the 
viscous layer is modelled the y+ has to reach a 
maximum value of 2 or should be smaller [4]. 

The numerical model construction took place in 
the ANSYS CFX Pre software. Depending on the 
location various types of boundary conditions were 
used. Within the solid inner casing domain there are 
walls with constant temperature and also with linear 
temperature distribution. The values are taken from 
the steam cycle analysis. 

At the fluid domain inlet total temperature, total 
pressure and average turbulent intensity were 
specified as physical parameters, while at the outlet 
the mass flow was given. Next to the inlet a circular 
surface can be found in the bended diffuser which is 
defined as the rotational wall. The rest of the 
boundary walls were set to stationary. The created 
boundary conditions are presented in Figure 1. 

The coupling between solid and fluid is realised 
with fluid solid interface in which in order to ensure 
more accurate heat transfer point to point 
connections were created between the fluid and 
solid grids. 

The material properties of the fluid were 
considered as ideal gas with constant specific heat 
and the other steam attributes were taken from the 
IWAPS steam table [4]. The inner casing solid 
material was described through the following 
physical parameters: M, λ and ρ. 

After the successful numerical model 
construction an initial solution has to be defined. In 
this case the temperature and the pressure was 
specified in advance, with zero velocity for the 
whole fluid domain. Subsequently the simulation 
itself was performed. During the computation 
different residuals and imbalances were monitored 
[4]. At final convergence level the calculation 
should reach 0.1% imbalances and 1.0E-4 residuals. 

 

3. RESULTS 
Figure 4. shows the streamlines coming out 

from the blading section and from the leakage of the 
steam discharge. The picture corresponds to 2.28% 
leakage flow (based on outlet mass flow rate and 
which is fresh steam, therefore it has higher 
temperature than the normal exhaust substance) and 
the flow is assumed to be axial. One can observe 
some typical features of the stream which appear in 
all investigated cases. Over the top of the inner 
casing there are two regions located symmetrically 
along the x axis which has high turbulence level 
with small vortices. On the bottom side two vortex 
tubes can be seen similarly settled as at the top side. 
A strong swirling flow pattern exists right after the 
blading section at the diffuser segment.  

As mentioned before smooth temperature 
distribution would be preferred on the inner casing, 
thus the spreading of the leakage steam and its 
mixing is relevant. Figure 5 shows the streamlines 
which are coming from the leakage so the mixing 
process can be observed. This plot shows the 2.28% 
mass flow rated case with basically no swirling.  
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Figure 4. Streamlines around the Inner casing at 
2.28% coolant case without swirl 

 

Figure 5. Streamlines starting from leakage at 
2.28% coolant without swirl 

The leakage stream goes downwards and heats 
up the bottom side, and especially the back side 
which is close to the discharge orifice. This part of 
the casing is always the hottest part. 

Table 1. Re and Nu numbers at different 
operating points 

Mass flow rate percentage [%] 0.13 0.94 0.94 0.94 2.28
Swirl angle [degree] 0 -10 0 10 0
Reynolds number at outlet [-] 9.08E+06 9.18E+06 9.21E+06 9.21E+06 9.13E+06
Nusselt number [-] 18394.9 17108.6 17418.8 16404.7 14555.9  

The presented Nusselt numbers in Table 1 
indicate that the heat exchange is convection 
dominant. The index is based on an average wall 
heat flux coefficient value over the whole inner 

casing. During the simulation the gravitational 
(Buoyancy) effects are neglected and since the 
Nusselt number has such high values it is a 
reasonable assumption. The heat transfer mostly 
takes place in the near wall regions; therefore the 
smooth distribution of turbulence structures is an 
important feature of the aimed requirements. 

After the deliberation of one investigated case 
the authors would like to draw attention to the 
temperature distributions of the different cases.  
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Figure 6. Inequality of the different load cases 

The inner casing surface of the turbine was cut 
into 12 pieces. There were two perpendicular cut 
planes (XZ and XY) and two cut planes located at 
the level of the inlet cavity axis and one parallel to 
the previous plane. The average temperatures 
weighted by the area of these parts were 
determined. The differences of the neighbouring 
temperatures were put into a 12x12 stripped 
symmetrical matrix and the elements of the lower or 
upper triangular matrix were summarized. This way 
an index was created for each simulation so the 
comparison can be made. The lower this index is 
the smoother the temperature distribution is. Figure 
6 contains the results of this comparison, which 
shows that the one of the 0.94% cases has the best 
dispersion. Unfortunately this is the case in which 
the steam enters axially so it is only theoretical. If 
the turbine operates with real operating conditions 
the flow field tends to be more asymmetric like the 
temperature print. In operation point 3 the rotating 
disk next to the bended diffuser inlet amplifies the 
vertical motion of the flow. Thus larger separation 
will appear than in case operation point 1. 
Subsequently the reduced cross section accelerates 
the flow and the temperature gradient on the inner 
casing surface decreases. The distribution seems 
more even if the cooling effect is reduced. 
Contradictory phenomena can be observed for the 
counter swirl inlet. As a consequence one can say 
that the above mentioned index itself is modest 
parameter for the judgement. The absolute 
temperature values are needed as well. 
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Figure 7. Pressure drop and recovery 

Figure 7 includes pressure drop and recovery 
values for the investigated domain, which is 
considered as a diffuser. The overall values are 
defined between the system inlet and the outlet of 
the corresponding horizontal pipe, while the other 
does not take the tube into account. The amount of 
the discharge flow has an optimum at 0.94% from 
the pressure drop point of view. Operation point 3 
has more axial path in the bended diffuser therefore 
the pressure drop is smaller than in operation point 
1. Obviously the least pressure loss belongs to the 
axial inlet.  

4. CONCLUSIONS 
 

The presented numerical simulation shows that 
it is possible to compute the flow field around such 
inner casings. However, the authenticity of the 
quantitative results is questionable since the actual 
turbulence has high complexity which brings causes 
inaccuracy and the measurements cannot be done 
for each investigated problem. The determined 
tendencies have the important meaning.  

According to Schlichting [5] and Peric [6], if 
the momentum and the thermal boundary layer 
thickness is comparable (when the Prandtl number 
is close to unity) the heat conduction within the 
boundary layer takes place inside the first sublayer. 
Therefore an accurate boundary layer is needed; 
however it requires a large amount of grid points. 
The disadvantage of such a modelling is that the 
invested numerical efforts are not comparable with 
the benefits gained by the more accurate resolution 
of the boundary layer. 

On the other hand the flow field around of the 
inner casing has been understood with its 
limitations and some modifications have been made 
based on the presented results. The preformed 
numerical simulations have shown that the 
investigated high pressure turbine can operate 
safely in wide operational regions. 
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ABSTRACT 
The paper presents results of the numerical 

optimisation of a high-pressure (HP) steam turbine 
nozzle blade. The starting point of the investigation 
is a two-dimensional cascade geometry with a flow 
turning angle of about 90°. The three-dimensional 
flow field in the linear turbine cascade is computed 
using the computational fluid dynamics (CFD) code 
FLUENT with the standard k/ε turbulence model. 
The blade stacking line is build up by two 
symmetric parabolic arcs near the end walls and a 
straight line in the mid section. This restriction 
results in two independent geometric parameters for 
the subsequent optimisation which is based on a 
genetic algorithm approach. The total pressure loss 
coefficient is performed as the objective function. 
The optimisation process gives a number of 
candidates with a potential for a loss reduction of 
about 1.5% due to the three-dimensional blade 
shape. Three configurations are discussed in detail 
using the results of the computed flow fields.   

Keywords: axial flow turbine, CFD, compound 
lean blade, genetic algorithm, optimisation  

NOMENCLATURE 
AR [-] blade aspect ratio 
Cp [-] static pressure coefficient 
Cpt [-] total pressure coefficient 
H [m] blade height 
Ma [-] Mach number 
Re [-] blade Reynolds number 
Tu [-] turbulence intensity 
b [m] axial chord length 
c [m] chord length 
g [m] length of straight stacking line 
k [J/kg] turbulent kinetic energy 
t [m] blade pitch 
p [Pa] static pressure 
pt [Pa] total pressure 
x [m] axial coordinate 

y [m] pitchwise coordinate 
y+ [-] nondimensional wall distance 
z [m] spanwise coordinate 
α  [°] lean angle of blade stacking line 

'β  [°] blade angle 
γ  [°] stagger angle 
ε  [W/kg] turbulent dissipation rate 
ω  [-] loss coefficient 
 
Subscripts and Superscripts 
1 [-] inlet 
2 [-] outlet 
MS [-] midspan 
t [-] total 

 [-] pitchwise averaged quantity 

 [-] area averaged quantity 

1. INTRODUCTION 
One way to improve the thermal efficiency of 

modern fossil-fuelled steam turbine powerplants is 
to increase the component efficiency of the turbine. 
The efficiency of the turbine is a result of the 
aerodynamic losses in the steam flow path. Since 
steam turbines for powerplants are of the axial type, 
the key components of the flow path are the 
bladings of the stator as well as of the rotor. It is 
generally accepted [1] that the total loss in an axial 
turbine blade row is divided into the following three 
components: profile loss, endwall loss, leakage loss. 
The relative contribution of the various losses 
depends mainly on the blade aspect ratio. Due to 
their rather low aspect ratio, the endwall loss plays 
an important role in HP steam turbine sections [2]. 
Endwall loss is also referred to as secondary loss 
since it arises mainly from the secondary flows 
generated when the endwall boundary layers pass 
through a blade row. A comprehensive review on 
the secondary flow in axial turbine blade rows is 
given by Sieverding [3] and more recently by 
Langston [4]. Therefore, the main objective of the 
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reduction of endwall losses is the reduction of the 
strength of the secondary flow in the blade row. 
Traditional turbomachinery design concepts 
perform two-dimensional profiles which are stacked 
on a straight line to produce the full blade shape. 
However, this design concept gives no degree of 
freedom to influence the secondary flow in the 
blade channel in a positive manner. Therefore, it is 
necessary to extend the design concept by replacing 
the radial straight blade axis by a bowed shape 
which results in a so-called three-dimensional 
blade. Due to structural reasons, this approach can 
be applied mainly to stator blade rows.         

One of the earlier works on the effect of a 
bowed stacking line on the performance of a low 
aspect ratio turbine cascade is the experimental 
investigation of Harrison [5]. The author compared 
three sets of cascades with the same section but 
different stacking lines: a cylindrical blade, a 
straight leaned blade inclined at 20° from 
perpendicular and a circular arc inclined at 30° from 
perpendicular. The latter is called positive 
compound lean since there is an acute angle 
between the endwall and the blade pressure side. 
The inclination is in the circumferential direction. It 
turned out that the effect of blade lean on the 
overall loss is minimal. However, compound lean 
increased flow turning, reduced downstream mixing 
losses and substantially reduced spanwise variation 
of the pitchwise averaged flow angle.    

Recently, Lampart [6] did a numerical study on 
the optimisation of a high-pressure steam turbine 
stage. The objective function which was used by the 
optimisation algorithm (simplex method) was the 
enthalpy loss of the stage. Actual values of the 
objective function were found from three-
dimensional Reynolds-Averaged Navier Stokes 
computations, performing the Baldwin-Lomax as 
well as the Menter SST turbulence model. The 
optimised parameters were the stator and rotor 
blade numbers and stagger angles, rotor blade twist 
angle and parameters of stator compound lean at 
root and tip. Blade profile shapes were not changed. 
The optimisation resulted in a new three-
dimensional stacking line of the blades. The 
reduction of the total stage loss was about 0.4%, 
compared with the original design.  

It should be mentioned that most of the 
investigations on compound lean turbine blades 
deal with so-called positive compound lean. This 
means that there is an acute angle between the 
endwall and the blade pressure side. Two 
exceptions are the papers of Wanjin et al. [7] and 
Bagshaw et al. [8]. These investigations are on the 
effects of negative compound lean. This means that 
there is an obtuse angle between the endwall and 
the blade pressure side.  

The objective of the present work is the 
optimisation of a HP steam turbine nozzle blade. 
Since it is the idea to investigate a large solution 

space without limiting the possible outcome of the 
optimisation in advance, a genetic algorithm is 
used. Total pressure loss coefficient will be chosen 
to be the objective function. Three sets of blades 
with different characteristic geometries are chosen 
after the optimisation process and are compared 
with one another.  

2. BLADE AND CASCADE GEOMETRY 
The blade chosen to be optimized is scaled 

from a HP stage steam turbine nozzle with a 
geometric turning angle of 89.4°. The profile 
coordinates are documented in a paper by 
Perdichizzi and Dossena [9]. Figure 1 shows a 
sketch of the blade profile and Tab. 1 summarizes 
the main geometric date of the cascade section. The 
computed results are going to be verified by future 
experiments in the cascade wind tunnel of the 
Institute for Thermodynamics and Energy 
Conversion, Vienna University of Technology. 
Therefore, the blade height is determined to H = 
150 mm. Since an aspect ratio which is typical for 
HP steam turbine nozzle sections is chosen (AR = 
H/c = 1.5), the chord length c = 100 mm. Since the 
cascade is operated at design incidence, the inlet 
flow angle corresponds to the blade inlet angle . '

1β

x

-y

β1
’

β2
’

 

Figure 1. Sketch of blade profile shape 

Table 1. Cascade geometric data 

chord length c 100 mm 
axial chord length b 61.85 mm 
aspect ratio AR 1.5 - 
blade inlet angle β1’ 76.1 ° 
blade exit angle β2’ 14.5 ° 
stagger angle γ 39.9 ° 
blade pitch t 73 mm 
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If a straight stacking line perpendicular to the 
endwall is chosen, the corresponding blade is 
cylindrical. Furthermore, the stacking line of the 
compound lean nozzle is modelled using a parabolic 
arc at the endwall and a straight line at the mid 
section. Figure 2 shows the stacking line of an 
arbitrary compound lean blade with a plane of 
symmetry at midspan (z/H = 0.5). If the two-
dimensional blade section is kept constant, the 
stacking line of the compound lean blade is 
determined by two parameters: (1) the angle α 
between the tangent to the parabolic arc and the 
spanwise direction at the endwall, and (2) the 
nondimensional length g/H of the straight section 
from the apex of the parabolic arc to midspan. 
These two parameters are varied during the 
subsequent optimisation process. A positive angle α 
(acute angle between the endwall and the blade 
pressure side) gives a so-called positive compound 
lean blade. On the other hand, a negative angle α 
(obtuse angle between the endwall and the blade 
pressure side) gives a so-called negative compound 
lean blade.      
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0.25

0.3

0.35

0.4
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0.5

z/
H

[-
]

α

g/
H

 

Figure 2. Stacking line of the compound lean 
blade 

3. NUMERICAL APPROACH 

3.1 Mesh Generation and Flow Solver 
Starting point of the mesh generation process is 

a two-dimensional mesh at the endwall. This 
unstructured mesh is bounded by the blade surface, 
by the inlet plane, by the exit plane and by the 
periodic boundaries, respectively. The inlet plane 
and the exit plane are located one chord length 
upstream respectively downstream of the cascade. 
Near the blade surface, boundary edges are used to 
fulfil the near wall requirements of the turbulence 
model (nondimensional wall distance y+). To 
produce a three-dimensional mesh, the two-

dimensional mesh at the endwall is shifted along the 
stacking line, defined by the two parameters α and 
g/H. This results in a three-dimensional mesh with 
about 237000 cells which is bounded by the 
endwall and the plane of symmetry at midspan. The 
whole mesh generation process is performed using 
the scripting capabilities of the commercial grid 
generator GAMBIT2.2.30.   

The governing equations for steady, three-
dimensional flow are solved numerically using the 
commercial finite volume solver FLUENT6.2.16. If 
the conditions at the cascade wind tunnel are taken 
into account, the flow can be treated as 
incompressible (Ma < 0.2). A typical blade 
Reynolds number, defined with the exit velocity 
and the chord length, is Re ≈ 5·105. The turbulent 
behaviour of the flow is taken into account by the 
standard k/ε turbulence model with wall functions.   

3.2 Boundary Conditions 
The inlet boundary conditions are set according 

to conditions of the cascade wind tunnel. These are 
the velocity components, the turbulent kinetic 
energy as well as its dissipation rate. According to 
the inlet flow angle, the freestream velocity is about 
25 m/s. The thickness of the endwall boundary layer 
is 25 mm which corresponds to about 17% of the 
blade height. The velocity distribution inside the 
endwall boundary layer is approximated by a 1/7th-
power law. The measured freestream turbulence 
intensity Tu = 5% is used to set the turbulent kinetic 
energy at the inlet plane. Furthermore, the turbulent 
dissipation rate is obtained from the assumed 
turbulent length scale (0.1% of the blade pitch). At 
the exit plane, a constant static pressure boundary 
condition is applied. Since only one blade passage 
is modelled, symmetry boundary conditions are set 
at midspan and periodic boundary conditions at the 
periodic boundaries, respectively. Finally, no-slip 
boundary conditions are set at the blade surface as 
well as at the endwall.    

3.3 Genetic Algorithm 
Several calculations were performed before 

choosing the optimisation algorithm for this work. 
It turned out that one single solution, which means a 
computation of one configuration with a certain set 
of parameters α and g/H, took about one to two 
hours. Therefore, it was decided to choose a genetic 
algorithm for the optimisation procedure. Genetic 
algorithms have, compared with other commonly 
used algorithms, one big advantage. They do not 
tend to stop their search when finding a local 
optimum, as for example gradient methods. On the 
other hand, they have the big inconvenience that 
they normally need excessive search time, due to 
the fact, that they have a random element 
implemented. However, due to the relatively low 
computing time for a single solution and the fact 
that the authors are interested to cover a large 
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search area without any restrictions, a genetic 
algorithm proved to be the best optimisation 
method. Michalewicz [10] proposes several 
methods for optimising problems, from which a 
very general approach was selected and used. The 
first thing to do when using a genetic algorithm is to 
define the degree of freedom of the investigated 
system. In the present investigation, this figure is 
two since two geometrical parameters are varied: α 
and g/H. The two-dimensional blade section profile 
is kept constant for all configurations, which means 
that the profile is rather sheared than tilted. 
Furthermore, the increments of each parameter have 
to be defined, in order to calculate the size of the 
search area in binary numbers. It is decided that α 
should be varied in steps of 1° and g in steps of 1 
mm. Since α is chosen in the range ±45° and g 
between 0 and 75 mm, this results in a search area 
of 2·107 times 2·107 = 16384 possible solutions. It is 
taken into account that one has to choose the next 
higher binary value for each degree of freedom. 
This number is reduced by 76 + 90 = 166 since 
every configuration with α = 0° is a cylindrical 
blade, no matter what value g takes (76 solutions), 
and each configuration with g = 75 mm is a 
cylindrical blade too, no matter what value α is (90 
solutions). Before the algorithm is started, the 
objective function has to be chosen. A very 
common and general approach for the optimisation 
of turbomachinery components is the total pressure 
loss coefficient [11]. Therefore, the objective 
function is chosen to 

.
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21

pp
pp

t

tt

−
−

=ω  (1) 

The algorithm now needs a starting solution, 
which can arbitrarily be chosen from the whole 
search area. Since the population size is set to 10, 
10 different configurations are chosen to start. After 
having performed the necessary grid generations as 
well as the CFD-calculation, the algorithm sorts the 
solutions according to the result of their objective 
function, weights the results relatively to the sum of 
all 10 results of the whole population and cumulates 
the results. The binary representations of each 
configuration are now mated and mutated, if the 
relative weight of their result is greater than a 
randomly chosen number between 0 and 1. This 
gives a new population, which means a new set of 
10 configurations which are then calculated and the 
algorithm starts all over again. Using the above 
explained algorithm, 1200 solutions are calculated, 
which represent approximately 7.5% of the whole 
solution space. 

4. RESULTS AND DISCUSSION 

4.1 Loss Coefficient 
A contour plot of all the results calculated is 

presented in Figure 3. The region α > 0° represents 

positive compound lean blades and the region α < 
0° negative compound lean blades, respectively. 
Each dot in the map corresponds to a single 
geometry and, therefore, to a single solution. The 
values for the objective function (= loss coefficient) 
should be compared with the corresponding values 
for the cylindrical blade (α = 0° or g/H = 0.5, 
respectively). It can be seen that the objective 
function increases for negative compound lean 
blades. On the other hand, there seems to be a 
region of minimum total pressure losses. This 
region of nearly constant total pressure losses is 
characterised by α ≈ 10° to 20° at low values of g/H 
and g/H ≈ 0.4 at large values of α, respectively.  
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Figure 3. Contour plot of the objective function 
ω of the calculated solutions 

Hence, two configurations (Set 2 and Set 3) of 
the optimisation process are chosen to be 
investigated in depth and to be compared with the 
cylindrical blade (Set 1). Table 2 shows the 
parameters and the result of the objective function 
of these configurations. The blade stacking line of 
Set 2 is a parabolic arc without any straight line at 
the mid section. On the other hand, the length of the 
straight line of the Set 3 stacking line is 59 mm and 
the height of the parabolic arc is 16 mm. The latter 
value can be compared with the thickness of the 
inlet boundary layer (25 mm). Set 2 and Set 3 differ 
considerably according to the values α. On the other 
hand, Set 2 as well as Set 3 show an improvement 
of the total pressure loss coefficient of about 1.5% 
compared with the cylindrical blade (Set 1). 
However, Set 2 and Set 3 differ according to their 
performance if local or pitchwise averaged 
quantities are taken into account. This fact will be 
presented in the remaining part of the discussion. 

Table 2. Geometry parameters and objective 
functions of the selected configurations 

 α g g/H ω ω/ωSet1
 [°] [mm] [-] [-] [-] 
Set 1 0 75 0.5 0.06864 1.0000 
Set 2 15 1 ≈ 0 0.06760 0.9848 
Set 3 43 59 0.4 0.06756 0.9842 
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Figure 4. Contour plot of Cpt2 for Set 1 
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Figure 5. Contour plot of Cpt2 for Set 2 
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Figure 6. Contour plot of Cpt2 for Set 3 

4.2 Total Pressure Coefficient 
The total pressure coefficient Cpt2 is the 

difference between the local total pressure pt2 and 
the undisturbed inlet total pressure at midspan pt1MS 
normalized by the undisturbed inlet dynamic 
pressure at midspan: 

.
11

12
2 pp

ppC
MSt

MStt
pt −

−
=  (2) 

It is used for the quantification of the total 
pressure losses in the cascade. The contour plots are 
given in Figure 4, 5 and 6 for Set 1, Set 2 and Set 3, 
respectively, at a plane 30% axial chord length 
downstream of the cascade exit plane. The trace of 
the blade trailing edge (dash-dotted line) indicates 
the stacking line of the individual blade. At midspan 
(z/H = 0.5), the distribution of the total pressure 
coefficient is a measure for the profile losses. Near 
midspan, the undisturbed blade wake with the blade 
pressure side on the left hand side of the trailing 
edge and the blade suction side on the right hand 
side of the trailing edge can be seen. The blade 
wake for Set 2 changes its appearance according to 
the geometry of the stacking line. The loss core, 
which can be identified by very low values of Cpt2 is 
produced by the passage vortex which convects low 
momentum fluid from the endwall boundary 
towards midspan. This loss core seems to get 
smaller for Set 3, although it even seems to increase 
for Set 2, compared with Set 1. 

4.3 Pitchwise Mass-Averaged Total 
Pressure Coefficient 

The pitchwise mass-averaged total pressure 
coefficient 2ptC versus the nondimensional 
spanwise coordinate z/H is plotted in Figure 7. The 
respective values at midspan (z/H = 0.5) represent 
the profile losses and they confirm the fact that Set 
2 shows higher profile losses than Set 1 and Set 3. 
The profile losses are the same for Set 1 and Set 3.   
Furthermore, the pitchwise mass-averaged total 
pressure coefficient is rather constant for z/H > 0.3. 
This means that this regoin near midspan is not 
influenced by three-dimensional flow effects. Near 
the endwall, Set 2 and Set 3 experience similar 
pitchwise mass-averaged total pressure coefficients. 
Both absolute levels are lower than the respective 
values for Set 1. This means that the losses due to 
the endwall boundary layer are lower for the 
compound leaned blades compared with the 
cylindrical blade. Furthermore, Set 2 shows the 
lowest absolute pitchwise mass-averaged total 
pressure coefficient in the peak of the loss core. 
Following Tab. 2, Set 2 as well as Set 3 show a 
lower total loss coefficient compared with Set 1. If 
the endwall losses are taken into account (Fig. 7) 
Set 2 shows the best performance. However, the 
lower endwall losses of Set 2 are somewhat 
balanced out by the increased profile losses.  
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Figure 7. Pitchwise mass-averaged total pressure 
coefficient 2ptC  

4.4 Pitchwise Mass-Averaged Flow 
Angle 

Figure 8 shows the pitchwise mass-averaged 
flow angle versus the nondimensional spanwise 
coordinate z/H. This flow angle indicates the 
deviation from the blade exit angle β2’. Therefore, 
positive values of the pitchwise flow angle indicate 
an underturning and negative values an overturning, 
respectively. At midspan (z/H = 0.5), the flow 
turning of Set 1 and Set 3 is very similar. Since the 
inlet flow angle is fixed for all configurations, the 
flow turning of Set 2 is increased by about 1°. Near 
the endwall, the flow overturning of Set 2 as well as 
Set 3 is lower compared with Set 1. This means that 
the cross flow near the endwall is decreased for 
both compound lean configurations. Furthermore, 
Set 3 experiences the lower flow underturning due 
to three-dimensional effects. A more uniform 
distributed flow angle in the spanwise direction is in 
general expected to be favourable for the losses in 
the downstream rotor blade row. This is due to the 
decreased incidence losses in the subsequent blade 
row. Form this point of view, Set 3 shows the best 
behaviour. On the other hand, it has to be 
mentioned, that in a real turbine a non-uniformly 
distributed outflow of a nozzle is not necessarily a 
disadvantage, since the subsequent rotor blade row 
can be designed to cope with this fact. 
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Figure 8. Pitchwise mass-averaged flow angle 
deviation 

4.5 Blade Loading 
The behaviour of the various blade designs, 

which is documented in Fig. 7 and 8 can be 
explained using the blade loading. This blade 
loading is quantified by the static pressure 
coefficient 
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The difference between the local blade pressure 
p and the static pressure at the inlet plane p1 is 
normalized by the undisturbed inlet dynamic 
pressure at midspan. Figure 9 and Figure 10 show 
the blade loading at midspan (z/H = 0.5) and at the 
endwall (z/H = 0), respectively, represented by the 
static pressure coefficient Cp. The pressure side 
distribution of Cp at midspan (z/H = 0.5) is the same 
for all configurations. On the suction side, Cp is 
lower for Set 2 compared with Set 1 as well as Set 
3. This results in an increased blade loading of Set 2 
which in turn explains the increased flow turning at 
midspan as well as the increased profile losses.    

A significant unloading of Set 2 and Set 3 
compared to Set 1 can be observed at the endwall 
(z/H = 0). This results mainly from the various 
distribution of Cp at the blade suction side. As it 
was expected, positive compound lean unloads the 
blade near the endwall. This is due to the blade 
force in spanwise direction which is induced by the 
acute angle between the endwall and the blade 
pressure side. This blade force increases the 
pressure at the endwall which in turn leads to lower 
velocities and, therefore, lower endwall losses. 
Furthermore, the lower pressure difference at the 
endwall decreases the cross flow and reduces the 
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intensity of the secondary flow for the positive 
compound lean configurations. 
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Figure 9. Static pressure coefficients Cp at 
midspan (z/H = 0.5) 
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Figure 10. Static pressure coefficients Cp at the 
endwall (z/H = 0) 

5. SUMMARY 
A genetic algorithm was used to search a vast 

space of solutions for an “optimum” compound lean 
turbine nozzle. Whereas the two-dimensional blade 
section is kept constant, the blade stacking line is 
varied during the optimisation approach. The 
stacking line is characterized by two independent 
parameters: the lean angle of the parabolic arc near 
the endwall and the length of the remaining straight 
piece in the mid section. The total pressure loss 
coefficient of the individual cascades is used as the 
objective function. The flow field is computed 
using a commercial flow solver performing the 

standard k/ε turbulence model. It turned out that 
there are configurations that show a more or less 
constant improvement of the total pressure loss 
compared with the cascade of cylindrical blades. 
These “optimum” configurations are defined either 
by short straight sections and moderate lean angles 
or by rather long straight sections and higher lean 
angles. Compared with a cylindrical blade with the 
same blade profile, the investigated solutions 
indicate an improvement of about 1.5%, as far as 
the objective function (total pressure loss 
coefficient) is concerned. The blade loading is 
decreased for both compound lean blade sets at the 
endwall. On the other hand, the blade loading at 
midspan increased for the compound lean 
configuration without any straight section near 
midspan. This results in an increased flow turning 
as well as increased profile losses for this 
configuration. The spanwise variation of the 
pitchwise averaged exit flow angle is lowest for the 
compound lean configuration with a straight section 
near midspan. 

It is not clear whether compound lean for this 
HP turbine stator profile and these boundary 
conditions can lead to an improved efficiency for 
the turbine stage. This is due to the fact that the 
results are observed from different point of views, 
as it was tried in this paper. It seems a promising 
goal to do the optimisation with other objective 
functions as well in order to get a better picture of 
the situation for HP turbine nozzles. The results 
obtained will be verified by future experiments in 
order to compare the findings of the calculation 
with experimental data. 

REFERENCES 
[1] Denton, J.D., 1993, ”Loss Mechanisms in 

Turbomachines”, ASME J Turbomachinery, 
Vol. 115, pp. 621 – 656. 

[2] Havakechian, S., and Greim, R., 1999, 
”Aerodynamic Design of 50 Percent Reaction 
Steam Turbines”, Proceedings of the Inst. of 
Mech. Eng., Part C: Journal of Mech. Eng. 
Science, Vol. 213, No. 1, pp. 1 – 25. 

[3] Sieverding, C.H., 1985, ”Recent Progress in the 
Understanding of Basic Aspects of Secondary 
Flows in Turbine Blade Passages”, ASME J 
Engineering Gas Turbines and Power, Vol 107, 
pp. 248 – 257. 

[4] Langston, L.S., 2001, ”Secondary Flows in 
Axial Turbines – A Review”, Annals of the 
New York Academy of Sciences, Vol. 934, pp. 
11 – 26. 

[5] Harrison, S., 1992, ”The Influence of Blade 
Lean on Turbine Losses”, ASME J 
Turbomachinery, Vol. 114, pp. 184 - 190. 

1045



[6] Lampart, P., 2003, ”Numerical Optimisation of 
a High Pressure Steam Turbine Stage”, 
Conference on Modelling Fluid Flow 
(CMFF’03), September 3 - 6, Budapest, 
Hungary. 

[7] Wanjin, H., Zhongqi, W., Chunqing, T., Hong, 
S. and Mochun, Z., 1994, ”Effects of Leaning 
and Curving of Blades With High Turning 
Angles on the Aerodynamic Characteristics of 
Turbine Rectangular Cascades”, ASME J 
Turbomachinery, Vol. 116, pp. 417 – 424. 

[8] Bagshaw, D.A., Ingram, G.L., Gregory-Smith, 
D.G., Stokes, M.R., 2005, ”An Experimental 
Study of Reverse Compound Lean in a Linear 
Turbine Cascade”, 6th European Conference on 
Turbomachinery – Fluid Dynamics and 
Thermodynamics, March 7 – 11, Lille, France. 

[9] Perdichizzi, A. and Dossena, V., 1993, 
”Incidence Angle and Pitch-Chord Effects on 
Secondary Flows Downstream of a Turbine 
Cascade”, ASME J Turbomachinery, Vol. 115, 
pp. 383 – 391. 

[10]Michalewicz, Z., 1996, ”Genetic Algorithms + 
Data Structures = Evolution Programs”, 
Springer Verlag. 

[11] Wingelhofer, F., Haselbacher, H., 2004, ”New 
Optimization Criteria For the Design of Three-
Dimensional Bladings Applied to Compound 
Lean Nozzles of an Axial Turbine”, ASME 
Paper GT2004-53830 

 

 

 

 

 

1046



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

DISORDERS OF VELOCITY PROFILE CALLED OUT EXTRACTION POINT 
OF STEAM TURBINE 

Krzysztof WOSZCZAK1

 
1 Wroclaw University of Technology, Faculty of Mechanical and Power Engineering, Division of Turbomachines, 50–370 Wroclaw, 
Wybrzeze Wyspianskiego 27, Tel: +48 71 3723857, Fax: +48 71 3723592, krzysztof.woszczak@pwr.wroc.pl

 

ABSTRACT 
The processes in the steam turbine are usually 

analysed for an axially symmetric flow. Typical 
power plant turbines have bleeds (without 
governing steam pressure) for steam extraction to 
regenerative feed heaters. The bled steam flows out 
radially from the space between blade rings 
significantly changing the flow structure in the 
steam bleeding zone. The process results in flow 
disturbances in the turbine’s blade system and in a 
decrease in its efficiency. 

The flow of steam through the turbine’s bleeds 
was numerically modelled by CFD (Computational 
Fluid Dynamics) methods (the typical conservation 
of mass, momentum and energy equations for a 3D 
flow, using the k–ε turbulence model). The 
investigations were carried out for four blade rings 
(two stages – one before and one after the extraction 
point). The effect of steam extraction on the 
efficiency of the stages was studied. 

Keywords: steam turbine, axial-flow, steam 
extraction, flow structure, numerical analysis 

  

NOMENCLATURE 
c [m/s] absolute velocity 
w [m/s] relative velocity 
u [m/s] velocity of transportation 
v [m/s] velocity 
r [m] radius 
h [m] width of diffuser 
ϕ [° ] angle of stage circumference  
α [° ] angle of absolute velocity 
 
Subscripts and Superscripts 
0, 2 inlet, outlet of stage (cross-section) 
1 cross section between stator and rotor 

blades 
a axial 
t tangential 

r radial 
m absolute 
a axial 
‘ velocity of outlet cross-section 
A, B, C cross-section between first and second 

stage 
D÷H cross-section in diffuser 
 

1. INTRODUCTION 
The motion of steam in the turbine is 

determined assuming that the flow is axially 
symmetric and that radial equilibrium is maintained 
[3]. When calculating the individual stages and 
groups of stages, the circumferential distribution of 
steam parameters is assumed to be uniform. But in 
typical condensing turbines bleeds are used to 
extract steam to the regenerative feed heating 
system. Between neighbouring groups of stages 
there is a circumferential gap through which steam 
flows out to the bypass collector from which 
(through a blowdown connection) it is fed via a 
pipeline into a regenerative heat exchanger. Usually 
one extraction socket is used and it is located at the 
lowest point of the bypass collector. This design is 
bound to result in some disturbances in the pressure 
fields and flow velocities in the space between the 
group stages situated before and after the extraction 
point. 

Further distortion of the flow field symmetry is 
caused by the rotating motion of the runner as well 
as by the tangent component of the velocity vector 
at the outflow of steam from the stage located 
before the extraction point. The pressure and 
velocity fields shift by a certain angle (relative to 
the extraction socket) and the flow parameters 
change periodically [1], [2], [4] and [5]. The 
complexity of the phenomena described increases, 
especially in the wet steam zone where also liquid 
phase motion occurs. 
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2. MODEL 
The problem of the influence of the extraction 

process on the flow structure was solved using the 
CFD method and the standard k–ε turbulence 
model. Figures 1, 2 and 3 show the geometry of the 
measuring chamber model placed between two 
turbine stages. The distribution of steam parameters 
at the inlet to the stage located before the extraction 
chamber was assumed to be uniform. Moreover, the 
flow was assumed to be adiabatic – the working 
fluid does not exchange any heat with the chamber 
walls. 

The purpose of the investigations was to 
determine the influence of the extracted steam mass 
flow rate on the distribution of pressures and 
velocities within the extraction chamber. Therefore 
parameter variations in the control cross sections 
(A, B and C in Fig. 1) of this volume were 
analysed. In each control cross section, flow 
parameter values were determined at 24 measuring 
points equally spaced at every 15° along the 
circumference (corresponding to the chamber’s 
pitch diameter D = 0.4 m). The location of the 
extraction socket is defined by angle φ = 270°. 

Figures 4÷7 show the geometry of the two 

 
Fig. 1. Individual flow channel 
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Fig. 2.  Scheme of model Fig. 3. Geometry of model 

 

  

 

Fig. 4. Geometry of  
stator blades  

(1st stage – C9012A) 

Fig. 5.  Geometry of  
rotor blades  

(1st stage – C9018A) 

Fig. 6.  Geometry of  
stator blades  

(2nd stage – C5515A) 

Fig. 7.  Geometry of  
rotor blades  

(2nd stage – P3525A) 
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stages’ blades. Detailed specifications of the blades 
are given in table 1. 
 
Table 1. Geometry of blade-ring 

Blade 
profile 

Number 
of blades 

Scale Height of 
blade 
[m] 

C9012A 25 0.780 0.05 

C9018A 45 0.797 0.052 

C5515A 42 0.750 0.05 

P3525A 79 0.545 0.052 

  

3. RESULTS OF CALCULATION 
The flow was modelled for three diffuser 

widths shown in table 2. The widths are expressed 
in percentages representing the ratio of the mass 
flow rate at the extraction point to that at the stage 
located before the chamber (relative extraction). 

 
Table 2. The comparison of steam qm/q on 
outflow with diffuser 

Outflow to exchanger h 
[mm] I 

[%] 
II 

[%] 
III 
[%] 

IV 
[%] 

10 5.64 11.87 17.2 21.29 
20 6.47 13.02 18.58 22.86 
30 10.96 13.39 19.07 23.44 
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Fig. 8. Flow in diffuser, qm/q=6.47%, 

 ϕ=0°, h=0.02m 
Fig. 9. Flow in diffuser, qm/q=22.9%, 

 ϕ=0°, h=0.02m 
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Fig. 10. Flow in diffuser, qm/q=6.47%, 

 ϕ=90°, h=0.02m 
Fig. 11. Flow in diffuser, qm/q=22.9%, 

 ϕ=90°, h=0.02m 
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Fig. 12. Flow in diffuser, qm/q=6.47%, 

 ϕ=180°, h=0.02m 
Fig. 13. Flow in diffuser, qm/q=22.9%, 

 ϕ=180°, h=0.02m 
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The flow in the diffuser for 12 mass streams 
(Tab. 2) and the values ϕ=0, 90, 180 and 270° (Fig. 
2) is visualized in Figs 8÷15. The figures on left 
show the flow in the diffuser while the ones on the 
right visualize the distribution of the absolute 
velocity of the stream flowing throught the diffuser 
(vref=60 m/s).  

The stream flows mainly on the diffuser’s right 
side, some of it returning on the left side to the 
turbine blade system. 
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H

G

F

E

D

  
Fig. 14. Flow in diffuser, qm/q=6.47%, 

 ϕ=270°, h=0.02m 
Fig. 15. Flow in diffuser, qm/q=22.9%, 

 ϕ=270°, h=0.02m 
         Legend:    

 

 
 

Calculation results for control cross section B 
and four different extracted mass flows are shown 
in Figs 16÷30. 
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Fig. 16. Distribution of absolute velocity, h=0.01 m, 

a) cross-section A, b) cross-section B, c) cross-section C 
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Fig. 17. Distribution of absolute velocity, h=0.02 m, 

a) cross-section A, b) cross-section B, c) cross-section C 
Legend: Outflow q/qm=0%

Outflow I
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Outflow III
Outflow IV

b) c) a) 

a) b) c) 
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Fig. 18. Distribution of absolute velocity, h=0.03 m, 

 a) cross-section A,  b) cross-section B,  c) cross-section C

a) b) c) 
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Fig. 19. Distribution of absolute velocity angle, h=0.01 m, 
 a) cross-section A,  b) cross-section B,  c) cross-section C 
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Fig. 20. Distribution of absolute velocity angle, h=0.02 m, 
 a) cross-section A,  b) cross-section B,  c) cross-section C 
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Fig. 21. Distribution of absolute velocity angle, h=0.03 m, 
a) cross-section A,  b) cross-section B,  c) cross-section C

a) b) c) 

c) b) a) 

b) c) a) 
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Fig. 22. Distribution of axial velocity, h=0.01 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C 
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Fig. 23. Distribution of axial velocity, h=0.02 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C 

0

15

30

45

60
75 90 105

120

135

150

165

180

195

210

225

240
255270285

300

315

330

345

ϕ [ο]

16 18 20 22 24 26 28 30 32

va [m/s]

 

0

15

30

45

60
75 90 105

120

135

150

165

180

195

210

225

240
255270285

300

315

330

345

ϕ [ο]

16 18 20 22 24 26 28 30 32

va [m/s]

 

0

15

30

45

60
75 90 105

120

135

150

165

180

195

210

225

240
255270285

300

315

330

345

ϕ [ο]

16 18 20 22 24 26 28 30 32

va [m/s]

 
Fig. 24. Distribution of axial velocity, h=0.03 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C

a) b) c) 

a) b) c) 

c) a) b) 
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Fig. 25. Distribution of tangential velocity, h=0.01 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C

a) b) c) 
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Fig. 26. Distribution of tangential velocity, h=0.02 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C 
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Fig. 27. Distribution of tangential velocity, h=0.03 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C

b) c) a) 

b) a) c) 
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Fig. 28. Distribution of radial velocity, h=0.01 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C 
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Fig. 29. Distribution of radial velocity, h=0.02 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C
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Fig. 30. Distribution of radial velocity, h=0.03 m, 

a) cross-section A,  b) cross-section B,  c) cross-section C

b) c) a) 

At q=0.0% the extraction socket was shut in 
order to determine the influence of the extraction 
collector volume on the flow. 

Figures 16÷30 show changes in the steam 
parameters in control cross sections A, B and C 
(Fig. 2) along the chamber between the two stages. 

4. ANALYSIS  
The presented characteristics show that the 

largest changes in the fluid’s parameters occur 
within an angle range of 180÷30° in cross section B 
which symmetrically divides the chamber and the 
extraction gap into two equal parts. Special 
attention should be drawn to the change in the radial 
velocity vector which increases from zero (at q = 
0.0%) to vr = 10.8m/s for the largest extraction (q = 
23.44%) at φ= 285°. The vector changes similarly, 
but to a smaller degree, in cross section C. 

The vector of tangential velocity vt is also 
subject to distortions (Figs 25÷27). When the 
extracted mass flow is equal to zero, its distortion is 
negligibly small (similarly as that of the other 
quantities). 

Also important is the characteristic of changes 
in absolute angular velocity. The initial range of 
changes in angle α0 at zero outflow from the bleed is 
negligibly small but as the extracted stream is 
gradually increased, the range increases from 
α0=18° (constant along the whole circumference – 
cross section A) to 30.1° (cross section C) and 
shows an upward trend. 

The division of the initial stream into two 
streams: the extracted one (q) and the one feeding 
the next turbine stage changes somewhat the steam 
flow capacity. When at constant inlet parameters 
steam extraction (bleeding) is increased, the steam 
flow through the investigated group stage also 
increases, as is clearly apparent from the 
characteristics shown in Figs 22÷24 where a distinct 
upward tendency of the component axial velocity is 
observed [6]. 
 

5. SUMMARY  
The presented results show that the extraction 

of steam for feeding a regenerative heat exchanger 
causes considerable flow disturbances in the 
turbine, particularly in control cross section B and 
to a lesser degree in cross section C. Some 
parameters, e.g. absolute flow velocity angle α0, 
have an increasing tendency. 

It should be stressed that changes in pressure 
and velocity fields may significantly affect the work 
of the turbine stages situated after the extraction 
point. 
 
[1] ELSNER, W., WYSOCKI M., 2000, “The 

Effect of  Periodic Disturbances on a Turbine 
Stage Performance”. Politechnika Łódzka, 
Zeszyty Naukowe, No. 117, pp. 167–172.  

[2] LAMPART, P., SZYMANIAK, M., KARDAŚ 
A., 2003, “Unsteady Forces Acting on Rotor 
Blades of a Large Power Steam Turbine 
Control Stage at Different Levels of Partial 
Admission”, Institute of Fluid–Flow 
Machinery, Polish Academy of Sciences, No. 
114, Gdańsk, pp. 5–17.  

[3] PERYCZ, S., 1992, „Turbiny parowe i gazowe”, 
Seria: Maszyny przepływowe t. 10., 
Ossolineum.  

[4] PUZYREWSKI, R., BIERNACKI R., 2003, 
“Volute Scroll as an Alternative to Guide 
Vanes at Inlet to a Turbine”, Institute of Fluid–
Flow Machinery, Polish Academy of Sciences, 
No. 114, pp. 99–110.  

[5] RZĄDKOWSKI, R., 1998, „Dynamics of Steam 
Turbine Rotor Blading”, Seria: Maszyny 
Przepływowe t. 22, Part II, Ossolineum. 

[6] WOSZCZAK, K., 2004, „Badania pracy 
zintegrowanego układu regeneracji elektrowni 
cieplnej z wykorzystaniem kondensatora jednej 
z turbin jako podgrzewacza niskiego ciśnienia”, 
Seria PRE nr 24, Politechnika Wrocławska. 

1054



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

NUMERICAL STUDY OF THE HEAT TRANSFER IN AN AXIAL HELIUM 
TURBINE  

 Tom VERSTRAETE1, Zuheyr ALSALIHI2, René A. Van den 
BRAEMBUSSCHE3 

 
1 Corresponding Author. Von Karman Institute for Fluid Dynamics, Waterloose steenweg, 72, 1640 Sint-Genesius Rode, Belgium Tel.: 
+32 2 359 9611, Fax: +32 2 359 9600, E-mail: verstrae@vki.ac.be  
2 3 Von Karman Institute for Fluid Dynamics, E-mail: alsalihi@vki.ac.be, vdb@vki.ac.be  

 

ABSTRACT 
This paper presents a numerical investigation of 

the conjugate heat transfer in an axial helium 
turbine. The objective is the prediction of the 
cooling needed to keep the blade temperature below 
the allowable material limits. The cooling is applied 
at the hub by means of internal cooling channels.  

A Conjugate Heat Transfer (CHT) solver has 
been developed for this purpose. It combines a 3D 
conduction calculation inside the blade with a 3D 
Navier-Stokes (NS) calculation around the turbine 
blade. The root casing is approximated by applying 
a uniform temperature boundary condition at the 
hub bottom plane. 

Various alternative methods to implement the 
CHT are tested and compared. The results, indicate 
that the so-called h-method is superior both in terms 
of accuracy and convergence speed. 

Keywords: axial flow turbine, conjugate heat 
transfer, finite element analysis, h-method, 
Navier-Stokes, temperature forward flux 
backward. 

NOMENCLATURE  
T [K]  Static temperature 
h [W/(m2°K)] heat transfer coefficient 
q [W/m2]  flux 
Subscripts and Superscripts 
fl   in the flow 
W   at the wall 
f   from the fluid solver 
n   iteration number 
s   from the solid solver 

1. INTRODUCTION  
Conduction in the solid is normally not an 

important issue in turbomachines except when 
cooling is applied to high temperature turbines. 
Most CFD predictions assume adiabatic conditions 

at the solid boundaries [1]. Others assume a high 
constant surface temperature. None of these 
approaches provides a picture of the solid 
temperature distribution and heat transfer. 

The axial helium gas turbine studied in the 
present work is a typical one for the ones employed 
in direct cycle Helium cooled nuclear reactors.  

The maximum allowable temperature for the 
turbine disk material is defined from the expected 
life time of the turbine. An accurate prediction of 
the heat transfer is critical. A better knowledge of 
the material temperature is also important since it 
influences thermal stresses and deformations of the 
individual components.  

Present paper describes a CHT method for the 
prediction of the temperature distribution in the 
solids and the heat transfer between fluid flow and 
the solid.  

2. NUMERICAL METHOD 
There are two main approaches to the 

conjugate heat transfer problem in turbomachinery 
[2-8]. One is by an extension of the CFD code to 
the solid region, where only the energy equation is 
solved [4,7,8]. The main advantage is that only one 
code is needed for the whole domain. However, 
modifications of the CFD code and grid generator 
are required. 

The other approach is a coupling of two codes: 
a non-adiabatic Navier-Stokes (NS) solver for the 
flow in the fluid domain and a Finite Element 
Analysis (FEA) for the heat conduction in the solid. 
Continuity of temperature and heat flux at the 
common boundaries is obtained by an iterative 
adjustment of the boundary conditions. The 
advantage of the coupled approach is that one can 
use standard NS and FEA solvers and grid 
generators. Those codes have been extensively 
verified and their limitations and capabilities are 
well known. A FEA calculation is anyway needed 
for stress and vibration analysis. These have been 
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the main arguments for developing the coupled 
method for present analysis. 

Disadvantages of the coupled method are the 
non-coinciding grids at the common boundary, 
requiring an interpolation to pass the boundary 
conditions from one grid to the other and the need 
for an iterative procedure. 

The non-adiabatic flow is calculated by means 
of TRAF3D [9]. This full 3D compressible Navier-
Stokes solver uses a multi-stage Runge-Kutta time 
integration and central differencing with artificial 
dissipation applied to finite volumes. Convergence 
is accelerated by multigrid interpolation and 
implicit residual smoothing. The overall accuracy is 
second order at convergence. All calculations are 
done with the Baldwin-Lomax algebraic eddy-
viscosity turbulence model. Despite its simplicity 
and low computational effort, good agreement with 
experiments is obtained for conjugate heat transfer 
as long as the flow is not separated [10]. The steady 
state computation in the solid domain is predicted 
by the commercial FEA code SAMCEF [11] using 
quadratic tetrahedral elements. 

2.1 Coupled method 
The coupled method uses an iterative approach 

to obtain the same temperature and heat flux 
distribution at the boundaries that are common to 
the NS and FEA calculation domain. Fluid- and 
solid conduction computations alternate with 
exchange of boundary conditions in one of the 
following ways. 

In a first method [6], the wall temperature 
distribution is imposed to the fluid solver and the 
heat flux distribution, predicted by the fluid 
computation, is imposed as a boundary condition to 
the solid conduction solver. This in turn predicts an 
updated temperature distribution at the fluid solver 
solid boundaries. This loop is repeated until 
convergence i.e. when the temperature and heat flux 
are continuous between both domains. This method 
is known in literature as the Flux Forward 
Temperature Back (FFTB) method, as the heat flux 
is given to the FEA calculation and the temperature 
is received back. However, imposing the heat flux 
on the entire boundary of a solid does not result in a 
unique solution. One must specify the temperature 
in at least one point of the domain. 

Alternatively, one can also impose the heat flux 
distribution as a boundary condition for the fluid 
computation and the resulting wall temperature to 
the solid conduction solver. The updated heat flux is 
then returned as a boundary condition to the fluid 
solver. This method has been successfully applied 
by Heidmann [3] and is known as the Temperature 
Forward Flux Back (TFFB) method. The advantage 
of this method is that the temperature is given as a 
boundary condition to the FEA model. This is a 
more ‘natural’ boundary condition for the FEA heat 
transfer computation.  

The third method [5,6,12,13] uses the wall heat 
transfer Eq. (1) to update the boundary conditions.  

 
( )flWW TThq −⋅=    (1) 

 
It starts again with an initial temperature 

distribution Tw at the solid boundary of the flow 
solver. The results of the NS computation are used 
to estimate the heat transfer coefficient h and fluid 
temperature Tfl. Substituting them in Eq. (1) 
provides an implicit relation between Tw and qw that 
can be used as a boundary condition for the solid 
conduction computation. The advantage of using 
Eq. (1) as boundary condition is an automatic 
adjustment of qw as a function of the new Tw. The 
latter one is then returned to the fluid solver and the 
loop is repeated until convergence.  

The remaining problem is the definition of h 
and Tfl from the NS solution. They also need to 
satisfy Eq. (1) in which Tw is the imposed boundary 
condition and qw is the solution of the fluid solver. 
However, there is only one equation for two 
unknowns. One possibility is to make an extra fluid 
flow calculation with a different wall temperature 
[6] or even an adiabatic one [5]. Substituting the 
two solutions of qw in Eq. (1) and assuming that h 
and Tfl remain unchanged provides Eq. (2) to define 
h. 

f
W

f
W

f
W

f
W

TT
qqh

21

21

−
−

=    (2) 

Tfl can then be calculated by Eq. (1) in function 
of the imposed Tw and corresponding qw. The 
difficulty is to ensure a positive value of h on the 
entire solid wall because negative values would 
make the conduction problem ill-posed [5]. They 
are likely to occur in regions where the heat flux is 
changing sign.  

A simpler and more stable approach is by 
imposing a constant positive value of h. This is 
allowed because the value of h only influences the 
convergence rate. One can easily show that the 
choice of h affects only the convergence history and 
not the final result, [13]. A smaller value of h 
results in a larger change of the wall temperature 
between two successive iterations. This leads to a 
faster convergence but, as confirmed by the 
numerical experience, also leads to a less stable 
calculation. The choice of h is a trade off between 
computational time and stability. A value of 80.000 
W/(m2°K) has been used for all the computations. 

The fluid computations between two successive 
solid calculations are not continued until full 
convergence. They are stopped after 100 pseudo-
time steps to update the wall temperature by a solid 
conduction calculation. The choice of the number of 
NS iterations per solid-fluid iteration is driven by a 
minimization of the total CPU time. The number of 
pseudo-time steps should be high enough to obtain 
a modified boundary condition for the FEA code. 
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Convergence is obtained when qw and Tw do not 
change anymore.  

The initial guess of the wall temperature at the 
common boundary can be a uniform temperature, or 
the local fluid temperature of an adiabatic NS 
computation. 

2.2 Interpolation between grids 
Since the appropriate grid generators for both 

domains are different, the grid points at the 
common boundaries will not coincide. A NS solver 
needs small cells at boundaries where the velocity 
gradients are large. A FEA requires a finer grid 
distribution in areas of high curvature. Furthermore 
the NS solver defines the temperature in the cell 
center, while in the FEA the temperature is stored at 
the vertices of the elements. Hence two different 
interpolations are needed on the common wall. The 
Tfl, defined in the center of the NS cells, must be 
transferred to cell center of the FEA where the 
boundary condition (eq. 1) is applied. On the other 
hand, the temperature at the FEA vertices needs to 
be transferred to the cell center of the CFD cells. A 
distance-weighted interpolation based on Shapard’s 
method [14] is used in both cases. 

2.3 Solid Model 
 

 

Figure 1. FEA solid model. 

The solid model consists of the blade and hub. 
Periodic boundary conditions are applied at the 
lateral boundaries of the hub. Three periodic parts 
of the blade geometry are shown in Figure 1. 
Manufacturing constraints impose a maximum 
material temperature of 750 °C at the rotor disk. 
The cooling needed to fulfil this constraint is 
calculated by imposing this maximum temperature 
at the bottom of the hub. The heat flux at the bottom 
of the hub is the required cooling. This cooling can 
be applied by cooling holes in the hub, which are 
not modelled here.   

2.4 Geometry and computational details 
Shown in Fig. 2 are the Computational Fluid 

Dynamics (CFD) and Finite Element Method (FEA) 
solid domains and the boundary 
conditions.

 

Figure 2. CFD and FEA solid model domains 
and the boundary conditions in meridional 
plane. 

The axial turbine has 137 blades. Navier-Stokes 
computations are performed on one blade passage 
with periodicity boundary conditions in the 
circumferential direction. Total inlet pressure and 
temperature are, 65.555 105 Pa and 1091.3 °K, 
respectively. Relative inlet flow angle is 40° 

measured from axial direction. The inlet flow is 
uniform in the spanwise direction. At the outflow 
only the static pressure is set to 0.918 times the inlet 
total pressure. The shroud is assumed to be 
adiabatic.  

The fluid is Helium which is treated as ideal 
gas with ideal gas constant Rgas=2078 kJ/(kg°K) and 
specific heat ratio of ?=1.666. The molecular  
Prandtl number is 0.6. For the turbulent Prandtl 
number 0.777 is used. The Reynolds number based 
on the total inlet conditions and axial chord is 
11x106. The angular speed is 3000 rpm.  

The solid model consists of one blade and the 
19.42mm thick hub plate. The turbine is made of 
Inconel which has a thermal conductivity of 30 
W/(m. °K). The only fixed boundary condition used 
in the solid calculations is the fixed hub wall 
temperature. Periodicity in the blade-to-blade plane 
is also imposed in the FEA calculations.  

The boundary condition information exchange 
between the CFD-FEA computations are performed 
on the domain boundaries shown in full thick line in 
Fig. 2. 

The CFD grid has 120x52x52 cells in the 
streamwise, blade-to-blade and spanwise directions, 
respectively. The FEA mesh consists of 330562 
nodes and 227583 tetrahedral elements. 

1057



3. RESULTS 

3.1 CHT using TFFB method 
The first CHT results are obtained using the 

TFFB method. The initial CFD solution is obtained 
for fully adiabatic flow. The resulting temperature 
field is used as input to the FEA solver. In the 
subsequent stages of the CHT, only 10 iterations are 
performed for each CFD solution for stability 
reasons. The convergence history of the method in 
terms of the maximum and rms norms of the 
temperature difference is shown in Figs. 3a and 3b. 

a 

b 

Figure 3. Convergence history of the CHT using 
the TFFB method: maximum norm (a) and rms 
norm (b) of the temperature difference between 
the CFD and FEA methods. 

The final maximum temperature difference is 
0.4 °K achieved after 120 Solid-Fluid iterations 
with the average RMS value below 10-4 oK. It is 
interesting to observe the oscillations in the 
maximum temperature norm, (Fig. 3a). Indeed, the 
TFFB method shows stability problems and is not 
very robust. This has triggered the implementation 
of the h-method. 

3.2 CHT using h-method 
The initial solution is the same adiabatic CFD 

solution as in the previous analysis. The 
convergence history of the h-method is given in 
Figs 4a and 4b.  

The new method, Fig. 4a shows a much faster 
drop in the maximum norm: about 2 orders of 

magnitude in the maximum temperature difference. 
The TFFB method, Fig. 3a, on the other hand, did 
not even show a 2 order reduction in 120 iterations.  
The h-method shows a significantly more 
monotonic maximum residual reduction. The rms 
norm comparison, (Figs. 3b and 4b) shows about 6 
time faster convergence rate for the h-method. The 
final temperature is already very well estimated 
after one iteration as can be seen from Fig. 4a. 

a 

b 

Figure 4. Convergence history of the CHT using 
the h-method: maximum norm (a) and rms norm 
(b) of the temperature difference between the 
CFD and FEA methods. 

The solution quality of the h-method is seen in Figs. 
5 and 6 where the suction and pressure side surface 
temperature isolines of both methods are compared. 
The CFD solutions are compared in the first two 
figures, 5a and 5b. The temperature fields obtained 
with the FEA are compared in Fig. 6. The final 
temperature fields are very close as expected but 
they are not identical. A smoother temperature 
variation in the h-method is observed in all three 
figures. 

In the h-method, the wall heat flux is a result of 
the CFD and FEA calculations. They could be 
erroneously different even if the wall temperatures 
are the same. The heat fluxes at the end of the h-
method CHT process are compared in Fig. 7. The 
uncertainity in the calculation of the heat flux is 
significant for the present Helium calculation where 
the h coefficient had to be increased to 80,000 
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W/(m2°K) to keep the CHT process stable. The 
value that was previously used for air was 3,000 
W/(m2°K). Consequently only 1 °K temperature 
difference between the CFD and FEA wall 
temperature would result in a heat flux difference of 
80 kW/m2 . This is the reason for larger discrepancy 
between the heat fluxes (Fig. 7) than the 
temperatures (left-hand side figures of Figs. 5a, 5b 
and 6). 

 a 

 b 

Figure 5. Temperature isolines of the final 
solutions (CFD solution): h-method (left), TFFB 
method (right): (a) suction side, (b) pressure side 

 

Figure 6 Temperature isolines of the final 
solutions on the pressure side: FEA solution in 
combination with h-method (left), TFFB method 
(right). 

 

Figure 7. Heat flux isolines of the final solution 
in the h-method: FEA (left), CFD (right). 

The result compares rather well on the blade 
hub surface. Only a small discrepancy is observed 
near the blade tip plane. The tip plane is treated as 
an adiabatic wall by the solid FEA solver. 

3.3 Grid refinement studies 
Grid dependency is an important aspect of the 

CFD computations. It is particularly important to 
ensure that the calculated heat transfer rates are 
independent of the grid refinement. To investigate 
the effect of grid refinement, the number of grid 
cells in the blade-to-blade direction is doubled from 
52 to 104. The number of grid points in the other 
directions is unchanged.  

The final temperature field obtained from the 
previous CHT on the coarser grid using the h-
method is used as temperature boundary condition 
on the finer mesh. The solution computed on the 
finer mesh is compared with the one obtained on the 
previous mesh. 

Temperature and velocity fields for coarser and 
finer grids are plotted on k=25 plane (see Figs.8 and 
9). This plane is roughly at 30% span. The velocity 
fields look very comparable.More pronounced 
differences between the finer and coarser grid 
solutions are observed in the temperature fields, 
particularly in the wake region.  

8a 
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b 

Figure 8. Temperature fields at k=25 plane 
(roughly 30% span from hub). (a) coarser grid 
120x52x52, (b) finer grid 120x104x52. 

a 

b 

Figure 9. Relative velocity fields at k=25 plane 
(roughly 30% span from hub). (a) coarser grid 
120x52x52, (b) finer grid 120x104x52. 

A more detailed comparison is shown on Figs. 
10 to 12. The temperature and velocity profiles are 

compared at three different axial positions along the 
the circle at nearly 30% span measured from hub. 
The axial positions are approximately 30, 50 and 
70% axial chord measured from leading edge, 
marked with the lines A, B and C in Figs.8 and 9. 

a 

b 

Figure 10. Temperature and relative velocity 
profiles at 30%span from hub and 30% axial 
chord from leading edge. Coarser grid 
120x52x52 (dashed line), finer grid 120x104x52 
(solid line): (a) temperature, (b) velocity. 

The abscissa of the figures is the distance 
measured along the circle over 2.5 pitches of the 
CFD grid. Figures can be interpreted as a signal of a 
probe flying at constant radius and at constant axial 
position. The probe crosses the CFD mesh passes 
through the FEA solid mesh and then crosses again 
the CFD mesh. It allows seeing also the temperature 
variation through the blade. It is stressed that the 
constant axial position is not necessarily 
perpendicular to the pressure or suction sides, so the 
profiles are not necessarily boundary layer profiles. 

In Figs. 10a and 10b, the temperature and 
velocity drop as the blade is approached. The 
temperature at the surface of the suction side of the 
blade is 1070 °K. The sharp increase from 1035 °K 
to 1070 °K on the blade surface is achieved in the 
boundary layer near the suction of the blade. The 
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pressure side of the blade is approximately 1075 
°K. The fluid temperature near the blade region 
drops to around 1060 °K because of the smaller 
velocities on the pressure side. It then decreases 
again to 1035 °K near the suction side of the next 
blade. It is seen in these figures that the velocity 
profile is almost unaffected by doubling the grid 
points in the blade-to-blade direction. The 
temperature profile in the blade passage is 
influenced by the refinement, probably due to more 
adequately resolved mid passage flow, as the grids 
are strongly stretched near the blade walls. 

a 

b 

Figure 11. Temperature and relative velocity 
profiles at 30%span from hub and 50% axial 
chord. Coarser grid 120x52x52 (dashed line), 
finer grid 120x104x52 (solid line): (a) 
temperature, (b) velocity. 

Temperature and velocity profiles at 50% axial 
chord from the leading edge are compared in Figs. 
11a and 11b. A more uniform temperature profile is 
observed in the blade passage due to the 
accelerating flow, but the blade temperature is 
almost unchanged. 

The temperature and velocity profiles at the 
axial location 70% axial chord are shown in Figs. 
12a and 12b. Both at 50% and 70% axial chord 
cases, a good agreement between the fine and 

coarse grid calculations is observed for the 
temperature, this is probably due to better resolution 
of the reduced flow passage area.  

a 

b 

Figure 12. Temperature and relative velocity 
profiles at 30 %span from hub and 70% axial 
chord from leading edge. Coarser grid 
120x52x52 (dashed line), finer grid 120x104x52 
(solid line): (a) temperature, (b) velocity  

The fluid temperature at 70% axial position in 
the mid flow passage is almost uniform and higher 
than the solid temperature (see Fig. 12a). 

The velocity plots, Figs 10b, 11b and 12b show 
a remarkable similarity in all three sections. 

4. CONCLUSIONS 
Several alternative CHT calculations are 

evaluated and compared on an axial helium turbine. 
The h-method proved to be most robust one and 
faster converging. The influence of CFD grid 
refinement on the temperature and velocity profiles 
is also investigated by doubling the number of grid 
cells in the circumferential direction. The velocity 
profiles are less sensitive to grid refinement than the 
temperature profiles. The effect of grid refinement 
on the temperature is not only restricted to the 
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boundary layer but also observed in the blade 
passage main flow. 

The computational cost of the h-method CHT is 
approximately 24 hours on a 3.4 GHz Pentium IV 
processor. Compared to about 4 hour CPU time 
required for a single fully converged adiabatic CFD 
computation the CHT calculations are affordable 
and cost effective. 

5. ACKNOWLEDGEMENTS 
This research is sponsored by the IWT, the 

Institute for the Promotion of Innovation by Science 
and Technology in Flanders, Belgium, project SBO 
030288 “PowerMEMS”. 

REFERENCES 
[1] Meunier, M., 2004, “3D Optimization of a 

Helium Turbine Stage by Means of Navier-
Stokes Calculations, Coupled with an Artificial 
Neural Network and a Genetic Algorithm”, 
Stagiaire Report 2004-42. 

[2] Bohn, D., Bonhoff, B., and Schonenborn, H., 
1995, “Combined Aerodynamic and Thermal 
Analysis of a Turbine Nozzle Guide Vane”’ 
IGTC paper 95-108. 

[3] Heidmann, J. D., Kassab, A. J., Divo, E. A., 
Rodriguez, F. and Steinthorsson, E., 2003. 
“Conjugate Heat Transfer Effects on a Realistic 
Film-cooled Turbine Vane”, ASME paper No. 
GT2003-38553. 

[4] Han, Z.-X., Dennis, B. H. and Dulikravich, G. 
S., 2000, “Simultaneous Prediction of External 
Flow-Field and Temperature in Internally 
Cooled 3-D Turbine Blade Material”, ASME 
paper No. 2000-GT-253. 

[5] Montenay, A., Paté, L. and Duboué, J., 2000, 
“Conjugate Heat Transfer Analysis of an 
Engine Internal Cavity”, ASME paper No. 
2000-GT-282. 

 

 

 

 

 

 

 

 

 

 

 

[6] Verdicchio, J. A., Chew, J. W. and Hills, N. J., 
2001, “Coupled Fluid/Solid Heat Transfer 
Computation for Turbine Discs”, ASME paper 
No. 2001-GT-0205. 

[7] York, W. D. and Leylek, J. H., 2003, “Three-
Dimensional Conjugate Heat Transfer 
Simulation of An Internally-Cooled Gas 
Turbine Vane”, ASME paper No. GT2003-
38551. 

[8] Bohn, D., Heuer, T. and Kusterer, K., 2003, 
”Conjugate Flow and Heat Transfer 
Investigation of a Turbo Gharger: Part I: 
Numerical Results”, ASME paper No. GT2003-
38445. 

[9] Arnone, A., 1994, “Viscous analysis of Three-
Dimensional Rotor Flow Using a Multigrid 
Method”, ASME Journal of Turbomachinery, 
Vol. 116, pp 435-445. 

[10] Grag, V. K., “Heat Transfer Research on Gas 
Turbine Airfoils at NASA GRC”, International 
Journal of Heat and Fluid Flow 23 (2002), pp 
109-136. 

[11] SAMCEF FEA code by Samtech Group, 
www.samcef.com. 

[12] Lassaux, G., Daux, S. and Descamps, L., 
“Conjugate Heat Transfer Analysis of a Tri-
Dimensional Turbine Blade Internal Cavity”, 
24th ICAS 2004. 

[13] Verstraete, T., Alsalihi Z., and Van den 
Braembussche R. V. A., 2006, “Numerical 
Study of Heat Transfer in Micro Gas Turbines”, 
to be published in Proceedings of GT2006 
ASME Turbo Expo 2006: Power for Land, Sea 
and Air, GT2006-90161, May 8-11, 2006, 
Barcelona, Spain. 

[14] Shepard, D., 1968, “A Two-Dimensional 
Interpolation Function for Irregularly Spaced 
Data”, Proc. 23rd ACM National Conference 
(1968) pp 517-524. 

1062



Conference on Modelling Fluid Flow (CMFF’06) 
The 13th International Conference on Fluid Flow Technologies 

Budapest, Hungary, September 6-9, 2006  

APPLICATION OF INTERMITTENCY BASED MODELS FOR 
TRANSITION PREDICTION ON A BLADE PROFILE 

Witold ELSNER1, Wladyslaw PIOTROWSKI2 

 
1 Corresponding Author. Department of Mechanical Engineering and Computer Science, Czestochowa University of Technology. Al. 
Armii Krajowej 21, 42-200 Czestochowa, Poland: Tel. +48 34 32 50 507, Fax: +48 34 32 50 555, E-mail: welsner@imc.pcz.czest.pl 
2 Department of Mechanical Engineering and Computer Science, Czestochowa University of Technology. E-mail: 
piotrowski@imc.pcz.czest.pl 

 

ABSTRACT 
The paper presents the results of numerical 

investigations aimed to validate two  transition 
modeling approaches i.e. prescribed unsteady 
intermittency method PUIM, developed at 
Cambridge University and transport intermittency 
method developed jointly with Ghent University. 
The methods were validated against the 
experimental data collected for N3-60 turbine stator 
profile both for uniform and unsteady inlet flow 
conditions. The two tested models solely rely on the 
intermittency parameter, however in the first 
framework, the intermittency distribution is 
obtained based on experimental correlations and in 
the second it is based on the evolution of 
intermittency transport equations. For unsteady 
computations, in both cases the self-similar wake 
profiles were prescribed at the inlet to the 
computational domain. Joint validation of PUIM 
and transport intermittency model versus 
experimental data showed, that two tested methods, 
were able to reproduce the periodical evolution of 
the boundary layer under the influence of impinging 
wake with adequate quality.  

Keywords: boundary layer, transition modelling, 
by-pass and wake induced transition, turbine 
blade 

NOMENCLATURE 
bs – stator chord 
Cp - pressure coefficient 
c1 - outlet velocity 
c∞ - inlet velocity 
Dp – pitch diameter 
d - bar diameter 
fd – disturbance frequency 
gtr - spot formation rate 
H – shape factor 
p- static pressure 

p01 – inlet pressure 
p2 –  static pressure 
S – suction side coordinate 
Sg – length of suction side (Sg=369mm) 
SS – reduced length of suction side 
St – reduced frequency 
T – period 
Tu – turbulence intensity 
t – time 
ts – stator pitch 
U – local velocity 
U∞ - freestream velocity 
αs – blade stagger angle 
γ - intermittency factor 
λθ - Thwaites pressure gradient parameter 
σ - spot propagation parameter 
 
Subscripts and Superscripts 
p – pressure side 
s – stator or suction side 

1. INTRODUCTION 
 The research interest in the modeling of near 

wall region in turbomachinery is directed towards 
boundary layers, which due to relatively low 
Reynolds number are not fully turbulent but laminar 
and transitional. The problem is important because 
an efficiency of turbomachinery depends mainly on 
the boundary layer developing on the blade profile. 
The additional losses of energy are generated by the 
interaction of wakes shed by upstream blade 
cascades and convected downstream the flow. These 
losses arise primarily from the interaction of wakes 
with the large regions of laminar and transitional 
flows, which exist on the suction surface of turbine 
blades. The correct prediction of transition, 
especially under the conditions of wake 
unsteadiness, is therefore a basic requirement in 
contemporary computations of turbomachinery 
flows.  
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For the real turbomachinery conditions, due to 
the complex aerodynamic interactions of multiple 
stages, the background turbulence the level attains 
level of Tu = 2 - 4%, while close to rotor or stator 
trailing edges the turbulence intensity may be as 
high as Tu = 13%. As a consequence of high Tu 
level, turbulent spots in the boundary layer are 
created as a direct result of turbulence fluctuations 
of the outer stream, and this type of laminar-
turbulent transition is known after Morkovin (1969) 
as a “by-pass” one. It is necessary to mention that 
for the modern, heavily loaded blades with a 
separation bubble on the suction side, the transition 
due to shear layer instability over the bubble could 
also occur.  

Experimental investigations [1] exhibit various 
stages of the bypass and wake-induced transition 
process, such as the formation and growth of a 
streaky structures, the development of secondary 
instabilities and than the formation of the incipient 
spots, which coalescence into fully developed 
turbulent boundary layer. To obtain a reliable 
prediction of such type of flow, an accurate physical 
modeling of all this stages is required. However, it is 
supposed that transition process could be described 
with a reasonable degree of accuracy only by the 
mechanisms of generation, amplification and 
convection of isolated turbulent spots. These 
modelling techniques are aimed to determine two 
basic processes of transition i.e. the location of the 
region where the generation of turbulent spots is 
initiated as well as their growth rate, which in turn 
determines the length of the transition region. The 
most common approach to model the transition in a 
proper way is based on the use of the intermittency 
function. The estimated intermittency factor at the 
given location and time (for the unsteady 
calculations) is then used as a multiplication factor 
of the eddy viscosity in the turbulence model. The 
paper presents the comparison of two most 
promising strategies developed recently i.e. the 
Prescribed Unsteady Intermittency Model (PUIM) 
elaborated at Cambridge University [2] and 
transport intermittency method elaborated at Ghent 
University [3].The methods were validated against 
the experimental data collected for N3-60 turbine 
stator profile in the frame of EU project UTAT, both 
for uniform and unsteady inlet flow conditions.  

2. DESCRIPTION OF THE N3-60 TEST 
CASE 
 The N3-60 blade profile was experimentally 
studied at the Institute of Thermal Machinery TU of 
Czestochowa by Zarzycki and Elsner [4] in the 
open-circuit wind tunnel equipped with the 
disturbance (wake) generator As a periodicity 
generator a wheel of pitch diameter Dp=1950 mm 
with cylindrical bars rotating in a plane 
perpendicular to the flow direction is used. The 
wheel was divided in sections, with different rods 

mounted spaced by 204 mm in a pitch plane, with 
section with 4 mm rods, one section with 6 mm rods 
and one free space section which was used for 
reference (no wake) measurements were applied. 
The blade profile N3-60 (see Fig. 4) applied in the 
research is an industrial one, which was used as a 
stator vane of the high-pressure part of the TK–200 
turbine produced the Polish manufacturer (formerly 
ZAMECH now ABB ALSTOM). The main 
geometrical parameters of tested cascade were: the 
blade chord length bs=300 mm, the pitch ts=240 
mm, and the blade stagger angle αs=43˚35’. The 
axial distance between bars and the leading edge of 
the blade was equal 70 mm i.e. 0.344 of an axial 
blade chord bs. The frequency of incoming wakes 
was matched to fd=59 Hz, what corresponded to the 
reduced frequency 22.1=⋅= ∞CbfSt sd . The exit 
velocity was kept C1=30 m/s, which corresponded to 
a Reynolds number equal to 6×105. The application 
of a movable grid, located upstream of the cascade 
entrance, enabled to control the freestream 
turbulence intensity Tu and for the analyzed Test 
Case its level was set to Tu=3%.  Zarzycki and 
Elsner [4] presented an experimental analysis of the 
wake parameter influence on the position and the 
extent of the induced transition zone, in which 
wakes generated by 4 and 6 mm bars were 
considered. The case for 4 mm bars was also 
numerically analysed by Lodefier at al. [5] and 
Elsner at al. [6]. For the case of the investigations 
presented in this paper, the unsteady data obtained 
with 6 mm bars were used.  

3. CHARCTERISTIC OF TRANSITION 
MODELS COMPARED  

3.1. PUIM 
 PUIM procedure developed at Cambridge 
University calculates a time-distance intermittency 
distribution as a function of space and time 
(constant in time in the case of steady flow 
simulation). The intermittency factor may either be 
computed using concentrated breakdown concept of 
Narasimha, or using continuous breakdown 
hypothesis of Hodson and Shulte [7], taking into 
account the properties of calmed regions. The 
intermittency is used as a multiplier of the eddy 
viscosity in k-ε turbulence model. The PUIM reads 
the outer flow and boundary layer parameters from 
main solver and returns the distance-time 
intermittency field. The communication of the 
model with the main solver is realized with the use 
of the exchange files. 
 PUIM is based on the empirical input. To 
detect the transition onset it employs Mayle (1991) 
correlation: 
 

625.0400Re −⋅= Tu
trθ  (1) 
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 Additional criteria for transition onset is the 
Abu-Ghannam and Shaw correlation modified by 
Drela (1995), with the critical Reynolds number Reθt 
determined as a function of shape factor H and Ncrit. 
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where 
 

( )TuNcrit ln4.243.8 ⋅−−=  (3) 
 

Both the transition methods may be activated 
simultaneously, so the transition is initiated by 
whichever of the two alternative criteria is satisfied 
first. The detection of the separation is based on the 
skin friction and Thwaites criterion. Such a solution 
ensures that not only attached flow transition onsets 
but also separated onsets could be identified.  
 To predict the length of transition zone 
Gostelow and Walker correlation for spot 
production rate is used. 
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The spreading of the turbulent spots is prescribed 
using functions of the edge velocity and the pressure 
gradient parameter. For separated flow, the other 
Mayle (1991) correlation gives the spot production 
rate from the momentum-thickness Reynolds 
number at separation.  

For the unsteady calculations all the inflow and 
outflow parameters were kept the same as for the 
steady case and the results from steady calculations 
were taken as an initial solution.  

The PUIM model is coupled with a solution 
adaptive, unstructured mesh solver 2D unNEWT, 
while turbulence is modeled with the use of k-ε 
transport equations of Yang and Shih (1993).  

3.2. Intermittency transport model 
The intermittency transport model developed at 

Ghent University [3] denoted later as a Lodefier & 
Dick model, is based on the SST model with the low 
Reynolds modifications of Wilcox (Menter, 1993) 
and two dynamic equations for intermittency: one 
for near-wall intermittency γ and one for free-
stream-intermittency ζ. The near wall intermittency 
takes into account the fraction of time during which 
the near-wall velocity fluctuation caused by 
transition has a turbulent character and tends to zero 
in the free-stream region. The free-stream factor ζ 
describes the intermittent behavior of the turbulent 
eddies coming from the free stream and impacting 

into the underlying pseudo-laminar boundary layer. 
Near the wall the eddies are damped and the free-
stream factor goes to zero, while in the free-stream 
it reaches unity.  

The intermittency equation of the free-stream 
factor ζ, which describes the intermittent behaviour 
of turbulent eddies coming from the free stream is 
based on the work of Cho and Chung (1992).  
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 It was extended by the dissipation term Eζ 
which guarantees a zero normal variation of the 
free-stream factor near the wall. In combination 
with the boundary condition ζ = 0, this leads to a 
zero free-stream factor throughout the major part of 
the boundary layer. The diffusion coefficient µζ  
included by Steelant and Dick [8] creates an inverse 
Klebanoff profile for the free-stream factor prior to 
transition.  

The intermittency equation for the near-wall 
factor γ is a convection-diffusion equation with a 
source term.  
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The role of the diffusion term in this equation 

is to allow a gradual variation of γ towards zero in 
the free stream. The boundary condition for γ at the 
wall is a zero value of normal derivative. The 
damping function fτ accounts for distributed 
breakdown of the turbulent spots. During unsteady 
transition with separation, the starting function takes 
the value Fs = 2 in the production term Pγ. As a 
consequence, the free stream velocity U∞, replaces 
the local velocity U in the production term [3]. 
 For onset detection in case of bypass and 
turbulence wake induced transition, the model 
employs Mayle (1991) correlation. For quasi-steady 
separation transition a criterion proposed for such 
type of flows by Mayle (1991) is applied. The other 
criterion is used in the case of wake induced 
transition over a separation bubble.  The 
intermittency transport model is coupled via User 
Defined Transport Equations (UDF) with the Fluent 
NS solver, while turbulence is modeled with the use 
of already mentioned SST model. This solver is a 
finite volume (cell centered) solver, used with 
implicit dual time stepping for convection and with 
pressure correction.  
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4. COMPUTATIONAL PROCEDURE 

4.1. Geometry and mesh 
For both cases the computational domain 

developed around the tested blade was bounded by 
inlet plane located 70 mm upstream the leading edge 
and by outlet plane located 140 mm downstream the 
trailing edge of the blade. Additionally, the 
periodical planes have been situated 120 mm above 
and 120 mm below the blade what corresponds to 
1/2 of blade pitch. The meshes in both cases (Fig. 1) 
were different, because they were created with the 
use of different mesh generators, even if the same 
main assumptions were accepted for both cases. 
In the domain, far from the wall grids triangular 
based (for unNEWT) and rectangular based (for 
FLUENT) have been developed. 

To capture the phenomena in the boundary layer the 
density of the mesh (structured one) has been 
increased in the direction towards the wall, and the 
value of stretching factor for the PUIM model was 
equal 1.2, while for intermittency transport model it 
was 1.07. The wall adjacent grid cells were located 
for both cases below the maximum value of y+≈0.4. 
Compared meshes presented at the Fig. 1 reveal the 
visible differences in the freestream area. In this 
region much denser computational mesh for 
FLUENT in comparison with unNEWT solver was 
needed. This difference results from the fact that in 
the unNEWT a multilevel solution-adaptation mesh 
refinement is possible at the certain regions of the 
flow (i.e. wakes) what was not possible in FLUENT 
package. So, for the last case during the unsteady 
computations such a high density of the grid is 
necessary to simulate properly the unsteady 
movement of the wake. The total number of cells for 
Lodefier & Dick models, both for steady and 
unsteady cases was equal ∼150000. In the case of 
PUIM model the total number of cells for steady 
case was equal ∼6500, while for unsteady case with 
local refinement was ∼15000. 

The number of nodes in the wake region has an 
important influence on the solution both in the 
freestream and in the boundary layer. To confirm 
this observation some tests with the unNEWT solver 
were performed, and three solutions for three levels 
of refinement 1, 2 and 3 were compared. Fig. 2 
presents the meshes of different resolution for these 
three cases with the enlargement applied in the wake 
regions. One may observe the increasing resolution 
of the mesh, with the number of cells in the wake, at 
the entrance to the blade channel, equal 16, 26 and 
38 respectively. 

To follow the wake evolution, the distributions 
of turbulence intensity across the wake for two 
consecutive traverses at the relative distance x/d = 
8.9 and  27.0 were analyzed (Fig. 3). To make this 
analysis easier, the wake was cut in the plane 
perpendicular to the main flow direction, and figures 
were scaled in respect of ts, which is a pitch of the 
stator cascade. The results of computations were 
compared with the experimental data gathered in the 
wake behind the moving bars. As one may notice 
(see Fig. 3), the number of cells has the significant 
influence on the wake dissipation, because at the 
entrance to the cascade (Fig. 3.b) the differences in 
the turbulence levels Tu between consecutive cases 
are of several percent. One may also verify that the 
wake width is dependent on the refinement level, 
although the influence is less visible as the distance 
along the flow is increased. 

Finally, in the case of both simulations the 
number of cells at the inlet to the blade cascade was 
equal to about 50÷60. 

4.2. Inlet conditions  
 The steady calculations were performed for the 
Reynolds number Re=600,000 and for the inlet 
stagnation pressure Ps=28800 Pa and inlet stagnation 
temperature 293.2 °K. The fluctuating properties 
were defined by the turbulence intensity level 
Tu=3% and the length scale λ= 3mm (unNEWT) 
and by the turbulent kinetic energy equal k=0.14 
m2/s2 and specific rate of dissipation equal ω=924 s-

1. In order to have a good comparison with the 
experimental pressure distribution the inlet angle 

Figure 1. Computational grid around the rear 
part of the profile, PUIM (left), Lodefier & 
Dick (right) 

Figure 2. Wake 
grids for increasing 
refinement levels 1, 
2, 3
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was increased by5° The adjustment was necessary to 
take into account the airflow leakage through the 
slots located upstream the blade, where the moving 
bars system is mounted. Such a value of angle was 
chosen after initial calculations with various inlet 
flow angles. 

The pressure coefficient Cp distribution around the 
profile presented in Fig.4 reveals, that on the suction 
side the flow accelerates sharply and reaches the 
minimum of pressure for SS=S/Sg =0.5, then a 
moderate acceleration is observed. On the pressure 
side one may observe almost constant velocity of 
the flow for most of the surface and then the flow 
gradually accelerates towards the trailing edge. For 

both pressure and suction sides a good agreement 
between experimental results and the calculations is 
obtained. The numerical simulation was even able to 
confirm the existence of the small deceleration zone 
close to the leading edge on the suction side, which 
is due to blade nonlinearity in the region where the 
circular leading edge matches the further part of the 
profile. 

4.3. Wake definition 
The modelling of the flow around moving bars 

causes serious problems in 2D calculations, due to 
the absence of spanwise vortex breakup mechanism, 
and that is why for the unsteady case the self-similar 
wake profiles were generated and prescribed at the 
inlet to the computational domain. In the unNEWT 
framework, the wake profiles were described by the 
width of the wake, velocity deficit as well as by 
turbulence intensity profile and turbulence length 
scale profile calculated from the wake decay 
correlations. For the FLUENT code, the profiles of 
velocity, turbulent kinetic energy (k) and specific 
rate of dissipation of turbulent kinetic energy (ω) 
were prescribed at the inlet to the computational 
domain.  

For the unsteady calculations 800 time steps 
per one wake period were needed for the accurate 
simulation of the unsteady movement of the wake 
and proper modeling of the wake boundary layer 
interaction . 

5. RESULT AND DISSCUSION 

5.1. Steady results 
One of the first criteria concerning quality of 

numerical simulation is the agreement of the 
pressure distribution around blade profile, what was 
already discussed within the inlet conditions 
definition (see Fig.4). The good agreement between 
experimental and numerical results is also visible in 
the analysis of Fig. 5, where the mean velocity map 
is presented.  

The more advanced evaluation of the 
numerical procedures may be performed based on 
the boundary layer characteristics. Fig. 6 presents 
distributions of shape factor (6a) and intermittency 
factor (6b) for the suction side of the blade. When 
analyzing  the shape factor distribution, one may see 
that numerical data follow the experiment in almost 
all over the blade surface. After small separation 
behind the leading edge, the boundary layer remains 
laminar with small value of shape factor due to the 
accelerating flow. Then after the minimum pressure 
peak, the elevated value of shape factor is seen 
(which is probably due to small separation). The 
most important region is the rear part of the profile, 
where the boundary layer development decides 
about the magnitude of losses. One may see the 
qualitatively good agreement between simulation 
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Figure 3. Turbulence intensity profiles 
across the wake for x/d=8.9, 27 with 
varying refinement level. 
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and experiment and only for the intermittency 
transport model the onset is a bit shifted 
downstream. The key variable used in describing 
boundary layer during transition from laminar to 
turbulent flow is the intermittency factor γ. It is well 
known, and observed also in other data that some 
turbulent activity, that the increase of intermittency 
is observed prior to the change of general flow 
properties indicated by rise of skin friction and drop 
of shape factor. The same behaviour of boundary 
layer is also observed in the analysed case (see Fig. 
6b). One can also notice a bit too rapid transition 
process predicted by the numerics especially visible 
for Lodefier and Dick model. The delayed onset and 
the steeper increase of intermittency, is caused by 
the application of the “sharp” limiter in their model. 
As it results from recent work performed at Ghent 
[9] the removal of this limiter leads to better 
agreement of the intermittency factor with 
experimental results. 

5.2. Unsteady results 
 Flow unsteadiness strongly affects the location 
of the laminar-turbulent transition region in 
boundary layers on the blade surface, that in turn 
modifies not only the boundary layer structure but 
also the values of profile loss and heat transfer 
coefficients on the blade surface. That is why the 
analysis of the unsteady flow field in 
turbomachinery is so important. Fig. 7 presents 
temporal solutions for two compared methods, 
where the development of the wake inside the blade 
channel is seen. The picture shows general 
agreement between both plots, and one can notice 
only slightly different shape of the wake, which in 
the second case (Fig. 7b) is less bended.  

The most important is however the analysis of 
boundary layer data. For those purposes two types 
of parameters are compared, intermittency and 
shape factor which are both presented on s-t 
diagrams. The key parameter in both methods is the 
intermittency factor, which modifies the production 
of turbulent kinetic energy. 
 
 
 

 

Fig. 8 presents the comparison of the numerical 
results obtained both with the PUIM and 
intermittency transport models with experimental 
results. The experimentally obtained intermittency 
was calculated at a distance 0.2mm from the wall, 
based on hot-wire measurements. Due to relatively 
high turbulence level, in both cases the Mayle 
criterion for transition onset was applied. The start 
of the transition under the wake was found almost 
identical (see Fig. 8), even though it was a bit 
shifted upstream in comparison with the 

Figure 5. Velocity distributions over the 
blade passage for PUIM model (left), 
Lodefier & Dick model (middle), and 
experimental results (right) 

Figure 6. Distribution of shape 
factorH (a) and intermittency factor γ
(b) for Tu=3.0%. 
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Figure 7. Temporal solutions of turbulence 
kinetic energy (TKE) for two compared 
methods, PUIM (left), Lodefier & Dick (right)

Figure 7. Temporal solutions of turbulence 
kinetic energy (TKE) for two compared 
methods, PUIM (left), Lodefier & Dick (right)
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experimental results (it is more clearly for 
intermittency transport methodology). After the 
wake passage, due to lower freestream turbulence 
intensity and due to the lack of the forcing, the 
transition was shifted downstream.  

It should be noticed, however, that the 
transition onset was shifted even further than it 
could be expected based on the steady results. It is 
due to the becalming effect, which prevents the 
formation of the spots behind turbulent wedge, due 
to elevated shear stresses in this region. One may 
also notice that both simulations show smaller 
becalming effect than could be noticed from 
experiment.  

Comparison based on shape factor (Fig. 9) 
leads to similar conclusions. The elevated value of 

H seen at Ss=0.52-0.58 confirms observation based 
on steady results. Two solid two lines show the 
position of the wake based on the local boundary 
edge velocity. It is evident, that the wake induced 
transition starts in the center of the wake i.e. in 
between the two lines, where the turbulence 

intensity is the highest. This observation, which is in 
line with experimental findings [5], suggests that 
transition is initiated not by velocity perturbation, 
but by the turbulence within the wake. The most 
encouraging is, however, the evolution of the 
turbulent wedge (where intermittency attains the 
unity) under the wake, which in both cases has the 
similar shape and dimension, what confirms that 
both models were able to reproduce properly the 
periodical evolution of the boundary layer. To 
confirm this observation, the cross-sections of the 
above s-t diagrams for Ss=0.65 were presented in 
Fig. 10. One can notice that the character of all 
curves is similar, not only in the context of the 
contour but also of the level of H under the wake 
and in between the wakes.  

 
 
 
 
 
 
 

Fig. 8. Space-time diagrams of γ for 
Tu=3.0% and bar diameter d=6mm 
obtained with the PUIM model 
(upper), Lodefier & Dick model 
(middle), experiment (bottom) 

Fig. 9. Space-time diagrams of H for 
Tu=3.0% and bar diameter d=6mm 
obtained with the PUIM model 
(upper), Lodefier & Dick model 
(middle), experiment (bottom) 
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6. CONCLUSIONS 
In the paper two different transition models 

were compared. During the comparison, all the main 
differences and similar features between the models 
were pointed out. Joint validation of PUIM and 
transport intermittency model versus experimental 
data, showed that two different methods, the first 
based exclusively on empirical correlations (PUIM), 
and the second utilizing the transported 
intermittency quantity (intermittency transport 
methodology) were able to reproduce the periodical 
evolution of the boundary layer under the influence 
of impinging wake with adequate quality.  

The results obtained reveal, that the for the 
adequate numerical prediction of boundary layer it 
is necessary to select properly and to verify 
carefully the wake parameters prescribed at the inlet 
to the computational domain, as well as to adjust 
sufficiently the number of computational cells 
across the viscous wake. 
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Fig. 10. Time traces of intermittency 
factor (upper) and shape factor 
(bottom) at the location SS=0.65 for two 
levels of bar diameter 
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ABSTRACT 
Present work aims to the numerical 

investigation of horizontal multistage centrifugal 
pumps in opposite impeller configuration. Its main 
target is to apply a three-dimensional CFD based 
tool to the axial thrust prediction in a multistage 
industrial machine. A flexible use of CFD is 
presented to extend the hydraulic behaviour 
evaluation for the single components to the whole 
pump characterization. A mixing plane technique 
has been chosen to study the interaction between 
rotating and stationary parts. This procedure takes 
into account the effects of different incidences and 
inlet velocity distortions. 

The 3D CFD investigation on every single 
component of the multistage pump allows a 
thorough knowledge of its fluid dynamic fields, but 
only a correct matching and interpretation of all the 
components provide a reliable prediction of pump 
axial thrust as well as its performance curve. 
Despite the potential high degree of realism allowed 
by CFD, modelling the whole pump geometry may 
be quite expensive. In fact, the pump includes a 
great amount of components and several 
geometrical details (i.e. inlet and outlet volutes, 
inter-stage cross-over, leakages through wear rings 
and balancing drums) that have to be taken into 
account for a good prediction of the axial thrust. 
These issues lead to a consistent amount of 
numerical modelling problems which are 
considered and discussed. 

Keywords: Axial Thrust, CFD, Multistage 
centrifugal pumps. 

NOMENCLATURE 
A [m2] passage area 
BEP [-] Best Efficiency Point 
d [m] diameter 

g [m/s2] gravity 
H [m] head 
k,a,b,c [-] coefficients 
L [m] passage length 
n  [-] normal vector 
p [Pa] pressure 
Q [m3/s] flow rate 
r [m] radial local coordinate  
R [m] impeller radius 
Re [-] Reynolds number 
T [N] thrust 
u [m/s] blade velocity 
v [m/s] velocity 
w [s-1] local fluid rotational speed in 

front and back impeller chambers 
Ω [s-1] rotating speed 
 
Subscripts and Superscripts 
ax axial 
J tangential 

1. INTRODUCTION 
Residual axial thrust in centrifugal pumps is 

usually balanced by axial thrust bearings, whose 
correct and proper design is highly important for the 
mechanical reliability of the pump itself. 

Moreover, a deep knowledge of the 
components contributing to the axial thrust is of 
relevant interest. The flow field contribution to the 
hydraulic axial thrust is mainly realized in the 
impeller but is also affected by the presence of 
leakages flows inside the gaps between impeller and 
casing walls. 

Thereby, a numerical investigation of the 
phenomenon should not be limited to the analysis of 
the impeller flow field but it has to be extended to 
the whole machine detailed in its single 
components. 
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Present paper is concerned with the 
investigation of a multistage centrifugal pump 
designed and produced by Weir Gabbioneta whose 
section is reported in Figure 1 and whose very 
complex layout will be described in detail in the 
next paragraph. As it is evident, the achievement of 
such a complex task requires the development of a 
strategy dealing with all the following items: 
• The analysis of the single stages, including 

both rotating and stationary components; 
• The study of the flow conditions inside the 

front and back shroud impeller side chambers 
and balancing drums and the evaluation of their 
contribution to the axial thrust; 

• The final data collection and processing in 
order to assess and verify the residual hydraulic 
axial thrust. 

 
The strategy developed for each single issue 

will be described in detail and the results of its 
application to the centrifugal pump in Figure 1 will 
be presented and discussed here below. 

2. MULTISTAGE PUMP GEOMETRY 
Present work investigates a five stages 

horizontal centrifugal pump (Figure 1). 
 

 
Figure 1. Layout of the investigated multistage 
centrifugal pump in opposite impellers 
configuration 

Axial thrust balance is primarily obtained 
thanks to the opposite impeller configuration 
characterized by the opposite flow direction in the 
first two stages and in the last three ones. A 
crossover device leads the flow from the first to the 
second group of stages through an annular chamber, 
thus being responsible for the turning of the flow 
direction. Axial unbalance is evident for the 
investigated pump due to a different impellers 
number in the opposite groups of stages, but also in 
pumps with even impeller number the axial balance 
is not to be taken for granted due to the presence of 
leakages flows. 

Thrust bearings are then required. To design 
them correctly, the presence of the impeller side 

chambers (Figure 2) and balancing drums has to be 
considered. 

The leakage flow in the side chambers can help 
to reduce the axial thrust, but only penalizing pump 
efficiency. 

In such a complex machine, three kinds of 
cavities are present: front and back impeller shroud 
cavities and a central drum. Two of them (the front 
and the back shroud chambers) are reported in 
Figure 2. 

 

 
Figure 2. Front and back impeller side chambers 
for an intermediate stage 

While the flow inside the front shroud chamber 
always radially turns inward, the one inside the 
back shroud cavity can also radially turn outward 
depending on different positions. Even if, in this 
case, mass flow passing through the back shroud 
chamber has a slight influence on the whole pump 
performance, its contribution to the axial thrust can 
not be neglected. 

The central balancing drum (Figure 3) is 
located between the second and the fifth impellers, 
next to the crossover device. Flow direction is 
shown in Figure 3. 

 

 
Figure 3. Central balancing drum between the 
second and the fifth stage 

The lateral balancing drum (reported in Figure  
4) is located between the first impeller of the second 
group of stages. A balancing duct connects the 
drum to the suction nozzle, thus keeping the value 
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of suction pressure at the external side of the drum 
itself. 

 

 
Figure  4. Lateral balancing drum between the 
first and the second group of stages 

All diffusers are characterized by the same 
vanes except for the second and the fifth which face 
the crossover. All the impellers are geometrically 
identical, but have different inlet conditions due to 
the presence of different static upstream 
components (i.e. the first impeller follows the 
suction volute while the third one follows the cross 
over device annular chamber). 

3. NUMERICAL INVESTIGATION 
FEATURES 

Several 3D steady simulations solving RANS 
(Reynolds Averaged Navier Stokes) equations have 
been carried out in the fluid domain. Standard 
techniques have been employed for the numerical 
computation: a finite-volume pressure-correction 
procedure for incompressible flow has been 
employed and a two-equation k-e turbulence model 
with standard wall functions has been applied. 

Pump main components have been analysed 
separately in order to reduce computational costs. 
Even the side chambers flow has been analysed 
with 2D CFD simulations apart from the main flow 
inside impeller and diffuser. Furthermore, as stated 
by Gantar et al. [1] for a geometry which was very 
similar to the present one, an eventual flow 
recirculation in impeller exit/diffuser inlet area does 
not impact on the impeller side chambers. This 
probably happens because the main impeller 
passages and the side chambers are sufficiently 
separated by throttling via a small clearance. 

Summarizing, because of their different 
geometry, the following elements have been 
modelled: 
� Suction volute; 
� First impeller; 

� Each diffuser not facing the crossover 
device coupled with its downstream stage 
impeller, 

� Second diffuser and crossover device; 
� Third impeller; 
� Fifth diffuser and discharge volute; 
� Impeller front shroud side chamber; 
� Impeller back shroud side chamber; 
� Central balancing drum; 
� Lateral balancing drum and balancing duct. 
Finally, all the results have to be combined in 

order to obtain the axial thrust of each of the two 
groups of stages, thus helping to understand their 
reciprocal balancing effects. 

3.1. Stage coupling approach 
The hydraulic axial thrust on the machine shaft 

is due to the pressure integral on the impeller walls. 
However, simulations of the stationary components 
are still required to calculate the performance of the 
whole pump and to provide the correct boundary 
conditions for the rotating components calculation. 

The presence of both rotating (impeller) and 
stationary (diffuser) parts inside each stage requires 
a strategy to couple them, namely to deal with the 
computation of two domains characterised by a 
different periodic condition because of the different 
number of blades. 

A mixing plane approach has been selected for 
present study. It allows to solve separately the 
rotating and the stationary domains in steady 
conditions. The flow field data from adjacent zones 
have been imposed as spatially averaged boundary 
conditions or “mixed” at the mixing plane interface. 

This approach removes any unsteadiness 
deriving from the circumferential variations in the 
passage-to-passage flow field, thus yielding a 
steady-state result. However, despite the 
simplifications, several applications demonstrate 
that the approximation of the time-averaged results 
is quite reasonable. 

As further hypothesis, the stage kinematic 
repeatability has been assumed. Therefore, the 
velocity profile at the impeller exit has been 
employed to update the diffuser inlet boundary 
condition. 

The whole process can be synthesised in these 
main steps: 
• Solution of the Navier-Stokes equations in both 

domains; 
• Average of the flow in tangential direction; 
• Update of the boundary conditions; 
• Iteration of the previous steps until 

convergence is achieved for profiles of velocity 
and pressure. 
The spatial discretisation consists 

approximately of 500.000 elements both for 
impeller and diffuser. The surfaces selected for 
mixing plane and for stage repeatability are reported 
in Figure  5.  
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Figure  5. Geometrical domains and surfaces for 
the stage coupling 

Impeller-diffuser interactions is not limited to 
the main flow, but also involves the leakage flow 
that considerably affects both the axial thrust and 
the efficiency of the whole pump. 

Leakage flow analysis will be discussed in 
detail in the next paragraph. To consider the leakage 
flow entering and exiting from impeller and 
diffuser, the outward part of the side chamber has 
been modelled in their geometric domain. For 
example, the impeller geometric domain has been 
modelled including the boundary corresponding to 
the stage interface with the internal leakage flow. 

A constant leakage distribution across axial and 
circumferential extents of the interfaces between 
main flow and cavities has been assumed 
Furthermore, it has been verified that the 
geometries are not sensitive to the direction of the 
injection velocity, thus confirming leakage mass 
flow as the most significant parameter.  

For this reason, to impose boundary conditions 
at these interfaces the leakage mass flow 
dependency on impeller head has to be considered. 
Then, the boundary conditions need to be uploaded 
during the computation by checking the actual value 
of impeller head. This constitutes a further step 
coupled to the ones previously listed. The procedure 
is reported in Figure  6. 
 
 IMPELLER 

Boundary Condition  
Inlet velocity direction  
(from DIFFUSER EXIT because of repeatability)

 
Balancing flow rate 

(from SIDE CHAMBER simulation)
 

DIFFUSER 
Boundary Condition  
Inlet velocity direction  
(from IMPELLER EXIT because of repeatability)
Outlet static pressure 

(from  IMPELLER  INLET by mixing plane)
Balancing flow rate 

(from SIDE CHAMBER simulation)
 

Figure  6. Scheme of the complete coupling 
procedure 

All the CFD analysis have been repeated for 
different capacities. 

Finally, the characteristic curve for the whole 
pump has been obtained. Its dimensionless version 
is shown in Figure  7. 
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Figure  7. Pump dimensionless characteristic 
curve 

3.2. Impeller side chambers 
Impeller side chambers have been studied by 

means of a 2D-CFD approach. The hypothesis of 
axial symmetry has been reasonably assumed for 
this problem. 

The flow inside the cavity is radially outward at 
the rotating wall, while it is radially inwards at the 
casing wall. The internal flow of the impeller side 
chamber presents a core zone between the casing-
diffuser stationary wall and the impeller rotating 
one. The central core rotating speed is lower than 
the impeller one (Batchelor, [2] and Stewartson, 
[3]). 

The rotating velocity inside the chambers 
depends on peripheral conditions, namely on the 
impeller rotating speed and on the head across the 
cavity itself. Due to pump geometry, head across 
the leakage corresponds to impeller head. 
Therefore, leakage mass flow and its contribution to 
the axial thrust depend on pump working 
conditions. 

Results from the front shroud chamber analysis 
are discussed as exemplification here below and 
details of the corresponding computational grid 
(approximately 50.000 elements) are shown in 
Figure  8. 
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Figure  8. Details of the computational grid of 
the front shroud impeller chamber 

To get an exhaustive leakage characterization, 
the CFD analysis has been performed for different 
heads across the cavity and calculating the 
corresponding leakage mass flow. 

These results can be employed to tune some 
well known correlations from the literature (Traupel 
[4], Utz [5], Denny [6], Wortster et al. [7]) which 
allow to update stage analysis boundary conditions 
in a simple and quick way reaching a good 
accuracy. By such a way, cavity flow is solved at 
different operating points in a preliminary phase, 
but does not require to be calculated at every update 
of the stage coupling boundary conditions. 

As far as leakage mass flow rate is concerned, 
the correlations take into account wear rings 
geometrical characteristics, rotational speed and 
impeller head as follows: 

 
2p dQ k gHC A=  ( 1)

0.5

1
dC a

L
d

λ

⎛ ⎞
⎜ ⎟

= +⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

 ( 2)

2

0.25 1 0.5
Re

c
b u

v
λ

⎡ ⎤⎛ ⎞= +⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

. ( 3)

 
Here Qp is the leakage flow rate, H the head, A 

the passage area, L the passage length, d the seal 
diametral clearance, u the blade velocity, v the 
mean flow speed inside the seal. Coefficients (a, b, 
c) depend on geometrical characteristics. 

The leakage mass flow is obtained as a function 
of the head across the cavity (Figure  9). 
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Figure  9. Non-dimensional leakage mass flow 
rate against non-dimensional impeller head 
(front shroud impeller chamber) 

Head across the cavity results in a centripetal 
flow with radially inwards structures at the 
stationary wall and outwards ones at the rotating 
walls. Local tangential velocity divided by the 
impeller velocity: 

v v
u r
ϑ ϑ=

Ω
 ( 4)

has been reported in Figure 10 together with the 
streamlines inside the cavity. 

In the same way, the dimensionless rotating 
velocity inside the cavity can be defined as follows: 

v
r
ϑω

=
Ω

 ( 5)

 

 
Figure 10. Non-dimensional tangential velocity 
distribution inside the front shroud impeller 
chamber 

Figure 11 shows the back shroud impeller 
chamber grid and the corresponding tangential 
velocity distribution. 
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Figure 11. Details of the computational grid and 
non-dimensional tangential velocity distribution 
inside the back shroud impeller chamber 

Repeating calculations showed that peripheral 
velocity with respect to the impeller one depends on 
the mass flow condition through the cavity. The 
dimensionless rotating velocity distribution in the 
middle of the cavity is reported in Figure 12 at 
different flow rates. 
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Figure 12. Dimensionless rotating velocity inside 
the back impeller cavity at different mass flow 
(referred to the leakage mass flow at BEP) 

Fluid rotating speed inside the cavity presents a 
typical value for dimensionless radius ranging from 
0.55 to 1. The typical characteristics of the 
Batchelor flow (Batchelor, [2]) can be observed, 
namely, the fluid rotates as a solid body between 
two boundary layers. For the internal regions, the 
distribution called as Stewartson flow (Stewartson, 
[3]) is encountered, with the classic “vortex” 
distribution. 

Increasing the mass flow through the cavity, the 
presence of the Stewartson distribution is increased, 

while the value of constant rotating velocity of the 
core flow is reduced. 

This agrees with the results of Debuchy et al. 
[8]. The conclusion was that the Batchelor type 
flow can be observed at low mass flow rates, and 
far from the periphery because of the influence of 
the inlet conditions. It was also found that the flow 
structure near the axis is strongly affected by a 
weak stream, which enhances the level of the core-
swirl ratio near the axis. 

 
Pressure distribution on the back and front 

shroud of the impeller is qualitatively reported in 
Figure 16, while in Figure 17 the pressure 
distribution is reported for the second and the fifth 
impeller back shroud. 

The pressure distribution inside the central 
drum is highly influenced by the flow conditions. 
The most important parameters are the leakage 
mass flow rate and the head across the cavity which 
depend on pump operating conditions, on the main 
flow rate and on wear rings clearance. Present work 
has been carried out with fix design values for these 
clearances. However, during its life, the real pump 
will undergo a process of wear resulting in wear 
rings clearance enlargement and consequent 
increase of leakage flow, global performance 
worsening and residual axial thrust modifications as 
far as module and sometimes direction is 
concerned. 

In Figure  13, the radial distribution of static 
pressure inside the back shroud cavity is reported. A 
different value of leakage flow rate divided by the 
leakage flow rate at BEP corresponds to each curve. 
All the curves are plotted considering the same 
reference pressure at the impeller exit. 
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Figure  13. Radial distribution of static pressure 
inside the back shroud chamber at different 
mass flow rates 

Leakage mass flow 

Leakage mass flow 
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Let consider now the same distribution divided 
by a term expressing the centrifugal force: 

2 2' pp
rρω

Δ
Δ = −  ( 6)

as reported for different mass flow in Figure  14. 
It should be remember that w expresses the 

local fluid rotational speed in front and back 
impeller chambers and r the local radial coordinate. 
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Figure  14. Radial distribution of dimensionless 
pressure inside the back shroud chamber at 
different mass flow rates 

It should be observed that all curves are 
coincident except between r/R=0.45 and r/R=0.55, 
where the outlet of the back shroud chamber is 
located. 

The integral of the pressure distribution is here 
down plotted as axial thrust against leakage mass 
flow (Figure  15). 
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Figure  15. Non-dimensional axial thrust vs. non-
dimensional impeller head (back shroud 
chamber) 

The rate of this dependency is quite high. 
Considering for example a variation of 12% in the 
back shroud leakage mass flow, a 50% increase in 
axial thrust is observed. For this reason, the choice 
of a cavity geometry oriented to reduce leakage 
mass flow is of relevant importance in balancing the 
axial thrust. 

3.3. Axial thrust calculation 
To calculate the axial thrust acting on the whole 

machine, both the contribution of the main and of 
the leakage flows have to be considered. 

With reference to the single stage, the hydraulic 
axial thrust acting on the impeller is given by the 
contribution of the inlet flow and of the front and 
back shroud leakages flows (Figure 16). The back 
shroud helps to balance the machine by contrasting 
the thrust due to impeller and front shroud. 

The hydraulic thrust is gathered from the wall 
pressure distribution obtained by CFD calculations: 

 

ax
A

T p n dA= ∫  ( 7)

As regards the cavities, the axial thrust is 
calculated adding a constant pressure outlet value 
and of a term due to the pressure distribution on the 
rotating wall. Then, 

 

, ,

,

ax cavity exit impeller
A A

exit impeller
A A

T p n dA p n dA

p n dA p n dA

= + =

= +

∫ ∫

∫ ∫
 ( 8)

where the area is referred to both the front and 
back impeller shroud chambers. 

Similarly the axial thrust is calculated for 
central and lateral balancing drums. 

 

pressure 
distribution

pressure 
distribution

 
Figure 16. Leakage contributions to the axial 
thrust 

Back shroud
outlet 
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pressure 
distribution

pressure 
distribution

 
Figure 17. Central balancing drum contributions 
to the axial thrust 

Considering the actual alignment of the stages 
(shown in Figure 1), these results are extended to 
the whole machine. 

Each component contribution to the axial thrust 
is reported in Figure  18 and Figure  19. 

It can be easily verified that the greater 
contribution is due to the central balancing drum 
where the flow is driven by pump head and by wear 
rings clearances eventually modified by mechanical 
wear. The sum of all these contributions gives a 
global thrust estimation. 
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Figure  18 . Effects of the first group of stage on 
the global axial thrust. The arrow direction 
refers to the global axial thrust direction. 

Although the opposite alignment of the two 
groups of stages, the global thrust is not null and it 
is directed as shown by the arrows in Figure  18 and 
Figure  19. 

For a proper design of the thrust bearings, it is 
still required to know the maximum thrust in pump 
operating range. Data from manufacturers indicate 
machine operating conditions between the 80% to 
the 120% of the BEP flow rate as the preferred 

operating region. The axial thrust trend in this 
operating range is reported in Figure  20. 

The maximum thrust for the investigated pump 
is obtained at the lower mass flow, where the total 
head of the pump is maximum. Really, the machine 
operating range goes down to the minimum 
continuous flow. Other analysis have to be carried 
out to investigate pump behaviour for different 
range and to verify the increase of residual axial 
thrust for lower capacity. 
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Figure  19. Effects of the second group of stage 
on the global axial thrust. The arrow direction 
refers to the global axial thrust direction. 

40

50

60

70

80

90

100

110

120

130

140

80 90 100 110 120 130 140

% Mass flow rate/ Mass  flow rate @ BEP

%
 A

xi
al

 th
ru

st
 / 

A
xi

al
 th

ru
st

 @

 
Figure  20. Global dimensionless axial thrust 
against main flow rate 

Thrust direction 

B
A

C
K

 

FR
O

N
T 

0

Thrust direction 

B
A

C
K

 

FR
O

N
T 

1078



4. CONCLUSIONS 
A numerical investigation of a multistage 

centrifugal pump has been carried out. Driving the 
correct design and dimensioning of the axial 
bearings to balance the hydraulic thrust is the 
present study main target. 

To reach the task, both the main, the impeller 
chambers and the balancing drums flow have to be 
considered because of their relevance to the 
problem of axial load unbalance. 

Separated CFD analysis have been carried out 
for stage (with a mixing plane approach) and side 
chambers. 2D analysis to characterize the central 
drum and the lateral balancing drum have been 
developed. 

A methodology to predict the residual axial 
thrust for a complex machine has been presented 
and pump sensitivity to the different variables 
which influence axial thrust have been pointed out. 

Actual results show the calculated 
characteristics maps of the pump and how the axial 
thrust depends on the operating conditions of the 
pump as well as its mechanical wear conditions, 
because of effects on the main flow head and on the 
pressure distribution inside the side chambers. 

Furthermore, it has been highlighted that side 
chambers give a great contribution to the axial 
thrust and that their pressure distribution is highly 
influenced by leakage mass flow and by local 
rotating speed inside the cavity. 
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ABSTRACT 
In many applications pumps are used. Often the 

pipe characteristic is unsatisfactory known and the 
selected pump has more power than needed. It will 
thus be throttled or the flow is throttled during 
operation. In such cases the pump operates under 
part-load flow and the inflow condition differs from 
the dimensioning point. In this paper results for 
three different impeller blade designs are presented. 
All impeller blades are designed for the same 
pressure rise over the impeller but using different 
geometries: one arc of a circle, two arcs of a circle, 
constant delay. The pump characteristic curves 
show the resulting modification of the energy 
transmission and losses. For the investigation of the 
flow in the impeller Time-resolved Particle Image 
Velocimetry (TR-PIV) is used. Using TR-PIV it is 
possible to visualise the vortices in the stall regime. 
The different characteristics of the impellers and the 
influence of impeller geometry onto the beginning 
of stall and rotating stall are presented in the paper. 

Keywords: blade design, pump characteristic 
radial pump, rotating stall, TR-PIV, 
turbomachinery,  

NOMENCLATURE  
c [m/s] absolute velocity 
eu [J/kg] specific energy transmission 
f [Hz] frequency 
n [min-1] number of revolutions 
nq [min-1] specific number of revolutions 
∆p [mbar] pressure difference 
r [mm] radius 
Q [m³/h] flow rate 
t [s] time 
u [m/s] circumferential speed 
w [m/s] relative velocity 
X [mm] cartesian coordinates axis 
Y [mm] cartesian coordinates axis 
 β [°] angle between w and u 

 ρ [kg/m³] density 
ℜ [-] reaction degree 
Subscripts and Superscripts 
d design point 
kin kinetic 
stat static 
1 inlet of the blade passage 
2 outlet of the blade passage 

1. INTRODUCTION 
In many applications pumps are not used at the 

design point. Wurm [1] indicates that in head 
installations over 50% of the time pumps operate at 
under 25% of the design flow rate. In such cases the 
pump operates under part-load flow and the inflow 
condition differs from the dimensioning point. 

For turbomachines operating with gases the 
problem of rotating stall has been known for a long 
time. The first description was given by Emmons et 
al. [2]. In turbomachines there exists a velocity 
triangle with the components c (absolute velocity), 
u (peripheral velocity) and w (relative velocity) (Eq. 
1, Figure 1a). 

c u w= +      (1) 
If the flow rate is reduced, the meridian 

component of the relative velocity wm also 
decreases (Figure 1b). For this reduced flow rate the 
angle of attack rises and the stagnation point is 
displaced to the pressure side of the blade. When 
the angle of attack exceeds a certain threshold, the 
flow on the suction side will detach and stall can 
appear. 

The static pressure inside the stall region is 
smaller than in the surrounding flow; vortices can 
therefore appear with the same rotating direction as 
the impeller. In the outlet of the blade passage a 
second vortex can be formed with an inverse 
rotational direction. These vortices can grow until 
the complete blade passage is blocked. Then, the 
medium has to pass through the following channel. 
This leads once more to a displacement of the 
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stagnation point in the following blade passage, and 
a new stall cell will be formed in this channel. On 
the other hand, the flow in the first blade passage 
will reattach and the flow conditions in this channel 
will improve. It is furthermore possible that several 
stall cells exist simultaneously in the impeller. 

 

Figure 1a-b. Velocity triangles at design point (a) 
and for throttled flow (b) 

With this mechanism the stall cell(s) can turn 
around through the impeller. Because the angular 
velocity of the stall cell is lower than the impeller 
angular velocity, it turns inside the impeller against 
the rotational direction. 

The main problem is the surge of the system 
(oscillating forward and backward flow trough the 
machine). An important parameter is the elasticity 
for a compressible medium. Rotating stall leads to 
considerable efficiency losses. Many studies have 
investigated this phenomenon, mostly in axial 
compressors [3-5]. Pampreen [6] gives an extensive 
review of this problem. A limitation of all these 
studies is that they are based on high frequency 
single-point measurements of pressure [7-12], 
temperature or velocity [5,9,13,14], obtained 
through intrusive diagnostics, or on very low 
frequency non-intrusive imaging techniques [15]. 
But, for such instabilities, intrusive measurements 
can easily falsify the results. A first investigation 
relying on a high frequency non-intrusive imaging 
technique was presented by Krause et al. [16]. 

In the present study, velocity fields measured in 
a centrifugal pump with time-resolved PIV at high 
frame rates are presented. These measurements 
concerning instabilities and turbulent processes 
clearly show rotating stall in a throttled radial water 
pump with different blade designs. 

2. EXPERIMENTAL SET-UP 
The set-up used in the experiments consisted in 

two major parts: the time-resolved PIV system and 
the rotating machinery installation. Figure 2 shows 
a sketch of this installation, where the pipes and the 
acryl model pump can be distinguished. 
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Figure 2. Sketch of the radial transparent pump 
installation with PIV measurement system. 

2.1. Radial pump 
For the design of pump blades different 

concepts are used. The inlet and outlet angles are 
given by the needed pressure difference and remain 
the same for all geometries. One simple concept is a 
blade geometry given by one circular arc with a 
single radius (later called impeller 1). The 
advantages are: short length of the mean line, small 
hydraulic losses and simple structure. The 
disadvantage is the fast deceleration of the flow in 
the first third of the blade passage and acceleration 
near the outlet. Another concept is the constant 
delay of the relative velocity (later impeller 2). In 
this case the mean line of the blade is calculated 
point by point. The advantage is the constant 
pressure rise in the channel, in opposite stands the 
higher hydraulic losses, caused by the longer mean 
line of the blade. To combine these advantages a 
third concept exists: two circular arcs with different 
radii (later impeller 3). The mean line of these 
blades is shorter than the constant delay design and 
has a slower deceleration than the single circular arc 
blade. The disadvantage is the discontinuity in the 
second derivative of the mean line at the junction of 
the two arcs. The three corresponding geometries 
are presented in Figure 3 to 5. Figure 6 shows the 
relative velocity over the mean line for the different 
blades. Technical parameters are listed in Table 1. 
A meridian section of the pump is presented in 
Krause et al. [16]. 

Table 1. Technical parameters of the radial 
pump 

Qd 47 [m³/h] Flow rate design point 
n 600 [min-1] Number of revolutions 
β1 19 [°] Inlet angle 
β2 23 [°] Outlet angle 
r1 65 [mm] Inlet radius 
r2 139 [mm] Outlet radius 
nq 26 [min-1] Specific speed 

(a) (b) 
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Figure 3. Plane vane as circular arc with a single 
radius (impeller 1) 

 

Figure 4. Plane vane with mean line for constant 
delay of relative velocity (impeller 2) 

 

Figure 5. Plane vane composed of two circular 
arcs with different radii (impeller 3) 
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Figure 6. Relative velocity in the impellers over 
the length of the mean line 

2.2. Measuring system 
For the velocity measurements a commercial 

Time-resolved PIV system from DantecDynamics 
A/S was used. The principles of PIV are described 

by Willert et al. [17]. The time resolved PIV-system 
is composed of a Q-switched Nd:YAG laser, a 
laser-sheet optic, a CMOS double image camera, a 
synchronisation unit and the control, acquisition and 
treatment computer. The frequency-doubled, diode-
pumped Nd:YAG laser has a variable repetition 
rate, allowing pulse intervals from 40 to 1000 µs, 
with a pulse duration of 75-250 ns. The pulse 
energy strongly depends on the repetition rate with 
a maximum energy of about 22 mJ at lower 
repetition rates. The light sheet optics have been 
adjusted in order to get a diverging light sheet of 
0.5-1 mm thickness inside the pump. The PIV 
images were taken with a 1260x1024 pixel, 10 bit 
CMOS camera, working with frame rates up to 500 
image pairs/s full frame and 800 images pairs/s with 
1260x640 pixels. For the investigation frequencies 
of 50, 500 and 800 Hz have been used. The 
frequency of 50 Hz corresponds to a measurement 
of each blade of the impeller in a fixed position. To 
follow the vortices within one channel higher 
frequencies are used, depending on the investigated 
area. Impellers 1 and 3 with relatively short blades 
have been measured with a frequency of 800 Hz and 
Impeller 2 with a frequency of 500 Hz, for which 
the full resolution of the camera is still possible. 
The seeding material consists in Rhodamin-B-
doped PMMA-particles with a mean size of 10 µm 
and a density ρ=1,19 g/cm³. 

To measure the static pressure rise the pressure 
before the impeller in the suction side and after the 
impeller at r=160 mm was recorded. 

3. RESULTS 

3.1. Pump characteristic 
Figure 7 shows the static pressure rise for all 

three impellers. This is not the complete energy 
transmission to the fluid because the velocity term 
is missing.  

static pressure rise
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Figure 7. Static pressure rise over the impellers 
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The reaction degree (Eq. 2) equals ℜ=0.7 at the 
design point and depends on the flow rate. The 
absolute values are ∆pstat=312 mbar for impeller 1, 
∆pstat=287 mbar for impeller 2 and ∆pstat=302 mbar 
for impeller 3. 

Figure 7 shows that impeller 1 operates with the 
best conditions at the design point, but toward lower 
flow rates the pressure rise is smaller than for 
impellers 2 and 3. The pressure rise of impeller 2 is 
better than for impeller 3. 

3.1. Part load flow 
The measured flow fields are analysed with the 

Fast-Fourier-Transform (FFT). For this purpose one 
visible part of the blade passage has been selected, 
typically the inlet region of a channel. The 
procedure is similar to that presented in Krause et 
al. [16]. The examined flow rates are 50% to 20% 
of the design flow rate in steps of 5%. The onset of 
rotating stall could be observed for impeller 1 at 
35%, for impeller 2 at 25% and for impeller 3 at 
30% of the design flow-rate. For all impellers two 
stall cells have been identified, propagating with a 
fraction of the impeller speed. 

 

Figure 8. Frequency spectra of  impeller 1 at 
25% of the design flow rate 

3.1.1 Part-load flow of 25% in impeller 1 
Figure 9a-h presents the velocity field in two 

blade passages of the impeller: the outlet of channel 
1 and the inlet of channel 2 are observed 
simultaneously. In this figure the relative velocity 
vectors and the instantaneous stream lines are 
represented. In Figure 9a, blade passage 1, two 
vortices with different rotational directions can be 
seen, blocking the discharge. Blade passage 2 
operates under good conditions. In Figure 9b, 
channel 1, the inlet vortex moved to the end of the 
blade on the suction side. In channel 2 the flow 
stalled on the suction side of the blade at the inlet. 
From Figure 9c-e, the growing of the inlet vortex is 
observable. In Figure 9f the flow in blade passage 2 

reattached, the vortex is transported to the outlet. At 
the outlet of blade passage 1 the flow is chaotic. 
The reattachment in blade passage 2 is finished in 
Figure 9g and at the outlet of channel 1 the vortex is 
clearly visible. Figure 9h presents nearly the same 
conditions as Figure 9a: a stall period is finished. 
This is confirmed by the FFT. The peak in the 
frequency spectra is at f=1.3 Hz (Figure 8). This 
corresponds to 7.6 rotations of the impeller. This 
analysis gives the information that both stall cells 
rotate with the same fractional speed of the 
impeller. 

3.1.2 Part-load flow of 25% in impeller 2 
In the Figure 10a-h a stall period is shown. 

Parts of three blade passages are visible: the outlet 
of blade passage 1, the inlet and the middle part of 
blade passage 2 and the inlet of channel 3. In 
opposite to impeller 1 the outlet vortex is relatively 
small (Figure 10f-h). Blade passage 2 (Figure 10d-
f) is not completely blocked. On the pressure side 
the flow is possible through the channel. Another 
difference with impeller 1 is the separation from the 
suction side in blade passage 2. It is smaller and 
consists of more than one single vortex (Figure 
10e). The frequency analysis finds also a peak at 
f=1.3 Hz.  

3.1.2 Part-load flow of 25% in impeller 3 
A stall period in impeller 3 is presented in 

Figure 11a-h. Here also the outlet of blade passage 
1 and the inlet of channel 2 are represented. The 
vortices behave as an average of impeller 1 and 
impeller 2. The blockage of blade passage 2 is not 
as strong as in impeller 1 but the vortex is more 
intense. The frequency which was computed with 
the FFT is the same as for the other impellers, f=1.3 
Hz.  

The character of all investigated impellers 
under rotating stall corresponds to the observed 
pressure differences. 

4. SUMMARY 
Time-resolved PIV measurements have been 

used to determine the velocity fields in rotating 
radial pump impellers. By the use of this PIV 
method it was possible to capture unsteady flow 
phenomena appearing in the impellers at throttled 
flow rates. Rotating stall cells have been observed 
in all impellers but the initiation point of rotating 
stall depends on the impeller geometry. The FFT 
analysis used to obtain the circumferential speed of 
the stall cell shows that the speed of the stall cell is 
independent from the impeller geometry. 
Nevertheless, the character of the stall cell is 
different in each impeller. For example, the flow is 
fully blocked in impeller 1 while the flow can still 
circulate on the pressure side for impeller 2. 
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Figure 9a-h. Two blade passages of impeller 1 (ta=0 ms, th=700 ms) from top to bottom, left to right, for 
Q/Qd=0,25. 

(a) 

(b) 

(c) 

(d) 

(e)

(f)

(g)

(h)
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Figure 10a-h Three blade passages of impeller 2 (ta=0 ms, th=700 ms) from top to bottom, left to right, 
Q/Qd=0,25.

(a) 

(b) 

(c) 

(d) 

(e)

(f)

(g)

(h)
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Figure 11a-h Two blade passages of impeller 3 (ta=0 ms, th=700 ms) from top to bottom, left to right, 
Q/Qd=0,25. 

(a) 

(b) 

(c) 

(d) 

(e)

(f)

(g)

(h)
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Further investigations will concentrate on the 
vortices and their development within the blade 
passages. 
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ABSTRACT  
Velocity measurements have been obtained in 

the internal passages of a centrifugal pump with a 
volute. The measurements have been obtained 
between the blade passages of a shrouded impeller 
and in the volute region using laser Doppler 
velocimetry (LDV). In this study a 3 colour 3 
component laser Doppler system in full coincidence 
mode was utilized to measure three velocities 
simultaneously.  Two impellers were evaluated that 
were identical with the exception that one contained 
six blades and the other had seven blades.  Both 
were mounted in the same experimental rig and in 
the same volute housing.  Although the main rotor 
geometry of each impeller was identical and the 
measured performance of the impellers was very 
similar a significant difference was found in the 
velocity patterns in the internal flow passages for 
some flow conditions.  The velocity through the 
impeller was measured at both design load and at 
several off-design conditions. Results show that 
flow behaviour at design condition Qd is aligned 
with the flow passages for both impeller 
configurations. At reduced flow cases the flow 
patterns began to differ significantly.  For the six 
blade impeller at reduced flow off-design 
conditions (0.25Qd) the measured flow pattern was 
altered significantly showing stable stall in every 
second passage and through flow in the other 
passages. In contrast to most previously reported 
studies significant reverse flow was found in the 
stalled passages on both the pressure and suction 
sides of the blade passages at some radial locations.  
For the seven blade impeller this stable stall 
phenomena was not observed and the passages were 
similar to previously reported studies where 
partially stalled flow passages or rotating stall 
conditions existed where the stall pattern rotated 
relative to the impeller with a regular frequency. 

Keywords: centrifugal pump, LDV, off-design, 
stall  

NOMENCLATURE  
D  [m] impeller diameter 
H [m] head 
Ns [-] specific speed 
Q [m3/s] volumetric flow rate 
R [m] impeller outer radius 
Re [-] Reynolds number (ρVc/µ) 
T [Nm] shaft torque 
U [m/s] impeller tip speed 
V [m/s] absolute fluid velocity 
W [m/s] relative fluid velocity 
 
c [m] blade chord length 
g [m/s2] gravitational acceleration 
h [m] blade height  
n [rpm] impeller rotation rate 
r [m] radius 
t [m] blade thickness 
z [-] number of blades 
 
β [°] blade angle from tangential 
η [-] pump efficiency (ρQgH /Tω) 
µ [kg/ms] fluid dynamic viscosity 
ρ [kg/m3] fluid density 
φ [-] flow coefficient (V /U) 
θ [°] angular position 
ψ [-] head coefficient (gHd /U2) 
ω [rad/s] impeller angular velocity 
 
Subscripts and Superscripts 
 
d design value  
PS, SS pressure side, suction side 
R radial direction 
T tangential direction 
1,2 inlet,outlet 
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1. INTRODUCTION  
Centrifugal impellers have been widely studied 

in the past and performance of a well-designed 
machine at its' design point is quite predictable and 
is possible to model utilizing computational fluid 
dynamic (CFD) simulations. There is a great deal of 
interest in the performance of centrifugal machines 
away from the design point in order to allow a 'flat' 
efficiency curve (wider operating conditions) and to 
determine the characteristics.  At design conditions 
flow entry onto the impeller blade surfaces should 
be aligned with the blade leading edge.  Away from 
the design condition, at reduced flow for example, 
the fluid flow angles no longer align with the 
physical blade surfaces. In slight misalignment the 
stagnation point of the flow onto the blade moves 
toward the pressure side of the blade and a 
recirculation area will appear on the adjacent 
suction side surface. As the flow is reduced this 
recirculation area grows and will eventually cover 
the entire passage width. This stalled passage 
normally becomes stalled and unstalled with time 
due to factors such as circumferential pressure 
variation and system dynamics. In this form it is 
commonly referred to as 'rotating stall'.   This type 
of stall has been documented in both incompressible 
and compressible flow rotating machinery.  

General results of this phenomenon indicate 
that the propagation speed of a stall cell increases as 
the flow rate decreases (Shin et al., 1998 [1]). Sinha 
et al. (2001) [2] found a change in the slope of the 
performance curve to be indicative of the onset of 
rotating stall. Using time resolved particle image 
velocimetry (PIV), Krause et al. (2003) [3], (2005) 
[4] found rotating stall beginning at 50%Qd and 
significant hysteresis in a pump performance curve 
at the position where rotating stall began. They also 
briefly discuss the effect of the higher pressure in 
the diffuser on the low pressure region of a blocked 
channel leading to inflow to the stalled passage. 
Studies similar to this have been reported in 
stationary components such as the vaned diffuser or 
volute of a centrifugal pump (Sano et al. (2002)[5] 
and Sinha et al. (2001)[2]) where the stall rotates at 
a small fraction of the blade passage frequency and 
the interaction between the diffuser vanes and the 
impeller is often cited as the cause of this condition 
(Eisele, 1996 [6]). The results reported here are of a 
slightly different type of stall condition, although 
produced under the same general mechanisms, 
where the stall is stationary with respect to the 
rotating frame of reference and is a repeatable and 
consistent condition. Krause et al. (2005)[4] do 
report a one (of 5) channel stationary stall condition 
at 0.5Qd before the initiation of rotating stall.  The 
single channel stall is later attributed to slight 
variation in manufacturing. The results reported 
here of a stationary stall condition are not consistent 
with these previous studies but agree with the 

results of Pedersen et al. (2003) [7] in a simplified 
axisymmetric configuration. 

This paper will discuss some of the measured 
differences in the flow field between six and seven 
blade impeller configurations.  For off-design cases 
the flow field is altered significantly and the 
measurement of stationary (in the rotating frame) 
stalled passages on the six blade impeller is 
discussed.  

2. EXPERIMENT 

Centrifugal impeller 
The impeller under investigation is a shrouded low 
specific speed centrifugal pump impeller that is 
used in many applications including multi-stage 
centrifugal pumps, although it has been designed 
here as a single stage pump with a volute for these 
studies (Figure 1). Typical applications of pumps of 
this type are water transfer and circulation and 
pressure boosting in industrial process equipment. 

 

 

 

Figure 1: Acrylic centrifugal volute pump 
model  

 
Figure 2 shows the geometry of one of the 

impellers, the six blade impeller. It consists of six 
simple curvature backward swept blades of constant 
thickness and blunt leading and trailing edges. The 
impeller has a plane hub and a mildly curved shroud 
plate such that the axial height of the impeller blade 
is tapered nearly linearly from 13.8 mm at the inlet 
to 5.8 mm at the outlet. Optical access to the 
impeller passages was accomplished by 
manufacturing the entire test impeller and volute in 
acrylic. All measurements were obtained through 
planar surfaces of acrylic with corrections made for 
the index of refraction variation 
(air/acrylic/water/acrylic/water).  Table 1 
summarizes the main dimensions of the impellers.  
The seven bladed impeller had identical dimensions 
and the only difference was the seven equally 
spaced blades. 

Impeller 

LDV lens 

Volute 
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Figure 2: Blade-to-blade (left) and meridional 
(right) view of the shrouded 6 blade centrifugal 
pump impeller 

Table 1. Impeller Geometries 
 

Inlet diameter D1 
 

77 mm 
 

Outlet diameter D2 
 

190 mm 
 

Outlet radius R 
 

95 mm 
 

Inlet height h1 
 

13.8 mm 
 

Outlet height h2 
 

5.8 mm 
 

Number of blades z 
 
6 or 7 - 

 
Blade thickness t 

 
3 mm 

 
Inlet blade angle β1 

 
19.7   ° 

 
Outlet blade angle β2 

 
18.4   ° 

Operating conditions 
 
The test rig is a closed circuit system comprised 

of a supply tank, a test section and connecting pipes 
with the option of providing water temperature 
control and system pressure (or vacuum) control. 
The supply tank was continuously circulated to 
prevent seeding particles from settling.  System 
flow rates were obtained with an Endress+Hauser 
Promag 30 Electromagnetic Flow Measuring 
System.  Differential pressures were obtained with a 
Fischer Porter differential pressure transmitter. 

The pump was driven by a DC motor.  Shaft 
torque and rotational speed were measured with a 
calibrated torque meter mounted between the 
impeller and the motor. 

Operating parameters at design are outlined in 
Table 2.  Two test conditions were evaluated, the 
design condition and a severe off-design condition 
at 0.25 Qd.  The two test conditions are outlined in 
Table 3.   

 

 

Figure 3: LDV measurement stations along three 
radial lines (line A θ = 0 deg, line B θ =60 deg 
and line C θ =90 deg) from the driven shaft side.  

Table 2. Operating Conditions at Design 

LDV System 
 
In this study a 3 colour 3 component laser 

Doppler system in full coincidence mode was 
utilized to measure three velocities simultaneously.  
In this arrangement all 3 separated colour laser 
beam pairs exit from the same optics in order to 
facilitate optical access to the rotating impeller.  
Internal access to the impeller passages was through 
the planar volute casing on the hub side and through 
the planar impeller hub. Several optical 
arrangements using a planar front surface mirror 
were required (Figure 1). Measured axial velocities 

  6 blade 7 blade  
 

Rotational spd n 
 

725  
 

725  rpm 
 

Specific speed Ns 
 

0.40 
 

0.39 - 

Flow rate Qd 
 

10.8 
 

10.8 m3/h 

 
Head rise Hd 

 
2.81 

 
2.88 m 

 
Head coeff. ψd 

 
0.53 

 
0.54 

 
- 

 
Flow coeff. φd 

 
0.12 

 
0.12 

 
- 

 
Reynolds no. Re 

 
1.1x105  

 
- 

 
Efficiency ηd 

 
0.77 

 
0.78 

 
- 
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were small relative to the radial and circumferential 
velocities and will not be discussed in this paper.  
The flow was seeded with neutrally buoyant 
polyamide seed particles with a mean diameter of 
20 µm. 

Table 3. Operating Conditions 
 

6 blade Design Off-Design  

Flow rate Q 
 

10.8 
 

2.7 m3/h 
 

Head rise H 
 

2.81 
 

3.29 m 
 

Efficiency η 
 

0.77 
 

0.44 
 

- 
 

7 blade Design Off-Design  

Flow rate Q 
 

10.8 
 

2.7 m3/h 
 

Head rise H 
 

2.88 
 

3.33 m 
 

Efficiency η 
 

0.78 
 

0.47 
 

- 
 

Data Acquisition 
 
The measurements were obtained in full 

coincidence mode with a once per revolution pulse 
reference from an optical transmitter/receiver 
mounted near the motor shaft.  Typical data 
collection consisted of obtaining 500,000 validated 
data points at each impeller location with data rates 
between 50 and 200 Hz. These data were then phase 
resolved into bins of 360 1-degree bins providing 
approximately 1400 individual measurements in 
each bin.  Using such small 1-degree bin divisions 
should allow accurate assessment of turbulence 
levels (Zhang et al., 1997 [8]).  The velocities in 
each bin were subsequently ensemble averaged to 
create the bin average.  As the volute creates 
asymmetry in the flow field, measurements were 
obtained at several angular orientations as shown in 
Figure 3, including a vertical plane from the centre 
of the driven shaft to the PP1 pressure tap location 
(θ = 0 deg, PP1-A), θ = 60 deg (corresponding to 
PP3 pressure tap location- B) and θ = 90 deg (C).  
All measurements reported here were all obtained at 
an axial position corresponding to the mid-height of 
the impeller exit (h2/2).  The measurements were 
obtained such that the pressure side (PS) will 
always be at the lowest angular position, i.e. for the 
6 blade impeller 0 deg corresponds to the PS and 60 
deg corresponds to the suction side (SS). 

Uncertainty 
 
Performance measurements include bias and 

precision components.  Uncertainty in flow 
measurements are ±0.5% of the reading (±0.054 

m3/h at design) and uncertainty in the measured 
differential pressure is ±0.05 m water.  Uncertainty 
in torque readings are ±0.2 Nm.  Using the root sum 
square method (RSS) sample uncertainties are 
outlined in Table 4 (95% confidence).  

Table 4. Sample Uncertainty Values 

Flow rate Qd 
 

10.8±0.054 m3/h 
 

Head rise Hd 
 

2.81±.05 m 
 

Head coefficient ψd 
 

0.528±.004 
 

- 
 

Flow coefficient φd 
 

0.124±.001 
 

- 
 

Efficiency ηd 
 

0.77±0.01 
 

- 
 
Errors in LDV measurements are comprised of 

both bias and precision error components.  Bias 
errors arise from many sources including probe 
volume positioning, velocity gradients, laser beam 
geometrical errors and seeding.  Probe volume 
positioning was within 0.2 mm for each axis.  
Statistical uncertainties in the mean and RMS (root 
mean square) velocities were estimated to be 1.4% 
and 4.8% respectively (95% confidence). 

RESULTS 
 
The overall performance of the impeller at a 

speed of 725 rpm is shown in Figure 4. At the 
design flow rate of 10.8 m3/h, a peak in the 
efficiency curve occurs.  There are only minor 
variations in the measured head rise between the 
two blade variations.  The 6 blade impeller has 
somewhat lower (max. 3 %) head rise for some 
operating points.  The figure shows no obvious 
change in slope of the performance curve as cited 
by others to be an indicator of stall inception. 
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η
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Figure 4: Measured performance curves for the 
volute pumps under investigation 

Design Condition 
All vector plots presented are the phase 

averaged 1 degree bin average velocities or the root 
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mean square (RMS) of these average values.  The 
flow is well-behaved throughout the passage at the 
design condition as would be expected.  At the inlet 
higher velocities are measured along the suction 
surfaces which are reoriented to the pressure side 
surfaces at the outlet consistent with secondary flow 
influences.  

Design Condition 
 

All vector plots presented are the phase 
averaged 1 degree bin average velocities or the root 
mean square (RMS) of these average values.  The 
flow is well-behaved throughout the passage at the 
design condition as would be expected.  At the inlet 
higher velocities are measured along the suction 
surfaces which are reoriented to the pressure side 
surfaces at the outlet consistent with secondary flow 
influences.  A limited data set is shown for the 
design case due to space limitations. 

A plot of the measured radial velocities are 
shown in Figure 5 for r/R=0.75 at Q=Qd for the six 
bladed impeller at (h2/2) and at all three angular 
positions (A,B,C) as shown in Figure 3. Each data 
point represents the bin average of approximately 
1400 data points.  As there are six impeller passages 
every 60 deg corresponds to one impeller passage 
from PS to SS.  The similarity between each of the 
six passages for each radial station (A,B,C) is 
apparent.  There is some variation between the 
radial stations with the highest velocities at location 
A and the lowest at location C as would be expected 
due to the influence of the volute. 

 

0 60 120 180 240 300 3600.5
0.6
0.7
0.8
0.9 (m/s)

0 60 120 180 240 300 3600.5
0.6
0.7
0.8
0.9

Angle (deg)
0 60 120 180 240 300 3600.5

0.6
0.7
0.8
0.9

Figure 5: Absolute radial velocity VR (m/s) for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom) Design load, 6 blade impeller   

Corresponding measurements for the seven 
bladed impeller are shown in Figure 6.  There is less 
variation in the radial velocities between 
measurement stations A, B and C although angular 
position A has consistently higher peak velocities. 

The flow behaviour for both impellers is as 
expected for a low specific speed centrifugal design 
where the peak radial velocities are highest near the 
suction side at r/R=0.50 and highest near the 
pressure side of the blades near the impeller exit at 

r/R = 0.9 suggesting reorientation near the impeller 
exit.  

0 60 120 180 240 300 360
0.6

0.8

1.0 (m/s)

0 60 120 180 240 300 360
0.6

0.8

1.0

Angle (deg)
0 60 120 180 240 300 360

0.6
0.8
1.0

 
Figure 6: Absolute radial VR velocity for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom) Design load, 7 blade impeller 

Off-design Condition 
A sample complete vector plot for the entire 

impeller is shown in Figure 7 for the off-design 
condition measurements obtained along line B (60 
deg).  In every second passage the flow is well-
behaved and the general flow pattern is consistent 
with the design condition with higher velocities on 
the suction surfaces at the inlet and reorientation to 
pressure side surfaces at the outlet.  In the alternate 
passages between the pressure and suction surfaces 
there is no net flow as the positive through flow 
balances the reverse flow at each constant radial 
position.  Measurements indicate a ‘stall cell’ 
rotating in the passage opposite to the impeller 
rotation direction.  The direction of rotation is 
consistent with the relative eddy (potential vortex) 
concept which will occur due to no through flow in 
the passage and with the rotation direction found in 
previous studies ([4] and [7]).  

A plot of the absolute radial velocities is shown 
in Figure 8 for the 6 bladed impeller at three radial 
stations for Q=0.25Qd. In all radial stations the data 
shows clear evidence of the repeatability of the 
measurements between alternating passages.  The 
difference between alternating stalled passages is 
apparent. The data for this plot would have been 
collected over a period of approximately 3 hours 
indicating that the ‘stall cell’ is not rotating and 
stable in the blocked passage. Other radial positions 
indicate similar phenomena.  Positive through flow 
is indicated in every second passage while positive 
and reverse flow is indicated in the alternate 
passages. Again, there is some variation between 
the radial stations with the highest velocities at 
location A and the lowest at location C as would be 
expected due to the influence of the volute.  RMS 
velocities, not shown, indicate similar levels to the 
design condition and do not indicate large velocity 
fluctuation in any passage. 
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Figure 7: Measured W velocity, at θ = 60 deg-B, 
(Q=0.25Qd), 6 blade impeller Reference Vector 
1m/s  Vectors removed for clarity 
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0.4
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Figure 8: Absolute radial VR velocity for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom), Off-Design load Q=0.25Qd, 6 blade 
impeller 

Figure 9 shows the measured off-design bin 
average velocities for the 7 blade impeller.  The 
results here are significantly different from those 
shown in Figure 7 for the 6 blade impeller.  There is 
consistency between all the blade passages.  At the 
inlet the flow is radially outward in the central 
passage but has slight flow reversal near the suction 
and pressure surfaces.  As the flow progresses 
through the passage higher velocities are seen on 
the suction side with flow reversal on the pressure 
surfaces. 

Figure 10 shows the absolute radial velocities 
for the 7 bladed impeller at three radial stations for 
Q=0.25Qd.  This plot is significantly different to the 
previous plot for the 6 blade impeller in that all 
passages are uniform and there is no variation 
between passages.  Since the volumetric flow rate is 
the same for both impellers and the geometry, with 
the exception of the blade number, is the same for 
both impellers the velocity magnitudes should be 
very similar.  The velocity magnitudes are much 

lower for the 7 bladed impeller (peak velocity 0.3 
m/s) than in the 6 blade impeller.  This difference is 
due to the reverse flow occuring in the 6 blade 
impeller (peak velocity 0.6 m/s).  There is reverse 
flow indicated on the pressure side of all passages 
as been found in other low specific speed impellers 
[7],[10].   The highest velocities are found at 
location A and the lowest at location C as would be 
expected due to the influence of the volute. 
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Figure 9: Measured W velocity, at θ = 60 deg-B, 
(Q=0.25Qd), 7 blade impeller Reference Vector 
1m/s  Vectors removed for clarity 
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Figure 10: Absolute radial VR velocity for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom), Off-Design load Q=0.25Qd, 7 blade 
impeller  

To further understand the overall flow 
condition relative tangential velocities are presented 
for both impellers in Figures 11 and 12 for 
Q=0.25Qd.  Figure 11 shows that for the six blade 
impeller in the first passage there is a large velocity 
range and a sign change indicating that near the r/R 
= 0.75 location the centre of a rotating cell exists.  
The following passage (60-120 deg) indicates a 
standard tangential velocity profile in a passage 
with low tangential velocity on the pressure side 
corresponding to small radial velocities (Figure 8).  
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For the seven blade impeller (Figure 12) tangential 
velocities are always positive with the exception of 
near the pressure side.  

0 60 120 180 240 300 360-1.2
-0.6
0.0
0.6
1.2 (m/s)

0 60 120 180 240 300 360-1.2
-0.6
0.0
0.6
1.2

Angle (deg)
0 60 120 180 240 300 360-1.2

-0.6
0.0
0.6
1.2

Figure 11: Relative tangential WT velocity for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom), Off-Design load Q=0.25Qd, 6 blade 
impeller 

0 60 120 180 240 300 3600.0
0.2
0.4
0.6

(m/s)

0 60 120 180 240 300 3600.0
0.2
0.4
0.6

Angle (deg)
0 60 120 180 240 300 3600.0

0.2
0.4
0.6

Figure 12: Relative tangential WT velocity for 
r/R=0.75, at A (θ = 0 deg) (top), B (mid), C 
(bottom), Off-Design load Q=0.25Qd, 7 blade 
impeller 

Six Blade Impeller 
For the six blade impeller at r/R = 0.5 the 

stalled passage has reverse flow over 60% of the 
passage width flow indicated by the negative radial 
velocities.  The division of this reverse flow is 
approximately 60/40 suction/pressure side.  
Integration of the flow between the pressure and 
suction surfaces at the r/R=0.5 radius indicates a net 
small positive flow (about 8% of the adjacent 
passage flow) although it was difficult to measure 
velocities immediately adjacent to the pressure and 
suction blade surfaces which, in this case would 
have been contributions of negative velocity to the 
integration.  At this radial position reverse flow is 
found on both the suction and pressure surfaces 
which is quite unusual, the more common finding is 
reverse flow on the suction surfaces only (see Rothe  
and Johnston (1976) [9] as an example).  These 
results are more consistent with full stall in a 
stationary diffuser although the suction side reverse 

flow is somewhat larger.  Reverse flow is never 
seen in the alternate passage at this radial location. 

Near the exit of the impeller (r/R=0.75 and 0.9) 
there is also significant reverse flow indicated by 
the negative radial velocities at these positions 
representing 55% and 33% of the passage width 
respectively.   In contrast to the r/R=0.5 velocity 
profiles, the reverse flow is apparent only on the 
pressure side for r/R=0.75 and 0.9.   Integration of 
the flow profiles shows a small net negative or 
inward flow in the stalled passage.  This figure also 
shows evidence of a small region of reverse flow 
(6% of passage width at r/R=0.75, 11% of passage 
width at r/R=0.9) in the unstalled passage on the 
pressure side of the blade suggesting moderate 
growth of a recirculating area toward the exit. 

For all r/R values the alternate passages that 
have only directionally positive radial flow are 
similar in form to the flow profile for the design 
flow Qd suggesting that those passages are 
relatively unaffected by the stall in the adjacent 
passage. 

Seven Blade Impeller 
In order to evaluate the flow variation in the 

seven blade impeller measured rms velocities are 
shown for the design load and the off-design case in 
Figures 13 and 14.  These measurements are a 
combination of the effects of turbulence in the flow 
and the unsteady or fluctuating velocity components 
due to the relative motion between the measurement 
volume and the velocity gradients in the flow 
(Hesse and Howard, 1999 [10]).  In all cases 
passage to passage similarity is very good showing 
the consistency of the data set and the uniformity of 
the measured flow.  RMS velocity magnitudes are 
not significantly different between the design case 
and the off-design case so it is difficult to ascertain 
if the flow in the off-design case has significant 
velocity fluctuations that would be indicative of a 
rotating stall phenomena. 
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Figure 13: RMS of VR velocity for r/R=0.75, at A 
(θ = 0 deg) (top), B (mid), C (bottom), Design 
load Q=Qd, 7 blade impeller 
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Figure 14: RMS of VR velocity for r/R=0.75, at A 
(θ = 0 deg) (top), B (mid), C (bottom), Off-Design 
load Q=0.25Qd, 7 blade impeller 

CONCLUSIONS 
Results of design flow performance 

measurements for a centrifugal pump are very 
similar for both six and seven bladed impellers in 
the same volute housing.  Internal impeller passage 
velocity measurements show a design flow that is 
aligned with the blade passage for both impellers.   

Significant differences were measured at off-
design conditions however.  The six bladed impeller 
developed an alternating passage configuration 
consisting of passages that had a stationary stall cell 
and passages that indicated aligned through flow. 

Typical reported stall studies concentrate on a 
rotating stall phenomenon that is caused by flow 
misalignment and appears to rotate at a fraction of 
the impeller rotational speed.  In this study, for the 
six blade impeller, as the flow is reduced the stalled 
passage does not become unstalled and remains in 
this flow pattern with a very stable structure.  This 
phenomenon has been reported with PIV 
measurements (Pedersen et al., 2003[7]) in an 
axisymmetric configuration.   Pressure variation, 
due to the volute housing or other mechanisms, that 
is normally associated with previously reported 
rotating stall measurements had no measurable 
influence on the entire passage stall cell.  The seven 
blade impeller velocity measurements at reduced 
flow show similar flow in all seven passages with 
flow separation and reverse flow on the pressure 
surfaces.  RMS velocities do not indicate significant 
variation in the flow passages.   

The mechanism for the stable stationary stall 
cells in the six bladed impeller are not clearly 
understood but must be linked to the even number 
of blades in the impeller. 
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ABSTRACT 
Four blade geometries for axial flow pumps were 

investigated to find out their hydraulic characteris-
tics at the generally well known typical head curve 
instability. The geometries were a conventional 
blade with a radial leading edge, two blades with 
45° forward , respectively backward, sweep and an 
blade with a variable forward sweep around 25° 
optimised with respect to cavitation and efficiency. 

Assuming that the cavitational characteristics of 
axial flow pumps depend on the oscillatory behav-
iour of the blade, differently to radial blades which 
are fixed on hub and tip, pressure fluctuations in the 
flow field as well as blade vibrations were studied 
in cavitating and also in cavitation free flow. It was 
found that the incipient cavitation in fact depends 
on blade vibration but not developed cavitation.  

Furthermore it was found that blade vibration in-
dicates earlier than the pressure head the head curve 
instability, the low system pressure moves the head 
curve instability to larger flow rates. The head curve 
instability seems to be caused by suction recircula-
tion rather than by the rotating stall which can be 
measured both at larger as well as at smaller flow 
rates than the head curve instability. 

Additionally it was found that dynamical blade 
loading increases strongly in cavitating flow as 
compared to cavitation free flow. 

Keywords: Axial flow pumps, rotating stall, head 
curve instability, blade sweep, cavitation, pres-
sure fluctuation, blade oscillation 

NOMENCLATURE  
H  [m] pressure head 
NPSH  [m] Net pressure suction head 
peak  [N] bending force 
pressure  [Pa] band width of pressure 
  pulsations     fluctuations 

pulsations [N] band width of bending     
    force pulsation 

p  [Pa] static pressure 
Q  [l/sec] Flow rate 
rel. pressure [-] pressure pulsation non- 
   pulsations  dimensionalised w.r.t. H 
 
1. INTRODUCTION 

Axial flow pumps with forward and backward 
sweep yield improved cavitation behaviour and 
especially move the head curve instability with 
forward sweep to smaller flow rates and with back-
ward sweep to larger flow rates as compared to the 
conventional un-swept blading. Earlier comprehen-
sive investigations have been performed by Smith 
and Yeh  [1], Beiler, [2], Stark [3], Kuhn [4]. 

The optimisation of swept bladings was investi-
gated by Glas [5]. Further investigations were per-
formed by Forstner [6] and also by Vad, who com-
pared the fluid dynamical characteristics of swept 
and un-swept blades with free vortex and none free 
vortex design [7, 8]. The correlation of the head 
curve instability to rotating stall is also investigated 
by Jaberg and Forstner [9] where the results found 
by Day [10] could be shown to apply also to axial 
flow pumps and that stall cells and modes exist in 
this type of turbomachinery in a very similar way.  

Cavitation can be influenced by using swept 
blades instead of conventional blades as is shown 
by the investigation mentioned above. That cavita-
tion is also influenced by vibrational behaviour and 
thus it was concluded that the very sensitive cavita-
tion characteristics of axial flow machinery could 
also be influenced by the vibrational behaviour of 
its blades which in general are only fixed on the hub 
and oscillate freely. In fact the vibrational behav-
iour and its possible subpression by means of an 
outer liner strongly influences the cavitation onset 
but not the developed cavitation as could be shown 
by Penninger [11]. By investigating the vibrational 
behaviour and pressure pulsations in the flow sys-
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tem with swept and un-swept axial pump blades it 
can be shown that the head curve stability of axial 
flow pumps is strongly influenced by cavitation and 
is shifted with low NPSH-values to larger flow 
rates. The present paper shall give deeper inside in 
these observations.  

 
2. EXPERIMENTAL SETUP 

 
2.1 Test Rig for Hydraulic Measure-
ments   

All experiments were performed of on a cavita-
tion–4-quadrant-test rig always in pump mode. The 
booster pump is installed as low as possible for 
cavitational reasons. The model pump and the pres-
sure vessel (to adjust a variable system pressure to 
allow cavitation free as well as differently strong 
cavitating flows) are installed in the upper level as 
shown in figure 1. The model pump as well as the 
booster pump can  be driven by variable speed.  

 

 
 
Fig.1: 4-quadrant test rig 

 
The flow rate was as well measured by venturi 

pipe and differential pressure as well as by induc-
tive flow meter were both were calibrated prior to 
the measurements. The pressure was measured by 
electronic differential pressure gauges and the 
torque by means of a hydrostatic baring and the 
measurement of the reaction baring force. 

 
 
Fig. 2: Pressure measurement 
 

Figure 2 gives an impression of  how different 
pressures and the pump head were estimated.  

 

 
2.2 Pump Blading 

The geometrical data of the unswept pump 
bladings are given in table 1. The forward and 
backward swept blades result from this basic blade 
design by shifting the different profiles on their 
cylindrical plane in the relative flow direction so 
that the blade axis is directed 45° towards this flow 
direction or 45° with it as shown in figure 3 below. 
No correction of the blade design as recommended 
by Smith and Yeh [1] was performed.  

 
 
Tab.1: Blade geometry 
 

position 1 2 3 4 5 6 7

rel. blade height hrel [%] 0 5 25 50 75 95 100

inlet angle β0 [°] 37.36 36.06 31.58 27.23 23.87 21.7 21.21

outlet angle β3 [°] 65.64 60.94 46.88 36.22 29.56 25.83 25.04

flow angle β∞ [°] 48.61 46.03 37.97 31.15 26.44 23.59 22.98

thickness ratio d/l [%] 12 11.2 9 7.5 6.5 6.03 6

solidity t/l [-] 0.805 0.833 0.946 1.088 1.231 1.355 1.389

profile turning angle γ=β2−β1 [°] 38.18 34.26 22.81 15.97 14.02 13.54 13.64

incidence i [°] 1.86 1.39 - 0.03 - 1.64 - 3.51 -4.75 -5.07

blade angle β1=β0+ι [°] 39.21 37.45 31.55 25.59 20.36 16.95 16.14

deviation δ [°] 11.76 10.77 7.47 5. 34 4.82 4.66 4.73

blade angle β2=β3+δ [°] 77.39 71.71 54.36 41.56 34.39 30.48 29.77

blade length l [mm] 111.9 113.4 118.2 122.8 126.2 127.6 127.6

 
 

    Fig. 3: Blade geometry 
 
 
2.3 Measurements of the Bending-
Forces in the Rotating System 

To measure the blade vibrations the blade were 
equipped with strain gauges at the hub the orienta-
tion of which was chosen in the main stress direc-
tion calculated before. The middle strain gauge (fig 
4a) served to measure the bending pulsations by 
means of the force to which it was calibrated [11]. 
The other two gauges measured the blade torque to 
which no reference is made in this paper.  

The values measured by the strain gauges were 
led from the rotating to the stationary system by 
means of collector ring (fig.4b), and to avoid nega-
tive influences of electro-magnetic background 
noise the measurement signals were amplified in the 
rotating system and the design as a whole took care 
of electromagnetic compatility.  

 
backward sweep       no sweep       forward sweep

wrc 45             wuc 00                wvc 45
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Fig. 4a: Blade with strain gauges 
 

 
Fig.4b: Collector ring with amplifier 
 
 
3. PRESSURE PULSATIONS FOR CAVI-
TATING AND CAVITATION-FREE CON-
DITIONS 

The head curves of all 4 pumps were measured as 
shown in fig. 5, were are the unswept  blade and the 
ones with 45° sweep were published before [4]. All 
head curves were measured under cavitation free 
conditions. 
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 Fig. 5: Head curves with no cavitation  

 
If cavitation of different strength prevails in the 

flow regime (fig.6) the drop of the head curve is 
shifted to much larger flow rates. Also visible in 
fig.6 is the hysteresis which also exists (but is not 
shown) for cavitation free flow (fig. 5). For large 
NPSH-values (as given in the box in fig.6) the flow 
rate where the head curve drops coincides with the 
one for cavitation free flow (fig. 5) as had to be 
expected. When throttling from larger to smaller 
flow rates the head curve drops at or below a flow 
rate of roughly 150 l/sec and this  flow rate in-
creases with decreasing NPSH value. Down to a 

NPSH value of 7 m no stable working point can be 
adjusted to the left of the head curve drop as it is 
shown by the straight line in fig. 6. To the left of a 
flow rate of 120 l/sec for large NPSH values the 
stable head curve can be measured again. 
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Fig. 6: Head curves with cavitation, NPSH=7 m, 
optimised forward swept blade wvge1 

 
At a NPSH value of 4.5 m the cavitation is so 

pronounced that a considerable decrease of pressure 
head created can be measured and also the unsta-
tionary behaviour to the left of the head curve insta-
bility disappears – together with the hysteresis. 

Thus cavitation obviously has a pronounced in-
fluence on the head curve stability even if the head 
curve does not indicate a presence of cavitation. 
Also the rotating stall present at flow rates slightly 
larger than at the instability interferes with cavita-
tion as will be shown in the next paragraph. 

When increasing the flow rate from very small 
values to larger ones, the head curve increases but 
at a much smaller flow rate then the previously 
descriped drop of the head curve when throttling the 
flow. This hysteresis is especially pronounced at 
large NPSH values (or cavitation free conditions) 
and it decreases with decreasing NPSH value, i.e. 
increasing cavitation intensity. For NPSH value of 7 
m the head curve instability is still to be observed 
but practically no hysteresis. For strong cavitation 
(NPSH = 4,5 m) the hysteresis has disappeared and 
the drop of the head curve appears in a very stable 
manner: all operational points to the left of the head 
curve drop can be run. 

 Fig.7: Pressure pulsations in non-cavitating flow 
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As it was presumed that blade vibrations are re-
lated in some way to cavitation the measurements 
were repeated and the pressure pulsations in the 
flow were recorded. Measurements of the blade 
vibrations themselves will be given below. These 
pressure pulsations are shown in fig. 7 for cavitation 
free flow, non-dimensionalised by the pressure head 
created at the appropriate flow rate. To the right of 
the design flow rate of 292 l/sec very large pulsa-
tions can be observed which come from pressure 
side flow separations at these flow rates. To the left 
of the design flow rate this pulsations remain at 
quite low levels (with the exception of the back-
wards swept blade) until the head curve instability 
occurs where the vibrational level increases for all 4 
blades.  

Together with cavitation new effects can be ob-
served (fig.8). Strong pressure pulsations develop 
which concentrate in the entrance region of the 
blade as will be shown below. The number and the 
intensity of these pulsations increases with decreas- 

Fig.8: Pressure pulsations in cavitating flow 
 

ing NPSH as had to be expected. Similar observa-
tions were made by Dörfler [12]and also Yedidiah 
[13] who describes that the parabolic pressure dis-
tribution in the suction recirculation leads to cavita-
tion along the centreline of the flow shifting the 
main flow from the centre to the outer diameters 
which stops the recirculation in these areas and 
makes the cavitation bubbles implode. As the flow 
is still low suction recirculation develops anew and 
also the parabolic pressure distribution restarting 
the described procedure which goes with strong 
pressure pulsations and rotates with a frequency of 
0.2 to 0.4 of the rotational speed.  

If the pressure pulsations are measured (fig. 8) we 
observe a very similar behaviour at large flow rates 
above the design point  and also at flow rates below 
the design point, but as soon as the head curve in-
stability is approached the pressure pulsations in-
crease to a much larger value as in the case of cavi-
tation free flow.  

It is also remarkable to observe by comparing the 
values given for the optimised blade in fig. 6 for the 
head curves and in fig. 8 for the oscillations that the 
increase of the oscillations commences at flow rates 
larger than the one where the head curve becomes 
unstable.  

The maximum of the oscillations is observed at a 
flow rate below the instability thus at flow rates 
were the suction recirculation has fully developed. 
The frequencies of the oscillations in this fully 
developed suction recirculation flow agree with the 
rotational speed whereas the frequencies to the right 
(larger flow rates) of the instability point are lower 
than the rotational speed and thus seem to be corre-
lated to the rotating stall. To look more closely into 
these correlations the blades were equipped with 
strain gauges to measure the oscillatory behaviour 
in the rotating system to get closer insight into the 
dynamical behaviour of the flow. 
 
4. BLADE OSCILLATIONS IN THE  
ROTATING SYSTEM 
4.1 Bending forces under cavitation influence  
Bending forces are predominantly influenced by 
hydraulic forces lift and drag, the frictional forces in 
the gap between tip and casing can be shown to be 
small. Additionally these forces cause a torsion of 
the impeller blade which is not included here but 
was discussed by Penninger [11].  

Fig. 9 shows the bending forces for the four 
blades studied without cavitation (bold lines) and 
under cavitation with NPSH = 7 m (dotted lines). 
The bending forces are quite different although the 
pressure head for all blades are roughly the same, 
for the unswept and the optimised blade they are 
exactly the same. These differences result from the 
different geometries of the blades with different 
radii for the resulting hydraulic forces. As the for-
ward swept blade creates more pressure on the outer 
radii than the unswept or backward swept blades it 
creates a higher bending force [4,5].  

It is interesting to see that in cavitating flow 
bending increases at the design point (Q=292 l/sec) 
for the unswept blade, but it decreases for the opti-
mised blade and remains about unaltered in the case 
of forward and backward sweep. The unswept blade 
cavitates strongly at the outer diameters [4] which  

Fig.9: Mean bending forces in cavitating and 
cavitation free flow 
 
surprisingly enough results in an increased bending 
force contrarily to what should be expected as the 
pressure distribution around the blade decreases in 
cavitating flow. The blade which is optimised with 
respect to its cavitational behaviour exhibits the 
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decreased bending force at the design point (and 
also at larger as well as at lower flow rates) which 
agrees well with theory as the cavitation is equally 
distributed from hub to tip causing an equally 
spread lower pressure distribution around the blade 
and thus lower bending force.  

The forward swept blade cavitates much stronger 
around the hub and the backward swept blade at the 
tip [4], the bending forces remain practically con-
stant at the design point, but decrease at partial load 
and forward sweep, and increase at partial load and 
backward sweep. Similar to the unswept blade this 
is the opposite than what theory tells as in the case 
of the unswept blade cavitation around the hub 
should move the blade loading towards the tip and 
thus increase bending. On the contrary cavitation 
around the tip (backwards swept blade) should 
move the blade loading towards the hub and thus 
decrease bending – always compared to the cavita-
tion free flow.  

That bending is much less influenced by cavita-
tion close to zero flow for the swept blades seems to 
be due to the much better resistance of this blade 
geometry against developed cavitation as has al-
ready be shown by Kuhn [4] as compared  to the 
unswept blade and also to the blade optimised with 
respect to cavitation which has much lower sweep 
and seems to loose its improved cavitational behav-
iour at this extremely low flow rate. 

Similar to observations mentioned above the head 
curve instability is earlier detectable with decreas-
ing flow rate in the case of cavitating flow and the 
instability itself is shifted to larger flow rates. With 
the exception of the forward swept blade with its 
comparatively low unstable flow rate all other head 
curves alter their shape prior to the instability (i.e. at 
larger flow rates) and where the backward swept 
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Fig. 10: Pulsations of the bending forces in 

cavitaing and cavitation free flow 
 

blade looses the instability and simply exhibits a 
dropping though stable head curve. 

If we look at the instationary pulsations of the 
bending forces (fig. 10) we see comparatively low 
values around the design point both for cavitating 
and cavitation free flow. In case of cavitation free 
flow (bold lines) and decreasing flow rate we see 
the sudden and steep increase of these pulsations at 
the head curve instability. But in the case of cavitat-

ing flow (NPSH = 7 m, dotted lines) the increase of 
the bending force pulsations commences at much 
larger flow rates (around Q=250 l/sec) where the 
head curve does not at all indicate any influence by 
the approaching instability.  

It is well known that close to head curve instabili-
ties (i.e. at larger flow rates) the rotating stall devel-
ops [9,10] correlating with cavitating flow as can be 
concluded from fig. 10. The interference of the 
rotating stall with cavitation induces a rotating 
movement of the cavitation areas [11] increasing at 
the same time the unstationary loading of the blade. 
The magnitude of the unstationary forces is lower 
for forward and backward sweep as compared to the 
unswept or the optimised blade which also has 
lower sweep. As the rotating stall develops espe-
cially at the casing around the  blade tip this inter-
ference with cavitation is more pronounced for 
blades having the cavitation area at the tip (or over 
the whole blade) than a cavitation area which 
mainly develops along the hub as is the case for the 
forward swept blade.       
 
4.2 Blade Loading around the Unstable Part 

of the Head Curve 
Looking more closely at the hydraulic character-

istics and the frequencies of instationary blade load-
ing at flow rates slightly above or below the head 
curve instability gives more insight into their corre-
lation to rotating stall. The following analysis can 
be made regardless of the blade eigen frequency 
measured to be 1000 Hz. 

Fig.11 shows the vibration amplitudes of the  
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Fig.11: Amplitudes of bending force vibrations 
for different frequency intervals in cavitating 
(NPSH = 7 m) and cavitation free flow 

 
bending force on the example of the conventional 

unswept blade again for cavitating and cavitation 
free flow. In case of the cavitation free flow and for 
all frequency intervalls a gradient decreasing with 
decreasing flow rate can be seen until the design 
point (292 l/sec) is reached from whereon a slight 
increase and around instability a sharp increase can 
be observed.  

In case of cavitating flow (NPSH = 7 m) these 
observations remain almost the same if we look at 

1100



low frequency oscillations (50 Hz) but also there it 
can be shown [11] that it in creases much steeper 
once the flow rate falls short of the instability point. 
For larger frequencies a strong increase of the am-
plitudes of all frequencies is detectable starting at a 
flow rate of 120 % of the design flow. Fig.11 shows 
how strongly the bending force vibrations increase 
in the case of cavitating flow interfering with rotat-
ing stall. This is especially pronounced for low 
freuency vibrations as must be expected from the 
low rotating stall frequency. 

Outside of the existence of rotating stall cavita-
tion influences the blade vibrations in a way which 
must be caused by the reattachment of the main 
flow after cavitation areas as the “normal” cavita-
tion frequencies of imploding bubbles are known to 
be 700 Hz and higher and are not investigated in 
this context. For larger frequencies than 700 Hz as 
the ones shown the amplitudes start to fade out (cf. 
fig.12, 13) and are therefore not of interest. 

The rotational speed of the investigated axial 
pump is 18,33 Hz, further low frequency events are 
the rotating stall and separation frequencies which 
dominates around the instability flow rate, separa-
tion zones (also the reattaching flow after a cavita-
tion area) and suction recirculation. The interfer-
ence of the flow with rotaing stall can be seen best 
when the Fourier analysis of the unstationary blade 
vibrations (in the rotating system) and also of the 
pressure pulsations (in the stationary system) are 
looked at. Fig.12 shows the results on the example 
of the optimised forward swept blade both for in the 
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Fig.12: Frequency analysis of vibrational forces, 
forward swept blade wvge1, cavitation free flow 

 
relative and absolute frame of reference. In both 
parts of fig.12 the rotational speed of 18.3 Hz is 
easily seen, also in the stationary system the rota-
tional speed multiplied by the number of blades (5 
blades = 91,5 Hz. Other resonances result from 
interference with the three support vanes in the 
entrance region or other equipment. 

A peak is visible in the rotating system at 10,3 Hz 
and in the stationary one at 8 Hz. Both indicate the 
rotating stall the difference between the frequencies 
in both systems being the rotational speed of 18,3 

Hz. It is worth mentioning that the rotating stall is 
much more pronounced for the unswept blade or the 
backward swept blade as for the forward swept 
blade shown. 

The Fourier analysis belongs to a certain flow 
rate, if this measurement is repeated for different 
flow rates the onset of rotating stall can be detected 
as shown in fig.13 where its development with 
decreasing flow rate is shown until the head curve 
instability where the curves stop. 
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Fig.13: Rotating stall over the flow rate, cavi-
tation free flow 
 
It is interesting to see that all curves for so differ-

ent blade geometries as forward, backward or un-
swept bladings coincide from which it must be 
concluded that the formation of the rotating stall 
depends on the blade profiles which are the same 
for all three impellers and differs only slightly for 
the optimised blade. Vice versa this means that at 
least for this blade arrangement investigated the 
rotating stall is a purely two-dimensional phenome-
non. As it is known that rotating stall starts at the 
casing [6,9] it seem not to be dependent on 
neighbouring profiles or inlet angles. 

From fig. 13 the onset of the rotating stall can not 
be concluded as it was found from blade vibrations 
and a very weak or small rotating stall could not be 
differed from the background noise present in fluid 
systems. 

If the Fourier analysis is applied to cavitating 
flow (NPSH = 5.9 m) of the optimised blade we see                            
 

flowrate [l/s]
NPSH [m]

H* [m]
Main pump [U/min]

Modell pump [U/min]

180.458
  5.902
 5.550

267.820
1100.104

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 98 1 0
0

0
0.25
0.5

0.75
1

1.25
1.5

1.75
2

2.25
2.5

2.75
3

3.25
3.5

3.75
4

4.25
4.5

4.75
5

5.25
5.5

5.75
6

6.25
6.5

6.75
7

7.25
7.5

P
ea

kb
en

di
ng

 fo
rc

e 
[N

] 

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 10
0

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1

0.11
0.12

Pulsation measurement for blade wvge1 

Pressure pulsation (absolute) 

Bending pulsation (relative) 

Frequency [Hz] 

P
ea

k 
[m

]]

                                                                                                             Frequency [Hz] 
 Fig.14: Fourier analysis if cavitating flow, opti-
mised forward swept blade wvge1, 
 NPSH = 5.9 m  
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first of all that background noise increases rapidly 
as is usual for cavitating flow (fig.14) and is also 
found for other blades [11]. But differently to the 
unswept blade where also in cavitating flow a single 
stall cell is to be measured we see the remarkable 
finding of five different resonance frequencies 
which are concluded to result from a split up of the 
single stall cell in cavitation free flow into five 
different cells in case of cavitation. It is also inter-
esting to see that these stall cells obviously rotate 
with different rotational speeds the fasted of which 
rotates with more than the rotational speeding in the 
opposite direction.  

In fig. 14 the rotational speed of 18.3 Hz can not 
be seen in the pressure pulsations in the stationary 
system due to the large amount of background 
noise.  

In the same manner by measuring the pressure or 
bending force pulsations (but not shown) it could be 
seen that a rotating stall is also detectable at flow 
rates smaller than the instability [11]. 

 
5. CONCLUSIONS 
From the measurements described above the fol-
lowing conclusions can be drawn, at least for the 
geometries investigated:  

Blade sweep allows to shift the instability flow 
rate of axial flow pump bladings to smaller flow 
rates without negative consequences for efficiency 
or cavitation index. 

The instability flow rate depends strongly on the 
system pressure and is shifted to largely higher flow 
rates in cavitating flow. 

The onset of rotating stall does not depend on 
blade sweep . 
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ABSTRACT  

In a waterjet system, a mixed-flow pump is 

used for ship propulsion. The suction flow to this 

pump is highly non-uniform due to the boundary 

layer under the hull of the ship and the shape of the 

inlet duct. Even at normal operating conditions, 

variations in axial velocity can be as high as 50 

percent of the average value. This paper presents an 

experimental investigation of the resulting 

hydrodynamic forces on the impeller. 

Measurements are performed on a scale model 

of a commercial waterjet pump. A newly designed 

dynamometer is used to measure the instantaneous 

forces and bending moments. This dynamometer is 

built between the impeller and the shaft of the pump 

and co-rotates with the impeller. Various suction 

flow distributions to the pump are achieved by 

means of a device situated in the suction pipe. 

Results of measurements show the influence of 

the suction flow and blade interaction on forces. 

Among the most important observations are a 

backward whirling motion of the rotor system and a 

considerable steady radial force with an upward 

component.  

Keywords: fluid-induced forces; hydrodynamics; 

mixed-flow pump; non-uniform suction flow; 

rotordynamics. 

NOMENCLATURE  

D [m] impeller outer diameter 

N [rps] shaft speed 

Q [m
3
/s] flow rate 

ReΩ [-] Reynolds number based on shaft 

  speed, ReΩ = ΩD
2
/v 

Rev [-] Reynolds number based on pipe 

  velocity, Rev = 4Q/(πDv) 

v [m
2
/s] kinematic viscosity 

ρ [kg/m
3
] mass density  

Ω [rad/s] shaft angular velocity 

 

Subscripts and Superscripts 
r radial direction 

X,Y x- and y-components in lateral direction,  

 in the steady frame of reference 

1. INTRODUCTION  

Forces on the shaft of a pump can be induced 

by mechanical causes or by the effect of the 

working fluid. Mass imbalance or misalignment is a 

well known cause of mechanical forces. However, 

fluid induced forces are still not fully understood 

and subject of ongoing research. Generally, 

hydraulic unbalance and a non-uniform pressure 

distribution at the periphery of the impeller are 

regarded as causes for a lateral force on the 

impeller. Hydrodynamic excitation forces result 

from a variety of unsteady flow phenomena such as 

stall, flow recirculation, cavitation, and interaction 

between rotor blades and, for example, the tongue 

of a volute or stator vanes. Hydrodynamic reaction 

forces on the other hand may result from rotor whirl 

or precessing motion relative to the casing. 

Rotordynamic forces in a centrifugal pump 

were first measured by Domm and Hergt [1]. They 

demonstrated that impeller forces depend on rotor 

eccentricity. Similar investigations were performed 

by Hergt and Krieger [2], and Chamieh et al. [3].  

Investigations by Jerry et al. [4] and Adkins et 

al. [5] have revealed that rotordynamic forces on the 

impeller of a radial pump may arise from two 

causes: firstly, by a non-uniform pressure 

distribution at the periphery of the impeller and, 

secondly, by a non-uniform pressure distribution in 

the leakage flow area between the impeller front 

shroud and the pump casing. 

Jerry et al. [4] measured the reaction forces 

which resulted from impeller whirl. In these 

experiments the shaft of the pump was forced to 

undergo a whirling motion at different frequencies 

superimposed on the normal rotation of the 

impeller.  
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A non-uniform suction flow to a pump has an 

influence on pump performance (e.g. Toyokura [6], 

Badowski [7], Del Valle et al. [8]). This type of 

flow is encountered in many different pump 

designs, e.g. double suction pumps, sump pumps, 

in-line radial pumps, and pumps positioned closely 

to an upstream flow disturbance like a pipe bend. 

Yet, the effect on hydrodynamic forces has hardly 

been addressed in literature. Gülich and Egger [9] 

measured lateral forces on the shaft of a radial 

pump with different inlet chamber designs. Fujii et 

al. [10] investigated the blade loading of an inducer 

under cavitating conditions, with and without inlet 

flow distortion. 

This paper presents an experimental assessment 

of radial forces on the impeller of a mixed-flow 

waterjet pump. The pump consists of a 6-bladed 

impeller and a stator bowl with 7 vanes. It is built 

into a dedicated test rig in which the forces on the 

impeller can be measured accurately. A specially 

designed, co-rotating dynamometer was used to this 

end. Since the suction pipe to the pump is straight, 

the axial velocity distribution of the flow is 

modified by a pipe bundle of a specific geometry. A 

distribution similar to what is encountered in real 

waterjet pump installations, is achieved. Results of 

measurements show the influence of the non-

uniformity of the suction flow and the rotor-stator 

interaction on forces. 

2. WATERJET PUMPS 

Figure 1 shows a design of a waterjet system as 

it is encountered in most cases: a mixed-flow pump 

with an intake duct flush-mounted to the hull of the 

ship. Water is taken from below the ship and flows 

through the duct to the pump, is subsequently 

pressurized and accelerated in the nozzle.  The inlet 

flow distribution in systems like these is inevitably 

non-uniform, caused by (see Figure 2): 

- suction from the boundary layer 

- diffusion and/or acceleration in the inlet duct, 

depending on operating conditions, 

- the double bend in the inlet duct, and 

- the rotating pump shaft protruding into the 

inlet duct. 

The non-uniform inflow velocity distribution at 

normal operating condition is a phenomenon which 

is widely recognized (Seil et al. [11], Verbeek and 

Bulten [12], Brandner and Walker [13]). 

As an example, measured axial velocity 

distributions are shown in Figure 3. These represent 

cases with a non-rotating pump shaft (see also 

Bulten and Van Esch [14]). Two operating 

conditions are given, representing a fully loaded 

and an unloaded vessel sailing at maximum power. 

Operating conditions of waterjet propelled ships are 

customarily classified according to the inlet velocity 

ratio IVR, which is defined as: 

psIVR v/v=   

 

 

Figure 1. Waterjet propulsion system. 

 

Figure 2. Sketch of a waterjet system showing 

the stream tube (dashed line) and boundary 

layer. 

 

Figure 3. Measured axial velocity distribution in 

a plane normal to the shaft, just upstream of the 

impeller. Velocities are normalised with average 

axial velocity. 

with vs the ship speed and vp the average axial 

velocity entering the pump. Thus, a fully loaded 

ship at maximum velocity has a medium IVR value 

while an unloaded ship at maximum velocity is 

characterized by a high value of IVR. Operating 

conditions during the start-up phase are 

characterized by low values of IVR. 

3. EXPERIMENTAL SETUP 

A scale-model version of a waterjet pump 

manufactured by Wärtsilä Propulsion Netherlands is 

built into the test facility at the Technische 

Universiteit Eindhoven (Figure 4).  The main 

characteristics of this setup are: a closed-loop 

circuit of 18 m, a pipe diameter of 315 mm, an 

electromagnetic flow meter, a discharge butterfly 

valve, air release valves, and a pressure tank. The 

latter is used to pressurize the system in order to 

prevent cavitation. The pump is of mixed-flow type 

with a six-bladed impeller and a stator bowl with 

seven vanes. The impeller outer diameter is 335 

mm. Pump characteristics are given in Figure 5. A 

key feature is the dynamometer. A detailed 
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description of this force sensing device is given in 

section 4. 

In a normal waterjet pumping unit, the shaft is 

mounted at the suction side of the pump (Fig. 1). 

However, in this setup the shaft construction is 

changed and installed at the discharge (Nyirenda 

[15]). The reason for this alteration is that it enables 

a comparison between results obtained at non-

uniform suction flow and equivalent results with 

uniform inlet flow. This is why the straight suction 

pipe is equipped with a flow redistribution device. 

Further discussion of this device is postponed till 

section 5. 

Another adaptation to the pump, which is 

currently not in use however, is the dual shaft 

system by means of which the rotor can be set into a 

whirling motion. This feature is included in the 

design to allow for future measurements of 

hydrodynamic reaction forces. 

Signals of the dynamometer are transmitted by 

cables which lead to a set of slip rings through a 

hole in the central shaft. The shaft of the pump is 

equipped with a pulse per revolution counter from 

which the instantaneous orientation of the impeller 

can be determined. 

electromagnetic flow meter

discharge valve

outlet pressure
transducer

inlet pressure
transducer

mixed-flow pump redistribution device
and pitot tubes

gauge and safety valve

air

water

air in (max 4 bar)

 

Figure 4. Experimental facility. 

 

Figure 5. Measured pump characteristics for 

head H and efficiency ηηηη. 

double roller
bearing

radial
bearing

thrust
bearing 

spacing ring

main
shaft

secondary
shaft

suction pipedischarge pipeflexible 
coupling

dynamometer

stator impellerpulley

 

Figure 6. Cross section of the mixed-flow pump 

indicating the position of the dynamometer. 

 

4. DYNAMOMETER 

The dynamometer is a force sensing device 

which is placed between the shaft of the pump and 

the impeller (Fig. 6). Forces on the impeller are 

measured directly, as opposed to using external 

balances in bearings or pump support structures for 

which measurements are often hampered by 

unknown properties of dynamically loaded bearings 

and seals, or suffer from inaccuracies due to bearing 

play. The dynamometer has four square posts onto 

which six full Wheatstone bridges of strain gauges 

are mounted. This way, six generalized force 

components can be measured. The capability of the 

dynamometer to measure radial force as well as its 

associated bending moment is essential to this 

investigation, since the point of action of the radial 

force is not known a priori. The design resembles 

that of Jerry et al. [4] although positions of strain 

gauges are different. Electronics for stabilized 

bridge power supply and signal amplification is 

built into the dynamometer to minimize noise and 

prevent loss of signals (Fig. 7). 

Calibration of the dynamometer is done both 

statically and dynamically. Static radial loading 

consists of a series of measurements with different 

weights applied at different axial distances from the 

dynamometer. The accuracy of the calibration is 

increased further by a dynamic calibration 

procedure in situ. A disc of known mass is mounted 

on the shaft at two different axial positions. Bridge 

signals are sampled while the system is running at 

the intended shaft speed. From these two 

measurements and the known mass and axial 

distances, the response of all six bridges to radial 

force and associated bending moment can be 

assessed. Additional runs with a disc of different 

weight at different positions revealed that the 

weight and the axial location of its centre of mass 

are determined with an accuracy of 0.1 and 0.2 

percent respectively. The error in instantaneous 

forces, as calculated from the standard deviation in 

the ensemble averaged signal, is 3 percent. 
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Figure 7. Dynamometer with electronics for 

bridge power supply and signal conditioning. 

 

5. FLOW REDISTRIBUTION DEVICE 

Since the axial velocity profile in the straight 

suction pipe of the setup is approximately uniform, 

a flow redistribution device of some sort is required. 

Its purpose is to modify the velocity distribution 

into a non-uniform profile as given in Figure 3. A 

bundle of tubes of small diameter is shaped 

according to the method of Kotansky [16]. The 

resulting velocity distribution should be of shear 

flow type. However, measurements showed that the 

resulting velocity distribution, though stable and 

non-uniform, by no means resembles the intended 

shear profile. Velocity measurements are performed 

with pitot tubes, in a plane just upstream of the 

impeller at a distance of 4 pipe diameters 

downstream of the redistribution device. Measured 

velocity profiles are given in Figure 8. Velocity 

profile B is obtained after rotation of the pipe 

bundle over 180 degrees. 

Although velocity profile B does not closely 

resemble the situation encountered in waterjet pump 

installations, the main characteristic of a changing 

axial velocity in vertical direction is obtained. The 

resulting variation in velocity is almost in the range 

of what is normally encountered at medium values 

of IVR (Fig. 9). Therefore, it is concluded that many 

of the phenomena in waterjet installations related to 

the non-uniform entrance flow, can be studied in the 

current setup. 

 

Figure 8. Axial velocity profiles with and without 

pipe bundle installed, along a vertical traverse. 

 

 

Figure 9. Comparison of velocity profile B with 

measured profiles in an intake duct (Fig. 3). 

 

6. RESULTS 

Experiments are performed with and without 

velocity redistribution device for different shaft 

speeds ranging from approx. 450 rpm to 900 rpm. 

Reynolds numbers are in the range: ReΩ = 5·10
6
 - 

1.1·10
7
, and Rev = 6.1·10

5
 - 1.2·10

6
, based on BEP 

operation. Flow rates are varied between 10% of 

QBEP and maximum flow rate (90% QBEP with pipe 

bundle installed, 100% QBEP without pipe bundle). 

For each run, bridge signals are sampled during 

approx. 500 shaft revolutions and ensemble 

averaged. No additional filtering is performed apart 

from the 50 Hz line frequency.  

In section 6.1, results of force measurements 

are given for a shaft speed of 700 rpm, at maximum 

flow rate. The influence of the non-uniform suction 

flow distribution, as well as the blade interaction on 

radial forces is shown. A detailed study of the 

influence of flow rate on the steady fluid-induced 

force is presented in section 6.2. Finally, in section 

6.3, the results are compared with values obtained 

from literature in order to emphasize the practical 

implications of a non-uniform suction flow in this 

kind of application. 

6.1. Hydrodynamic forces 

From the bridge signals, it is clear that the main 

contributions to the force on the impeller occur at 

frequencies equal to the shaft frequency and higher 

harmonics. Of these higher frequencies, the 7th 

harmonic is dominant. From the ensemble averaged 

bridge signals, one can calculate radial force 

components FX and FY in the inertial frame of 

reference, during one impeller revolution. A typical 

result is given in Figure 10 for a shaft speed of 700 

rpm, at 90% QBEP, and uniform suction flow profile. 

Since the geometry is axis-symmetric and the 

suction flow is uniform,  the time-averaged radial 

force is approximately equal to the weight of the 

impeller in water. 

Instantaneous forces show contributions at 

different frequencies. This is clearly observed in 

Figures 11 and 12, where only steady forces and  

force contributions at shaft frequency are shown. 
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Figure 10. Force vector plot in the inertial frame 

of reference, normalised with impeller weight Fg 

in water, for uniform suction flow profile. 

 

 

Figure 11. Force vector plot at zero and shaft 

frequency, for uniform suction flow profile. 

 

 

Figure 12.  Force vector plot of rotor-stator 

blade interaction, inducing backward whirl of 

the impeller. 

 

Figure 13. Force vector plot for different suction 

flow profiles. 

 

Figure 14. Normalised steady fluid-induced 

force, for different flow rates and suction flow 

profiles. 

In Figure 11, the influence of impeller weight 

and centrifugal force is apparent. The latter is 

caused by mass imbalance and, to a larger extend, 

hydraulic imbalance. The centrifugal force 

component rotates in the direction of shaft 

revolution. Steady hydrodynamic force is small. 

Rotor-stator blade interaction force is shown in 

Figure 12, in the inertial frame of reference. Note 

that this blade excitation force induces a backward 

whirling motion of the impeller at a frequency of 

six times shaft frequency. Such motion is normally 

observed in rotor systems employing non-linear 

bearings and squeeze film dampers. 

In case of a non-uniform suction flow 

distribution, similar force plots are obtained. 

However, an additional steady force is observed in a 

direction which depends on the suction flow profile. 

Results at 700 rpm and 90% QBEP are given in 

Figure 13. This steady force is induced by the 

working fluid and is directed opposite for velocity 

profiles A and B. A detailed analysis is given in the 

next section. 

6.2. Steady fluid forces 

Steady hydrodynamic forces have been 

measured for different combinations of shaft speed 

and flow rate, and for different suction flow 

profiles. The resulting fluid-induced force is a result 

of an unbalanced torque loading of the impeller 

blades when operating in a shear flow (Bulten and 

Van Esch [14]). The influence of flow rate on the 

steady force is given in Figure 14. Apparently, the 

force magnitude increases with flow rate, which 

confirms the findings of Gülich [9]. The direction of 

the force is opposite for the two non-uniform 

suction flow profiles A and B, consistent with the 

two profiles being approximately inversed in y-

direction.  

Measurements for suction profile B, which is 

indicative of the suction flow profile in practical 
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waterjet applications, are presented in the graphs of 

Figure 15, for different shaft speeds. Note that the 

steady fluid-induced force, especially its magnitude, 

scales with the square of the shaft speed. The 

direction of the force vector is approx. at 35 to 45 

degrees with the horizontal axis for flow rates 

above 50% QBEP. For lower flow rate the direction 

 

 

 

 

Figure 15. Normalized steady fluid-induced force 

for different flow rates and shaft speeds and 

suction velocity profile B. Graphs show force 

vector vectors, magnitude and direction. 

deviates presumably due to inlet recirculation which 

influences the suction velocity profile. 

From the results it is concluded that the 

impeller in a waterjet installation undergoes a lifting 

force as well as a lateral force component in 

horizontal direction. If not properly accounted for in 

the design phase of these pumps, this effect may 

lead to the bearings being unloaded at times, and 

thus to high levels of vibration, noise and damage.  

6.3. Comparison 

It is of interest to compare the magnitude of the 

forces measured in this investigation to forces 

mentioned in literature for pumps of the same type. 

An overview of force measurements on pump shafts 

can be found in e.g. Gülich [17]. The magnitude of 

forces is customarily divided in steady and unsteady 

components (in the inertial frame of reference). 

Figure 16 presents a comparison of the steady force 

components, as a function of flow rate. The 

measured values refer to the steady fluid-induced 

force caused by the non-uniform suction flow 

distribution in the experimental setup. Clearly, near 

design flow rate, the measured force is much higher 

than the values normally found in these pumps. At 

overload conditions, this difference only increases. 

It should be noted that a steady force is potentially 

harmful to the shaft, since it is experienced by the 

shaft as a fluctuating force, possibly leading to 

damage through fatigue failure.  

Unsteady CFD calculations performed at 

Wärtsilä Propulsion indicate that steady fluid-

induced forces will be even larger for the suction 

velocity profiles encountered in practice. 

Dimensionless radial force may be as high as 0.1 at 

design flow rate. This means that for the largest 

installations, the force will exceed the weight of the 

impeller several times. For smaller sized 

installations the force can even increase to over 10 

times the impeller weight at full power. 

  

Figure 16. Comparison of radial forces as given 

in literature with measured values.  
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7. CONCLUSIONS 

Measurements of radial forces are performed on 

a scale model waterjet pump. A newly designed co-

rotating dynamometer is used, which is mounted 

between the impeller and the shaft. Attention is 

focused on the effect of a non-uniform suction flow 

on forces. Main conclusions are: 

- Rotor-stator blade interaction generates 

excitation forces which lead to backward 

whirling motion of the impeller/shaft system. 

- A non-uniform suction velocity profile leads 

to a steady fluid-induced force, the direction 

of which depends on the type of suction 

profile. 

- Steady fluid-induced force scales with the 

shaft speed squared. 

- The suction velocity profile as encountered in 

waterjet installations, generates a steady force 

with an upward component, essentially lifting 

the rotor system. In practical situations this 

may lead to bearings being unloaded. 

- The magnitude of the steady fluid-force is 

much larger than normally anticipated in this 

type of pump, even for relatively mild suction 

velocity deviations of +/- 20%. 

- For highly distorted suction velocity profiles, 

like encountered in waterjet applications, the 

steady force may exceed 10 times the weight 

of the impeller. 
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ABSTRACT 

In the present work a fully integrated analytical and 
computational method for radial impeller and fan 
design is presented, in order to achieve already in 
design stage the maximum possible efficiency. First 
the inlet and outlet dimensions for the combined 
impeller – diffuser – unit are found by a new 
integrated mean line analysis implemented as 
software using a steepest gradient method. In this 
step the system, where the fan has to operate, e.g. a 
vacuum cleaner, is already considered. After that, 
the optimum blade shapes for the impeller and the 
diffuser are computed in a second software module 
by an inverse method according to a prescribed 
pressure increase in the blade channels. This 
method leads to blade shapes with optimised 
pressure increase in the blade channel and, 
therefore, to high efficiencies. Looking now to the 
parameters and characteristic lines relevant for 
performance, the very best designs only are selected 
for further CFD computation. The selected designs 
are simulated with a commercial CFD program. In 
this step, the results of the design are validated and 
details are resolved. Finally prototypes were built. 
These prototypes where measured and the 
improvements where validated experimentally. 

Keywords: CFD, inverse design method, 
integrated performance optimization, mean line 
analysis, radial impeller and diffuser, test rig 
measurements 

NOMENCLATURE 
Q  [m³ s-1] flow rate 
Re  [-] Reynolds number 
b [m] blade height 
c [m s-1] absolute velocity 
d [m]  diameter 
n [min-1] speed 
nq [min-1] specific speed 

p [Pa] pressure 
r [-] reaction 
r [m] radius 
s [m] blade thickness 
u [m s-1]  peripheral velocity 
w [m s-1]  relative velocity 
z [-] number of blades 
∆ [-] variation of a quantity 
Π [-] compression rate 
α [rad] diffuser blade angle,  

Absolute impeller velocity angle  
ß [rad] impeller blade angle 
δ [-] diameter coefficient 
ϕ [rad] blade angle 
η [−] efficiency 
ν [m² s-1] kinematic viscosity of air 
ρ [kg m-3] density 
σ [-] speed coefficient 
 
Subscripts and Superscripts 
1 at the impeller inlet  
2 at the impeller exit 
3 at the diffuser inlet 
4 at the diffuser exit 
t total 
s static 
d dynamic 
imp impeller 
dif diffuser 
rig referring to test rig 
 

1. INTRODUCTION 
Nowadays the development of turbo-machinery 

is still performed mostly by improving existing 
geometries experimentally and/or applying simple 
design methods and rules out of the text books. The 
experience of the designer also plays a major role in 
this process. Increasingly, computational tools for 
the simulation of the flows in turbomachines are 
being utilized for turbomachine development. But 
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the simulation is only as good as the geometry input 
for simulation. Therefore, this tool is not enough to 
achieve substantial efficiency improvements.  

 
At the LSTM a method was developed to 

perform a well directed design of turbomachines, 
such as centrifugally impellers and impeller-diffuser 
combinations, with special applications to vacuum 
cleaner fans, “Figure 1”. With this method it is 
possible to optimise the hydraulic characteristics of 
turbomachines: flow rate, pressure and efficiency. It 
is an integrated optimisation strategy combining 
computer supported advanced design techniques 
with CFD computations.  

 
The backbone of the method is formed by the 

classical methods of turbomachinery performance 
analysis. For the design of fans and centrifugal 
impellers a full digital mean line design is 
performed. To compute the blade shapes, an inverse 
method based on prescribed velocity and pressure 
distributions is utilized. This method leads to blade 
shapes with optimised pressure increase in the blade 
channel and, therefore, to high efficiencies. The 
numerical computation of these geometries is so 
fast that one can analyse hundreds of potential 1D 
designs in quite a short time. Looking now to the 
parameters and characteristic lines relevant for 
performance, the very best designs only are selected 
for further development. This step has more 
influence on the success of the design than any 
other part of the design process. 

 

 
Figure 1. Fan design process 

2. PRE-DESIGN CONSIDERATIONS 
 
Vacuum cleaner impellers, diffusers and fans 

have a specific speed nq = 10 – 40 [min-1], a speed 
coefficient of about σ = 0.1 and a diameter 
coefficient of approximately δ = 10, Bohl  [1]. 
Plotting these numbers in the Cordier diagram, 
Cordier [2], one can see that one gets a pure radial 
machine, “Figure 2”. 
 

Generally one can say that the compression rate 
Π of a centrifugal compressor can be classified as 
follows:  

 
1. Fans: 0 < Π < 1.1 
2. Blowers: 1.1 < Π < 4  
3. Compressors: Π > 4 
 
The pressure increase measured in vacuum 

cleaner fans is of the order of 10.000 [Pa] to 20.000 
[Pa]. This means the one has a compression rate of 
about Π=1.1 – 1.25, Sigloch [5]. This means a 
density change in the fan of ∆ρ = 10%-20%. Since 
this density changes are still small one can perform 
an incompressible design.  

 
Typical speeds of vacuum cleaner fans are about 
n=40.000 [min-1], the impeller exit diameter is of 
the order of  D2 = 0.1 [m] and the impeller exit 
height is of the order of  b2 = 0.005 [m]. Computing 
the Reynolds number Re based on the peripheral 
speed U2 = π D n of about 200 [m/s] and on the exit 
height b2  

 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 2. The Cordier diagram (Bohl [1]) 
 

52 2Re [10 ]u b O
ν

= =    (1) 

where ν is the kinematic viscosity of the air. Hence 
the inertial forces are much greater than the viscous 
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forces, Batchelor [1], and therefore, for design 
purposes, the viscous forces may be neglected. 
 
Besides, vacuum cleaner impeller and diffuser 
blades are single curved. It will be assumed that the 
flow follows the blade angles and is, for design 
purposes, essentially one dimensional, Eck [3]. 
Strictly speaking this condition holds only for an 
infinite number of blades and for a finite number of 
blades the flow angle may differ from the blade 
angle to some extent. 

3. INVERSE MEANLINE DESIGN 
The present inverse mean line design method is 

partially based on the method first presented by 
Pantell [5], only that it is worked out for single 
twisted blades. Besides, Pantell´s method is a 
method suited to compute blade shapes only and 
does not give any information on the proper inlet 
and outlet parameters. It can be applied to impeller 
blades as well as to diffuser blades.  

3.1 Inlet and outlet parameters 
As an input for the blade shape it is first 

necessary to provide the inlet and outlet geometrical 
parameters d1, d2, b1, b2, ß1 and ß2, Figure 3, 
required by the kinematical form of the Euler 
turbomachinery equation, Eck [3], as well as the 
flow rate and the speed, i.e. to fully define the 
velocity triangles at the inlet and the outlet: 

Figure 3. Inlet and outlet geometry parameters 

( ) ( ) ( )2 2 2 2 2 2
2 1 2 1 1 22t impp c c u u w wρ

−
⎡ ⎤∆ = − + − + −⎣ ⎦

 (2) 

( ) ( )2 2 2 2
2 1 1 22s impp u u w wρ

−
⎡ ⎤∆ = − + −⎣ ⎦  (3) 

( )2 2
2 12d impp c cρ

−∆ = −    (4) 

These formulas apply from the inlet to the exit 
of the impeller. The reaction of the impeller is given 
by the ratio of the static pressure increase to the 
total pressure increase, Eck [3]: 

  s

t

pr
p

∆
=

∆
    (5) 

In the literature, e.g. Eck [3] and Enßlinger [4], 
it is common to read that in order to achieve high 
efficiencies one should have a reaction as high as 
possible. The reaction is a measure of the static 
pressure increase between the inlet and the outlet of 
the impeller referred to the total pressure between 
the same points. Since it is a relation between 
pressure increases the value of the reaction can vary 
between 0 < r < ∞. If c2>c1 then r<1 else r>1. 
Therefore the reaction is not a direct efficiency 
design parameter, although some authors 
recommend keeping it high. This can be misleading 
and a proper efficiency design formula has to be 
found. For that purpose one has to observe how the 
pressure, which goes into efficiency, is measured. 
This can be directly read out of the diagram in 
Figure 4  

 

 
Figure 4. Euler and Rig static pressure increase 

( ) ( )2 2 2 2 2
2 1 1 2 12s rigp u u w w cρ

−
⎡ ⎤∆ = − + − −⎣ ⎦ (6) 

2
22d rigp cρ

−∆ =     (7) 

Also the dynamic pressure is changed properly, 
delivering the velocity at the exit and total pressure 
remains the same. Now it can be immediately seen 
that an ideal efficiency can be defined as 

s rig
ideal imp

t imp

p
p

η −
−

−

∆
=

∆
   (8) 

This is actually what corresponds to a total to static 
efficiency, Japikse [6]. It can be easily shown and 
also seen in Figure 4 that it is indeed a total to static 
efficiency, its value will always lie between 0 and 1. 
This is the quantity to be optimized in design to set 
up the Euler parameters d1, d2, b1, b2, ß1 and ß2. At 
the same time, as a constrain, one has to keep the 
relative velocity within a certain range, typically not 
exceeding 80 to 100 [m s-1]. Furthermore, as a 
second constrain the rig static pressure computed 
can not be less than a value prescribed in design, for 
vacuum cleaner fans typically 30.000 [Pa] at a flow 
rate of 18 [l/s]. Sweeping the parameter space with 
a C++ program one can easily find the best 
configurations satisfying the constrains. 
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Coupling now the diffuser to the impeller one has to 
add the terms 

0t difp −∆ =     (9) 

( )2 2
3 4

1
2s difp c cρ−∆ = ⋅ ⋅ −   (10) 

( )2 2
3 4

1
2d difp c cρ−∆ = ⋅ ⋅ −   (11) 

where as a first approximation, considering the gap 
between impeller and diffuser, one can compute  

2
3 2

3
u u

rc c
r

=     (12) 

2 2
3 2

3 3
m m

b rc c
b r

=     (13) 

Hence the efficiency of the coupled impeller-
diffuser system can than be written as 

s rig s dif
ideal imp dif

t imp

p p
p

η − −
− −

−

∆ + ∆
=

∆
  (14) 

It is important to note that for ideal flows the total 
pressure does not change in the diffuser, only the 
static pressure increases and hence also the 
efficiency increases. In such a way it is possible to 
write an equation for the efficiency for the coupled 
impeller-diffuser unit. Substituting now for the 
velocities the well known formulas from mean line 
design, Appendix I and Sigloch [3], one can resolve 
the velocities as a function of flow rate, rotating 
speed and inlet and outlet diameter, angle and 
height. Also the number of blades and the blade 
thickness has to be considered. In that way it is 
possible also here, with a parameter sweeping with 
a proper C++ program, considering also the 
constraints mentioned above to find the best 
parameters for the design. It has to be pointed out 
that in order to get the final best parameters this 
method has to be coupled with the blade shape 
computation method described in the next section, 
otherwise unphysical solutions will be found, 
leading to huge pressure gradients in the blade 
channels.  

3.2 Blade shape 
The blade shape is computed inversely prescribing a 
proper pressure increase in the impeller as well as a 
pressure recovery in the diffuser. In order to 
prescribe these pressure curves it is although 
necessary to specify the inlet and outlet parameters 
as described in the previous section. On the other 
hand, in order to find the proper inlet and outlet 
dimensions, especially the proper diameters, it is 
important to verify the velocity or pressure rise in 
the blade passages, i.e. the blade shapes. Therefore 
an iterative approach is necessary, i.e. the velocity 
triangles have to be determined taking into account 
the blade shapes and the corresponding pressure 
distribution. 

The impeller blade shape is computed from a given 
velocity distribution, as it is well known from the 
literature, e.g. Pantell [5] and Sigloch [3], according 
to the formula 

( ) ( )
1sin imp impz s Qß r

d d b w rπ π
= +  (15)

 (15) 
and for the diffuser  

( ) ( )
1sin dif difz s Qr

d d b c r
α

π π
= +  (16) 

These equations follow directly from the velocity 
triangle, Figure 5, considering also the blade 
thickness: 
 

 
Figure 5. Velocity triangle  
   

( )( )
sin ( ) ( sin ( ) )

mw r Qw r
ß r d ß r z s bπ

= =
−

(17) 

 
Since for design the flow may be treated as 
incompressible, it is immediate to prescribe a 
pressure distribution in order to get the blade angles 
ß and α. Now the blade shape is computed 
according to the formula, Pantell [5], Figure 6, 

1

1( )
tan

r

r

r dr
r ß

ϕ = ∫    (18) 

and for the diffuser one hast to substitute the 
impeller blade angle ß by the diffuser blade angle α. 
Equation 18 can be solved numerically leading to 
single twisted blades computed point by point. The 
hub is assumed to be flat and for the shroud shape 
b(r) a function is assumed in such a way to result in 
a proper meridian area and hence a proper meridian 
velocity distribution.  
 
 
 
 

c 

cu 

w 

u 

wu 

wm    = cm 

ß 
α 
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Figure 6. Blade shap representation in polar 
coordinates 
 

4. CAD MODEL 
From the design one gets the blade and shroud 
shapes which are written out as a text file. In the 
CAD system the steps for building the model and 
the fluid domain are, Lamit [7], Köhler [6]: 

- reading in of the blade and shroud curves 
- generating the blade by protrusion 

according to the curve read in 
- pattern the blade according to the blade 

number 
- cutting off the blade excess according to 

the shroud curves 
- generating the hub and the shroud 

 
An example of an impeller-diffuser unit CAD 
model is shown in Figure 7. After the model has 
been generated, the corresponding flow domain, i.e. 
the blade passages where the flow is taking place 
has to be models subtracting the flow domain from 
a volume model enclosed by hub and shroud, Figure 
8.  
 

 
 
 
 
 
 
 
 
 
 

Figure 7. CAD model of impeller-diffuser unit 

 

 

 

 

 
 

Figure 8. Flow domain of impeller-diffuser unit 

 
Besides, in order to compare the simulation results 
with measurements, it is necessary to simulate also 
the test rig measuring section and a region 
surrounding the impeller diffuser unit, including 
also the motor, as shown in Figure 9. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Flow domain including impeller-
diffuser unit, test rig and outlet 

5. GRID GENERATION 
The grid generation is performed using a 

commercial grid generator, ANSYS ICEM CFD.  
 
When the geometry is complex, this task 

usually consumes the largest amount of time in the 
CFD process by far, Ferziger [6]. Due to the amount 
of impeller-diffuser units run in the iteration loop 2-
3 in Figure 1, of the order of 30, and also due to the 
complexity of the geometry, tetrahedral grid 
meshing is preferred. Tetrahedral cells are not 
desirable near walls in the boundary layer needs to 
be resolved because the first point has to be very 
close to the wall, Ferziger [7]. For this reason a first 
layer of prisms is generated near solid boundaries, 
Figures 10 and 11. 

 

 
 
 

Figure 10. Tetrahedral impeller grid with prism 
layers  

dr 

r 

ß 

r1 dφ 

r+dr 

r2 
MotorImpeller-Diffuser

Test Rig Outlet 
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Figure 11. Tetrahedral diffuser grid with prism 
layers  

 
 
The total amount of grid elements is around 5 

Million, as shown in detail in Table 1 

Table 1: Number of grid elements 

Nr. of Elements
Test Rig 278,691
Impeller 2,068,329
Diffuser 1,155,307
Outlet 1,421,749
Total 4,924,076  
 

6. NUMERICAL SIMULATION 
The fluid flow is described according to the 

conservation of mass, momentum and energy. The 
numerical simulation is performed with a 
commercial Navier – Stokes solver, ANSYS CFX. 
As a finite volume solver it satisfies strict global 
conservation by enforcing local conservation over 
control volumes which are constructed around each 
mesh vertex node. Advection fluxes are evaluated 
using high resolution scheme which is essentially 
second order accurate.  

One of the main problems in turbulence 
modelling is the accurate prediction of flow 
separation from a smooth surface. Standard two-
equation turbulence models often fail to predict the 
onset and the amount of flow separation under 
adverse pressure gradient conditions. Two solve this 
problem new models have been developed. The 
model recommended by ANSYS and used in the 
present computations is the Shear Stress Transport 
(SST) model of Menter [9]. The model works by 
solving a turbulence/frequency-based model (k-ω) 
at the wall and k-ε in the bulk flow. A blending 
function ensures smooth transition between the two 
models. 

As to the boundary conditions the mass flow 
was specified at the inlet and atmospheric pressure 
was specified at the outlet. The rotating speed is 
dynamically computed according to the torque 

speed characteristic of the measured reference 
impeller-diffuser-unit, due to the variable speed of 
the universal motor drive. A typical torque-speed-
curve is shown in Figure 11. 

 
 
 
 
 
 
 
 
 
 
 

Figure 12. Torque-speed-curve of impeller-
diffuser-units 

7. NUMERICAL RESULTS 
Numerical results for an impeller alone, for a 

typical impeller-diffuser-unit as well as an LSTM 
optimized impeller-diffuser-unit are shown in 
Figure 13.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. Efficiency curves 
 
It can be seen that considering already in design 

the impeller and diffuser as one unit much higher 
efficiencies can be achieved, compared to nowadays 
industrial impeller-diffuser units, which where 
designed separately.  
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8. PROTOTYPES 

After finishing the iteration loop 2-3 in Figure 1, 
prototypes are usually build, as shown in figure 14.  

  

 
Figure 14.  Left: Industrial fan and impeller; 

      Right: corresponding prototypes  
 
These prototypes are built in rapid prototyping 

process, making it possible to have a fast feedback 
on the values achieved in simulation. The 
prototypes are built directly from the CAD data 
used also for the numerical simulation, ensuring 
that what is simulated is also precisely measured. 

9. MEASUREMENTS 
The prototypes are than measured at a test rig 

built at the LSTM according to DIN 24 163, Figure 
15.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 15. Test rig 
 
Performing a full detail numerical simulation, 

including the motor details and also the test rig, 
excellent agreement between simulation and 
measurement have been achieved, Figure 16. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
Figure 16. Measurement and CFD results 
 

10 SUMMARY AND CONCLUSIONS 
 
A new analytical approach for the combined 
design of impeller-diffuser unites was 
presented. It was shown, that in combination 
with numerical simulations, the new method is 
a powerful tool to improve the hydraulic 
efficiency of such units, improving the 
efficiency of nowadays impeller-diffuser units 
in over 10%. Performing a careful and full 
detail numerical simulation, it is possible also 
already in the CFD stage of the development to 
have very accurate prediction of test rig 
measurements, so that building the prototypes 
represents almost no risk anymore.   
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ABSTRACT 
The purpose of this study is to show, using 

Computational Fluid Dynamics (CFD) analysis, the 
complex phenomena related to the internal flow in a 
squirrel-cage centrifugal fan and their impact on the 
aeroacoustic behaviour. These phenomena are the 
interactions and unsteadiness induced by the 
relative motion of the rotating blades compared to 
the volute. Thus, 3D unsteady calculation using 
Unsteady Reynolds Averaged Navier-Stokes 
(URANS) approach was applied on a hybrid mesh 
grid whose refinement was studied and adapted to 
the flow morphology. Turbulence was modelled 
with the k-ω-Shear Stress Transport (SST) model. 
The computational domain was divided into two 
zones, a rotating zone including the impeller and a 
stationary zone including the volute. A sliding mesh 
technique was applied to the interface in order to 
allow the unsteady interactions between the two 
zones. The overall performances measured and 
predicted by the computations at different flow rates 
are in good agreement. 
The unsteady part allowed locating the noise 
sources. It is illustrated by the pressure and 
aerodynamic force fluctuations applied on the blade 
surfaces, and on different points from the lateral 
surface of the volute. The analysis of the wake 
generated by the rotation of the blower shows that 
the volute tongue is the main zone of unsteadiness 
and flow perturbations. 
Finally, using the pressure fluctuations data 
acquired upon the surfaces of rotating blades, 
acoustic pressures were predicted by a hybrid 
method based on the Ffowcs Williams-Hawking 
analogy. 

 

Keywords: Aeroacoustics, Centrifugal Fan, 
CFD, Turbomachinery. 

NOMENCLATURE 
a0 [m/s] Far field sound speed 
c [m/s] Sound speed in quiescent medium 
f =0 [-] Function that describes the source  

surface 
F [Hz] Frequency 
G [-] = τ-t+r/c 
H(f) [-] Heaviside function 
nj [-] Unit normal vector 
p’ [Pa] Acoustic pressure 
Pij [Pa] Compressive stress tensor 
pref [Pa] Reference pressure 
Psd [Pa2] Power spectral density 
t [s] Observer time 
Tij [Pa] Lightill stress tensor 
ui [m/s] Fluid velocity in the xi direction 
un [m/s]  Fluid velocity in the normal 

direction 
vi  [m/s] Surface velocity in the xi

direction 
vn [m/s] Surface velocity in the normal 

direction 
x [m] Observer position 
δ(f] [-] Dirac delta function 
∆t [s] Time step 
ρ [Kg/m3] Density 
τ [s] Source time 
 
Subscripts  
L Loading noise component 
T Thickness noise component 
0 Denotes fluid variable in quiescent 
 medium 
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1. INTRODUCTION  
Squirrel-cage centrifugal fans are widely used 

in industry. They are used as circulating fans in 
central heating and air-conditioning systems in 
buildings, as blowers in automotive heating/cooling 
units, and in numerous other applications for their 
large capacity of mass flow, size compactness and 
low noise. 

The recent development of computational fluid 
dynamics for three dimensional viscous flow fields 
provides efficient tool for analysis and design, thus 
flow analysis techniques using URANS approach 
have made remarkable progress in the applications 
to turbomachinery. 

Recently, more attention has been paid to the 
study of unsteady phenomena in turbomachines. 
These phenomena are the interactions and 
unsteadiness induced by the motion of the rotor 
relatively to the stator. 

As concerns squirrel-cage centrifugal fans, R.J. 
Kind [1] studied a method for predicting flow 
behaviour and performance using simulation 
approach, based on subdividing the fan into a 
number of zones. Sandra Velarde-Suarez [2] studied 
the aeroacoustic behaviour based on the theory of 
vortex sound coupled with experimental data. 
Siddharth Thakur [3] used three dimensional (3D) 
CFD approach to analyze fluid flow in a centrifugal 
fan. Yong Cho and Young J.Moon [4] used the 
unsteady viscous flow fields of a cross-flow fan 
computed by solving the two dimensional (2D) 
incompressible Navier-stokes equations in order to 
feed the Ffowks Williams Equation, They studied 
the acoustic benefit of an impeller with uneven 
blade spacing. Kwang-Yong Kim [5] applied the 
response surface method using RANS approach to 
the aerodynamic design of a forward-curved-blade 
centrifugal fan to optimize the shapes of scroll and 
blades in order to maximize the flow efficiency.  

Downstream domain 

Upstream domain 

Impeller domain 

Volute domain 

In this paper, interactions and unsteadiness 
induced by the motion of rotating blades relatively 
to the volute were studied using CFD calculation. 
The computations were validated at different flow 
rates by comparison with experimental results. The 
unsteady part of this study is illustrated by the 
pressure and aerodynamic force fluctuations applied 
on blade surfaces, and on different points from the 
lateral surface of the volute. The analysis of the 
wake generated by the rotation of the blower shows 
that the volute tongue is the main zone of 
unsteadiness and flow perturbations. 

Finally, based on pressure fluctuations data 
acquired upon the surfaces of rotating blades, 
acoustic pressures were predicted by a hybrid 
method using the Ffowcs Williams-Hawking 
formalism. 

 
 
 

2. NUMERICAL MODELLING 
To consider the unsteady interactions between 

the rotating impeller blades and the stationary fan 
casing, and to understand the internal flow, a 
numerical simulation based on the finite volume 
numerical method using the commercial code 
FLUENT 6.2 was carried out. The details of this 
analysis are presented in the following sections.   

2.1. Fan Presentation 
The main fan parameters are presented in 

Table1. These parameters were transformed into 
complete Computer Aided Design (CAD) model 
and saved into STL format in order to build 
prototype using rapid prototyping method which 
requires that parts are complete and have continuity.  

Table 1.  Geometrical characteristics of the fan 

Impeller 
Description Value 

Blade number 39 
Impeller width 70 mm 

Blade chord length 26.2 mm 
Blade thickness  1 mm 
Inlet blade angle  5° 

Outlet blade angle 70° 
Shape blade circular arc 

Rotational speed 3000 rpm 
Impeller inlet diameter  120 mm 
Impeller outlet diameter 160 mm 

Volute casing 
Inlet diameter  120 mm 

Outlet size 100 x 76 mm 
Volute tongue radius 5 mm 

Volute tongue position Radius 90 mm 
Volute shape Logarithmic law 

 

2.2. Computational Domains and Mesh 
The computational domain was divided into 

two zones, a rotational zone including the impeller 
and stationary zones elsewhere, taking into account 
the clearance between the impeller and the volute.  

 
 
 
 
 
 
 
 
   

 
 
 

Figure1. Geometry modelling of the flow 
domains 
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For numerical stability reasons, and to 
minimize boundary conditions effects, the 
computation domain was extended upstream and 
downstream. The geometry of this configuration is 
shown in Figure 1.  

The resulting geometry was used to build a 
hybrid mesh. The grid refinement was studied and 
adapted to the flow morphology, minimizing 
element distortion and having required resolution in 
high gradient regions. Figure 2 shows the influence 
of the mesh refinement on the difference of static 
pressure between the inlet and the outlet of the fan. 
According to this figure, the 1.7 x 106 cell grid is 
considered sufficient to ensure mesh independence. 
Figure 3 shows the resulting mesh. Table 2 gives 
the details of the retained grid. 

 

 

 

 

 

Figure 2. Influence of the grid resolution.  

 
 
 
 
 
 

 

 

Figure 3. Resulting grid mesh of the fan. 

Table 2. Used grid details 

Fluid domain mesh tip Number of cells 
Impeller Hybrid 999744 
Volute Hybrid 723960 

        Total 1723704 

2.3. Simulation Parameters 
Velocity Inlet and Pressure Outlet boundary 

conditions were applied at the inlet and the outlet 
respectively. A sliding mesh technique was applied 
to the interfaces in order to allow the unsteady 
interactions between the impeller and the volute. 
Turbulence was modelled with the k-ω-SST model 
[6]. The k-ω-SST model combines the standard k-ω 
model with the Standard k-ε and also takes the 
transport effects of the principal turbulent shear 

stress into account through a modified turbulent 
viscosity formulation. It has been shown to perform 
very well for adverse pressure gradient 
aerodynamic flows. The stopping criterion for the 
scaled norm of the residuals is 10-4. The governing 
equations were solved using the segregated solver 
and a centred SIMPLE algorithm was used for the 
pressure velocity coupling. A gauge pressure of 
101325 Pascal was applied at the outlet and a 
suitable value was determined for the inlet. The 
CFD simulation process began with a steady flow 
calculation using Multiple Reference Frames 
(MRF) model. Using the preliminary solution at the 
operating point whose flow rate is equal to 500m3/h, 
an unsteady calculation was then performed using a 
sliding mesh model (SMM) choosing a time step 
equal to 5.10-5

 seconds. This time step is small 
enough to capture the phenomena due to the 
impeller rotation.  
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2.4. Overall Performances Validation 

2.4.1. Test Bench  
Overall measurements were carried out on the 

test bench shown in Figure 4a, designed and built at 
LEMFI-ENSAM according to the ISO 5801 
standard. It’s composed of an airtight box (1.3 x 1.3 
x 1.8 m), witch is placed upstream the centrifugal 
fan, making possible to vary the flow rate by 
changing the diameter of an orifice plate 
(diaphragm). The rotational speed is set by a 
frequency variator and measured using an optical 
tachometer of 0.1% accuracy. For each diaphragm 
of given diameter, the static pressure provided by 
the centrifugal fan is measured using a micro 
manometer (precision 1%). The diagram of this test 
bench is shown in Figure 4b. 

Cells number 

 

Figure 4a. Test bench ISO 5801 
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Fan 

Tachometer  

 

 

 

 
 
 
 
 

 

Figure 4b. Diagram of the test bench. 

2.4.2. Experimental and Numerical Results 
Comparison 

The CFD calculations were carried at different 
flow rates, and compared with experimental results. 
Figure 5 shows that the measured static pressure 
difference between the inlet and the outlet fan is in 
good agreement with CFD calculations. 

 

 
 
 
 
 
 

 

Figure 5. Aerodynamic characteristic of the fan.  

2.5. Unsteady Pressures Calculation 
Figure 6 shows the different points position 

around the volute in the middle span (Span 2), 
where fluctuating static pressures were calculated 
(Points 1 to 9). The same distribution of points was 
used in two other parallel spans, Span1 near the 
inlet of the fan, and Span 3 in the bottom of the 
volute. For each time step, the data were saved. 
After the calculation, each recorded sample was 
Fast Fourier Transform (FFT) processed (reference 
pressure is set to 2x10-5 Pa) and then the 
aerodynamic pressure spectra were finally obtained. 
These spectra provide a direct measure of the 
amplitude of the aerodynamic pressure fluctuations 
at each frequency. The pressure level is given by: 
10. log10 ( psd / p²ref). 

3. ANALYSIS OF NUMERICAL RESULTS 

3.1. Pressure and Velocity Fields  
Figure 6 shows the instantaneous static pressure 

field in Span 2 at the nominal flow rate (500m3/h). 
The conversion of dynamic pressure produced by 
the impeller rotation into static pressure by the 
volute casing can be seen, thus the maximum of 
pressure is obtained in the outlet duct. A non 
homogenous pressure distribution is observed at the 
zone around the gap between volute tongue and 
impeller periphery, characterized by a high gradient 
of pressure. The volute tongue whose role is to 
drive the flow towards the fan outlet also presents a 
singularity for the flow. The shape of the volute 
casing creates a geometrical asymmetry, this 
phenomenon influences the pressure distribution 
and fluctuating efforts on the blades impeller.  
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Figure 6. Instantaneous static pressure field: 
middle surface and meridian surface. 
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The instantaneous velocity vectors in the fan 
are plotted in Figure 7. This figure shows, in Span 
2, that the volute tongue zone presents a strong 
recirculation of the fluid particles in the gap 
between the volute tongue and the impeller 
periphery.  

In the meridian surface, it can be seen that the 
impeller blades are partially fed by the flow. This 
non homogenous distribution of the mass flow 
coupled with the rectangular shape of the volute 
casing creates strong vortex and recirculation of the 
fluid at the axial gap, this phenomenon generates 
aerodynamic losses. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Instantaneous velocity field: middle 
surface and meridian surface. 

3.2. Unsteady Calculation Results 
Figure 8 shows two periods of the force 

fluctuations applied on one blade. The total force 
component on the blade was computed from the 
node value by summing the pressure and viscous 
forces of each cell. 

 
Figure 9 shows the different relative positions 

of the blade during the calculation. According to 
this diagram, the influence of the volute tongue on 
the force variation can be seen between Point 1 and 
Point 3. A quick fluctuation at Point 2 (two 
milliseconds between Points 1 and 3) is observed. 
This fast variation has a significant impact on the 
loading noise generation defined in section 4.  
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Figure 8. Force fluctuations applied on the blade 
(2 revolutions) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
 
 

Figure 9. Blade positions during the calculation 
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Figure 10 shows the spectrum of the 
aerodynamic pressure calculated at the volute 
tongue in Span 2. The graph suggests that the 
dominant mode occurs at 1950 Hz, which 
corresponds to the blade passing frequency (BPF). 
A non presence of other peaks in the spectrum at 
the harmonics frequency is observed. This is due to 
the nature of the interaction between the impeller 
and the volute, which does not generate 
interferences.  
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Figure10. Aerodynamic pressure spectrum at the 
volute tongue. 

The Fourier coefficient values at the BPF point, 
at each computation point, and at the three defined 
Spans are calculated and reported in the graph 
shown in figure 11. The graph represents the 
magnitude of the wake generated by the blades 
motion around the volute. The shape of the three 
curves globally matches. The dominant value is 
observed at the volute tongue point; this result 
indicates that the volute tongue is the mean zone of 
unsteadiness and interaction with the rotating 
impeller. Away from the volute tongue the three 
curves decrease, thus the minimum value is 
observed at the zone around the point 7, this is due 
to the morphology of the flow which becomes 
stable. The curves increase progressively from the 
point 7 on. It can be seen that the point 6 is 
remarkable because of the curve increases, this is 
due to the flow which becomes disorganized and it 
can be related to the volute tongue effect.  

 
 
        
 
 
 
 
 
 
 

 

Figure 11. Pressure fluctuation variation around 
the volute at the BPF (1950Hz).  

4. AEROACOUSTIC RESULTS AND 
DISCUSSION 

The Ffowks Williams and Hawkings (FW-H) 
[7] equation is essentially an inhomogeneous wave 
equation that can be derived manipulating the 
continuity equation and the Navier-Stokes 
equations. The FW-H equation can be written as: 
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The first two source terms in equation (1) are 
monopole (thickness) and dipole (loading) sources, 
respectively, based on their mathematical structure. 
The monopole source term models the noise 
generated by the displacement of fluid as the body 
passes. The dipole or loading source term models 
the noise that results from the unsteady motion of 
the force distribution on the body surface. Both of 
these sources are surface sources: i.e., they act only 
on the surface f=0 as indicated by the Dirac delta 
function δ(f). The third source term is a quadripole 
source term that acts throughout the volume that is 
exterior to the data surface as indicated by the 
Heaviside H(f). 

Using the free-space Green function (δ(G)/4πr), 
the solution to equation (1) is obtained. Thus the 
complete solution consists of surface integrals and 
volume integrals. The surface integrals represent the 
contribution from monopole and dipole acoustic 
sources and partially from quadrupole sources if the 
integration surface is impermeable. The 
contribution of the volume integrals which 
represent quadrupole (volume) sources in the region 
outside the source surface becomes small when 
flow is subsonic. Thus the volume integrals are 
neglected. 
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The two terms on the right in equation (4), 
),(' txp T

r
 and ),(' txp L

r
, thickness and loading 

terms respectively are developed in [7]. 
The fluctuating variables, pressure and velocity 

upon the impeller surfaces, were obtained for 2000 
time steps. Then, sound pressure signals are 
computed at the receiver location using the source 
data collected during the aerodynamic calculation. 
For the time step selected here (5x10-5 s), the 
highest frequency that the acoustic analysis can 

produce is: kHz
t

F 10
2
1

=
∆

= . 

Figure 12 shows the sound pressure level 
spectrum of the impeller computed one meter away 
from the axis of the fan.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Sound pressure level spectrum of the 
impeller (x =1m). 

It can be seen that there is one dominant peak, 
this peak occurs at 1950 Hz, which corresponds to 
the blade passing frequency. The non presence of 
other harmonics is due to the geometry shape of the 
volute casing interacting with the rotating blades. 
Thus, the significant unsteadiness detected by the 
used calculation models is due only to the presence 
of the volute tongue in the flow.  According to [8], 
URANS calculations cannot adequately provide the 
surface pressure fluctuations needed for broadband 
noise prediction. Thus, the spectrum component, 
other than the fundamental harmonic peak could be 
numerical. 

5. CONCLUSION 
3D unsteady flow in a squirrel cage centrifugal 

fan was studied in this paper using URANS 
equations. The used numerical simulation was 
validated at different flow rate by comparison with 
experimental results. 

The analysis of the flow morphology showed 
the influence of the geometry design on the 
aerodynamic performances of the fan. 

The analysis of the pressure fluctuations around 
the lateral surface of the volute, and the force 
fluctuations indicated that the main source of 

perturbation and unsteadiness in squirrel cage fan is 
the volute tongue zone.  

The spectral analysis of the sound pressure 
level computed by the Ffowks Williams equation 
showed that the main source of tonal noise in the 
investigated fan is the aerodynamic interactions 
between the impeller and the volute tongue. 

 
It should be interesting to extend this work by: 
- Validating the fluctuating pressures 

computed on the lateral surface of the 
volute casing.  

- Studying geometry design effect on the 
tonal noise level generated by the 
impeller. 
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- Using Large Eddy Simulation (LES) 
approach to feed acoustic models. 
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ABSTRACT  
The paper presents the results of the 

experimental and theoretical investigation of the 
rotating stall in the centrifugal compressor impeller 
assembled with the vaned and vaneless diffuser. 
The study of the phenomenon of the rotating stall in 
the centrifugal compressor stage has been 
accomplished by means of automated measuring 
complex. The objective of the obtained data 
analyses was determination of the rotating stall 
appearance. It has been found that two different 
kinds of stall exist, which points out to two different 
possibilities of the rotating stall origination.  

Keywords: turbo machinery, rotating stall, 
centrifugal compressor  

NOMENCLATURE  
rC  [m/s] absolute radial velocity 

uC  [m/s] absolute circumferential velocity 

Cr2
2r

r

C
C

= [-] dimensionless parameter 

Cu2
2u

u

C
C

= [-] dimensionless parameter 

D  [m] diameter 
H  [-] boundary layer form-parameter 
Re  [-] Reynolds number 
U  [m/s] circumferential velocity 
V  [m3/s] volume flow rate 
b  [m] width of flow domain 
i  [o] flow attack angle 
r  [-] radial coordinate 
t  [-] radial coordinate 

3z  [-] number of stalled regions 
Π  [-] compression rate 
ψ  [-] coefficient of unit work 
α  [o]  angle between absolute and 
circumferential velocity 

1Lβ  [o] blade angle at impeller inlet 

2Lβ  [o] blade angle at impeller outlet 
*δ  [m] thickness of displacement 
**δ  [m] thickness of impulse loss 

η  [-] efficiency rate 

ν  [m2/s] fluid kinematic viscosity  
ρ  [kg/m3] fluid density 
τ  [N/m2] friction stress 
ω  [rad/s] relative angular velocity of stalled 
region 
Subscripts and Superscripts 
0 - cross section at stage inlet 
1 - cross section at impeller grid inlet 
2 - cross section at impeller grid outlet 
3 - cross section at vaned diffuser inlet 
4 - cross section at vaned diffuser outlet 
iz - isentropic process 

1. INTRODUCTION  
It is well known that one or more areas of the 

opposite flow (which rotate in the direction of the 
rotor rotation) appear in the annular channel of the 
compressor during the gradual flow regulation 
through the compressor. This phenomenon is called 
the rotating stall and the regions of the opposite 
flow are called the stalled regions. 

In many cases, the transient to the rotating stall 
can lead to some undesirable consequences. An 
evident decrease of the pressure and of the flow is 
possible beyond the compressor, as well as the rapid 
decrease of the efficiency. The lifetime of the 
compressor blades is shortened which is caused by 
the tensions during the compressor operation in the 
region of the rotating stall. Concerning the above-
mentioned special attention has been paid to the 
rotating stall. 

The analyses show that two different types of 
the stall are present during the decrease of the flow 
rate in the compressor and they differ in the rapid 
changes of the disturbance intensity, in the 
propagation speed and in the number of the stalled 
regions. The rotating stall consists of several small 
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stalled regions in the areas of relatively high flow 
rates, and one or two big stalled regions appear in 
the areas of the low flow rates. In the first case, the 
intensity of the disturbance is not so significant, but 
in the second one, it is greater due to the opposite 
flow through the regions. These two forms of the 
rotating stall are called the weak stall and the 
intensive stall. 

The experiments show that during the rotating 
stall the phenomenon of the hysteresis is present, in 
addition; a slight difference can be noticed between 
the point of the rotating stall in the case of the flow 
decrease and the point of its disappearance in the 
flow increase. At the transition point there is a 
difference between the weak and the intensive stall, 
as well as the difference in the number of the stalled 
regions during the flow rate increase and decrease. 

It is evident that the characteristics of the 
rotating stall depend on the concrete construction of 
the compressor [2]. Especially there is a great 
difference in the number of the stalled regions in the 
weak rotating stalls. In some compressors the weak 
stall does not exist at all - the intensive stall is 
present at the very beginning in such cases. 

Considering the dimensions of the regions 
covered with the stall patches, two forms of the 
rotating stall can be mentioned: the partial stall - 
when the smaller stall patches cover only a part of 
the blade and the full stall - when the stalled region 
is extended to the full blade. 

 

Figure 1. The stalled regions during the flow 
over the profile lattice 

The phenomenon of the rotating stall has been 
recognized in 1938. by a group of scientists [7] who 
had been working on the Whittle motor centrifugal 
compressors. Although the phenomenon had been 
recognized first in a centrifugal compressor, much 
more attention has been paid to the axial 
compressors in the later theoretical and 
experimental studies. However, all the theories 
were based on the small disturbances method. 
Although this method enables the prediction of the 
rotating stall beginning, it is useless in attempt to 
describe the uneven flow in the completely 
developed rotating stall. In the recent years, 
nonlinear mathematical experiments [9] have been 
published. However, they are restricted to the 

discussion of the isolated rotor or a stage, and only 
‘qualitative ideas’ are allowed to be obtained about 
some characteristics of the stalled regions. 
Concerning that, it is considered that the medium 
flow through the annular channel of the compressor 
remains constant during the process of transition 
from the flow without stall to the flow with rotating 
stall. In practice the operation point of the 
compressor depends on the installed valve and 
during the transient from the flow without stall to 
the completely propagated stall, the reduction of the 
pressure beyond the compressor can lead to a 
considerable change of the flow rate. 

Although the number of the experimental 
studies is considerable, the studies mainly 
investigate the number of the stalled regions and the 
propagation speed. However, regardless to the 
detailed experimental material, nobody has 
succeeded in making a clear idea about the physical 
parameters, which determine the basic flow 
characteristics with a stall in an axial compressor up 
to now. 

A simple drawing, which can be used to explain 
the mechanism of the rotating stall, is given in the 
Figure 1 [6]. The lattice of an axial compressor, 
which works at great angles of clearance, is 
considered (Fig. 1a). If any disturbances cause the 
local increase of the blade B angle of clearance 
(Fig. 1b), the intensive rotating stall C of this blade 
will occur. Since the blade gap is narrowed due to 
the stalled region, the flow is separated from the 
blade B, which leads to an increase of the angle of 
clearance on the blade A and a decrease of the angle 
of clearance on the blade C. 

The stall is extended from the right to the left, 
and in appropriate conditions, it can be developed 
into fully propagated region extending along the 
lattice with the velocity Vp (Figure 2). 

 

Figure 2. Fully propagated stalled region 

Such pattern of rotating stall development is 
accepted for the centrifugal compressors, too. The 
difference between axial and centrifugal machines 
is taken into consideration, and it is emphasized that 
the investigation of the rotating stall in centrifugal 
machines is much more complex both from the 
experimental and theoretical point of view. 
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The frequency of the rotating stall process is 
not known in advance. Besides, in the rotating stall 
the stalled regions are moving (‘rotating’) with 
angular velocity, which is, as a rule, different from 
the frequency of rotation. In connection with this, 
the frequency of the process in the absolute 
coordinate system (the stationary elements of the 
flow sector) is different from the one in the relative 
coordinate system (the impeller). 

As can be seen from the detailed investigations 
of the non-stationary processes in the centrifugal 
compressor, the measurement of the non-stationary 
pressures provides for the required idea about the 
character of the flow in the flow sector, especially 
when the measuring is done simultaneously on the 
rotating and stationary elements of the flow sector. 
According to the shape of the signal, pressure 
pulses can be divided into following types: 
constant, slow changing, periodical and random. 
The periodical oscillation parameters can be easily 
determined using the procedure of the synchronous 
accumulation when the beginning phase of the 
process and the period T are known. The developed 
informative-mathematical complex has 
accomplished the algorithm of the synchronous 
accumulation. The complex consists of an analogue 
measurement subsystem, synchronization and 
control subsystem, multi-channel statistic analyzers 
and a mini computer, static and dynamic calibration 
subsystem and commutation elements. 

An analogue measuring subsystem consists of 
miniature pressure transducers (frequency of 
oscillations 70kHz, sensitivity 0.3÷0.9m/kPa on 
3V), multi-point electricity governors, differential 
amplifiers and the amplitude-impulse modulators. 

The impeller with o
L 522 =β , diffuser with 

vanes ( 21233 .DDD == ) and vaneless diffuser 
(Figure 3 and Figure 4) have been chosen for the 
investigation. 

 

Figure 3. The impeller design  

The study of the rotating stall phenomenon in 
the centrifugal compressor stage has been 
accomplished by means of automated measuring 
complex mentioned above. During the non-
stationary pressure measurement, the highest 

attention has been paid to the peripheral part of the 
impeller. The arrangement of the pressure 
transducers in the impeller and in the vaned diffuser 
is shown in the Fig. 3 and Fig. 4. 

In all the cases, the receivers of the pressure 
transducers were arranged so that they could 
measure the pulsation of the static pressure. 

The parameters, which indicate the appearance 
of the rotating stall, were determined by means of 
the calculation according to the simultaneous 
indication of the transducers in the impeller, in the 
vane diffuser and vaneless diffuser. In addition, the 
number of the stalled regions 3z  and the relative 
propagation speed 3ω  has been determined as for 
the axial compressor. 

During the aerodynamic measurements 
performed in order to obtain the integral 
characteristics of the investigated compressor stage, 
the averaged total and static pressure, the 
temperatures and the angles of the stream flows 
were measured. 

 

 

Figure 4. The arrangement of the transducers in   
a) the vaned diffuser and b) vaneless diffuser 
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2. THE ANALYSES OF THE VISCOUS 
GAS FLOW IN A RADIAL VANELESS 
DIFFUSER 

A great number of experimental studies [4] on 
the centrifugal compressors have been made in 
order to determine the main initiator of the rotating 
stall in the centrifugal compressor stage, but 
without any significant success. All the attempts 
have been directed to the determination of some 
characteristic values based on which it has been 
said that the main initiator was the impeller, vane 
diffuser or vaneless diffuser, without any theoretical 
studying. 

It is well known that all the studies of the 
centrifugal machines are complex and they require 
special mathematical apparatus. Therefore, it is not 
possible to describe with mathematical models the 
phenomena in the flow sector of the compressor, no 
matter how strongly we wish it. The flow of a 
viscous gas in a radial vaneless diffuser, which is a 
part of a centrifugal compressor, has been analyzed 
in this paper. The appropriate analyses have been 
made in order to determine the initiator of the 
rotating stall. For analyzing of described problem 
the system of common differential equations are 
used: 
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For the further work it is necessary to take into 
account the friction stresses rwτ  and wετ  at diffuser 
walls, and introduce the designations usual in the 
boundary layer theory: 
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Based on experimental data for the velocity 
profile in the vaneless diffuser it was found that the 
tangential stresses are: 
 

2408502 10370
2
1 ,H,

rrw **
r

r Re, −−⋅=
δ

ρτ C  

24,085,02
**Re1037,0

2
1 −−⋅=

r

H
uw δε

ερτ C , 
(3) 

 

where: 
 

ν
δ

δ

**
rrr** CRRe

r

⋅⋅⋅
= 22 C  ;       

ν
δε

δε

**
uu** CRRe ⋅⋅⋅

= 22 C  

(4) 

 

In the case of turbulent boundary layer on the 
plain surface ( 41.H = ): 
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Introducing new variables rrCu =  and 

urCw = , the following equations can be written: 
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Using the usual methods it can be shown that: 
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Substituting the previous expressions into the 
system (1), it can be reduced to: 
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Boundary layer does not exist at the vaneless 
diffuser inlet, so the initial conditions are: 
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The equation system (8) is open, unless the 
connection among **

uwδ  and the requested values 
**

uδ , **
wδ  and uH  were found. The procedure of 

recognizing those connections was given in the 
work  [10] . 

The final form of the solved system is: 
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The initial conditions are: 
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The system of the equations was solved using 
Euler’s method with the automatic choosing of the 
integration rate for small inlet angles to the vaneless 
diffuser ( )oo 20102 ÷=α  and for 

smCu 2001002 ÷= .  On this basis, a conclusion 
can be made that this values correspond to the 
experimental values. From numerous diagrams only 
one has been chosen as an illustration (Figure 5) 
where the stalled limit in a vaneless diffuser was 
given for different values of the angle 2α  and for 
three values of 2uC .  

Practically the ‘stalling’ in the given case 
occurs when o182 <α . These data agree quite well 
with the results of the experimental determination 
of the rotating stall limit in the stage with the 
vaneless diffuser. The obtained results about the 
stalling of the boundary layer on the walls of the 
vaneless diffuser and their parameters with the 
small angles 2α  were established on the idealized 
image of the flow in the vaneless diffuser; however, 
they provide the possibility to grasp the physics of 
the flow process with a stall. It is considered that 
stalling represents the precursors of the rotating stall 
in the centrifugal compressor stage with vaneless 
diffuser. 

3. THE EXPERIMENTAL RESULTS 
Figures 6 to 11 show the experimental diagrams 

of the compressor operating regimes for the 

velocities 2U =100, 150 and 196.4 m/s and the 
Table 1 shows summary of tested impellers and 
diffusers and only results for D45 stage operation 
during the unstable regimes are shown in this paper. 
Table 2 shows determined parameters of the 
rotating stall which characterize the D45 stage 
operation during the unstable regimes. 

 

Figure5. The stalled limit in the vaneless diffuser 

Table 1. Summary of tested impellers 

Impeller 2 1 3 4 
Diffuser βL2=21o βL2=49o βL2=21o βL2=52o 
Vaned 
diffuser 

0913 ,D =  
B21 B11 B31  

Vaned 
diffuser

213 ,D =  
 B13  B43 

(D43) 

Vaneless 
diffuser K25 T1 B35 D45 

 

Figure 6. Aerodynamic characteristics of the D43 
stage 
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Figure 7. The calculated angles 1i , 3i  and 3α  as a 
function of angle 222 UCr=ϕ  

 

Figure 8. The total pressure ∗
2p  arrangement 

along the width as a function of 2ϕ  

 

Figure 9. The static pressure in front of vaned 
diffuser grid (t grid step) at 0513 .D =   

 

Figure 10. The arrangement of the measured 
flow angles along the width as a function of 2ϕ  

 

Figure 11. The arrangement of the measured 
flow angles along the width as a function of 2ϕ  

 

Figure 12. Aerodynamic characteristics of the 
D43 stage 
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Table 2. Main parameters which characterize 
the D45 stage operation during the unstable 
regimes 
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4. SUMMARY  
Generalizing given results the following 

conclusions can be drawn: 
1. With an increase of the circumferential 

velocity, the transitions move in the regions of 
higher flows. 

2. The parameters of the rotating stall 
significantly depend on the circumferential velocity 

2U  which can be seen from the enclosed table. 
3. Different values of the angles 3α  and 4α  

along the diffuser width correspond to the 
appearance limit of the rotating stall. 

4. The arrangement of the total pressure over 
the cross section 2-2 along the diffuser width 
depends on the operating regime of the stage. The 

character of the pressure arrangement beyond the 
impeller is uniform along the diffuser width at 
optimal operating regime. 

5. The single-region stall differs from the multi-
region stall by the character of forming. 
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ABSTRACT  
Compared to axial compressors, a model 

capable of analyzing the flow in centrifugal 
compressor is lacking because of the complexity in 
the geometry. Therefore, this paper presents a new 
model based on Moore-Greitzer methodology to 
predict the flow field and stability in a centrifugal 
compressor with a vaneless diffuser. As input 
parameters, the compressor characteristic and 
compressor geometry are used. To predict the 
centrifugal compressor stability, the flow fields 
obtained from the vorticity equation and stream 
function at the inlet and exit of the impeller are 
connected through the compressor characteristic.  
Thus, the flow coefficient at stall inception and the 
number and speed of the rotating stall cell can be 
determined. This model has been applied to the 
SNU centrifugal compressor with vaneless diffuser. 
As a result, the rotating stall is initiated with 3 cells 
at the flow coefficient of 0.297 but its cell number 
is changed into two at 0.277.  The speed of the 
rotating stall increases as flow coefficient decreases.  

Keywords : Centrifugal compressor, vaneless 
diffuser, asymmetry, stability, analytical model  

NOMENCLATURE  
Q [-] normalized mass flow rate  
R [m] mean radius  
r [-] normalized radius 
v [-] velocity normalized by tip 

velocity  
x [-] normalized axial length 
Γ  [-] normalized circulation 
α  [rad] absolute exit angle 
β  [rad] relative exit angle 
δ  [-] perturbation 
ε  [m]  eccentricity  
γ  [rad] stagger angle 
λ  [rad] rotor/impeller inertia 
ρ  [kg/m3] density 
τ  [-] normalized time 

ω  vorticity 
ψ  pressure rise coefficient, stream function 
ζ  vorticity perturbation 
 
Subscripts and Superscripts 
imp impeller 
n n-th harmonic 
t impeller inlet tip 
u unsteady 
x axial direction 
θ  circumferential direction 
0   circumferential mean value 
0~   Fourier spatial coefficient 

1. INTRODUCTION  
Many analytical and experimental studies have 

been conducted on the rotating stall and surge 
inception process in axial compressors. Greitzer [1] 
has developed a model to explain surge and rotating 
stall phenomena by introducing the B-parameter. 
Moore and Greitzer [2] suggested a 2- dimensional 
unsteady model to explain rotating stall in axial 
compressors. Based on these models, much research 
on axial compressor instability has been conducted. 
Furthermore, Hynes and Greitzer [3] presented an 
axial compressor stability model to assess the effect 
of inlet flow distortion.  They found that the slope 
of the compressor characteristic solely determines 
the stability of the axisymmetric flow fields. Graf et 
al. [4] examined the effects of tip asymmetry on 
stability.  Gordon [5] further developed Graf’s 
model to account for the solution of the flow in a 
rotating reference frame.   

Less research has been conducted on 
centrifugal compressor instability. Eckardt [6] 
experimentally found separation on shround casing 
on an impeller with no backsweep. Krain [7] also 
measured separation on shroud casing for an 
impeller with a 30 degree backsweep. Frigne and 
Van Den Braembussche [8] suggested an abrupt 
impeller rotating stall due to a strong interaction 
between impeller and diffuser and progressive  
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Figure 1. Schematic of modeling component. 

impeller rotating stall due to flow separation in the 
impeller.  However, such investigations were 
focused on the impeller flow field and didn’t 
account for the diffuser effect.  In diffusers, Jansen 
[9], for the first time, found negative radial velocity 
at stall. Senoo and Kinoshita [10] found the 
instability criterion for diffuser inlet angles to be 
between 69 and 81 degrees by using the predicted 
radial velocity profile across the width of the 
diffuser.  Frigne and Van Den Braembussche [11] 
suggested a critical diffuser inlet angle of about 76 
~ 85 degrees by modeling.  Again, like impeller 
studies, the diffuser studies were focused solely on 
the diffuser channel flow. 

 However, according to Cumpsty [12], the 
impeller and diffuser are strongly coupled and it is 
the combined effect which is important. Therefore, 
stability should be analyzed by considering all of 
the components. In a recent study, Spakovszky [13] 
has developed a dynamic instability model by 
connecting the inlet and exit flow of an impeller 
with the Euler-turbine equation.  Experimentally, 
Hunziker and Gyarmathy [14] concluded the 
dynamic instability occurs at the location of the 
zero slope of the overall centrifugal compressor 
characteristic, including the influence of both the 
impeller and the diffuser. Thus, the effect of 
characteristic slope on statbility in centrifugal 
compressors is still unclear. Therefore, the objective 
of this research is to develop a new model to 
understand the centrifugal compressor stability by 
considering the compressor characteristic slope and 
all of the components. 

2. MODEL DESCRIPTION 
This section introduces a new flow model based 

on the “Moore-Greitzer” framework for centrifugal 
compressor stability. A centrifugal compressor 
system consists of the axial duct, impeller, and 
radial diffuser.  Thus, the model consists of the inlet 
and exit ducts connected by the compressor 
characteristic curve. The flow in this system is 
assumed to be 2-dimensional in the axial and radial 

ducts. Also, the flow in the impeller is assumed to 
follow the blades perfectly, and, thus, blockage and 
deviation are not considered. The impeller is 
modeled as a semi- actuator disk to connect the 
flows in the axial duct and radial ducts as shown in 
Fig. 1.   

The flow parameters in the compressor (e.g. 
stream function, velocity, and pressure) are 
assumed to be composed of mean and unsteady 
perturbation components.  

),(),( θδθ tvVtV +=  (1) 
All of the variables are nondimensionalized 

with the density, ρ , the impeller tip radius, R, and 
the impeller inlet tip speed, U. The impeller 
frequency derived from these values, 

R
U

=Ω  is also 

frequently used.  Therefore, lengths are 
nondimensionalized as 

R
Xx = , velocities as 

tU
Vv = , pressure as 

2
tU

Pp
ρ

= , and time as 

Ω= Tt . 

2.1. Axial Duct Flow  
The flow is assumed as 2-dimensional flow in 

axial and circumferential directions. The 
formulation is based on that of Spakovszky [13]. 
The axial and circumferential velocity perturbations 
and the pressure perturbation are obtained from the 
vorticity and the stream function equations. The 
vorticity equation is shown in Eq. (2) 

0=
∂

∂
+

∂
∂

+
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∂
θ

δωδω
τ

δω
θv

x
vx  (2) 

Also, the vorticity can be described by the stream 
function as shown in Eq. (5.3). 
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(3) 

Here, xv  and θv  are the constant mean flow 
velocities.  
Assuming a periodic solution in θ -direction, the 
vorticity and stream function perturbations can be 
decomposed into spatial harmonics  

( )∑
∞

=

⋅=
0

,~
n

jn
n etx θωδω

 
(4a) 

and 
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n
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(4b) 

In addition, ( )txn ,~ω  is also decomposed into 
functions of only x and t. 

( ) )()(~,~ xttx nn χζω ⋅=  
(5) 

Thus, the vorticity equation, Eq. (2) can be 
represented as follows 

1133



n
n

nnx

n

n vjnv
λ

χ
χχ

ζ
ζ θ =

+′
−= ~

~~
~
~&

 

(6) 

and, the vorticity perturbation can be obtained as 
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where nλ is the eigenvalue which determines 
stability. Substituting the vorticity perturbation into 
Eq. (3), the stream function perturbation can be 
acquired.  
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Subsequently, the axial and tangential velocities are 
determined from the stream function perturbation as 
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Finally, the tangential momentum equation gives 
the pressure perturbation. 

nx
xnnun evjnvnjAp )(~{~

, −+−= θλ  
tnx

xnnu
neevjnvnjB λ

θλ })(~
,

−−−+  
(11) 

Rearranging, the flow field perturbation solution 
can be denoted with the following transmission 
matrix and written as 
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2.2. Radial Duct Flow  
In a centrifugal compressor, the flow enters the 

impeller axially and exits radially. Therefore, in the 
radial exit duct, the linearized equations should be 
solved in cylindrical coordinates and, thus, the flow 
analysis approach is more complicated than that in 
the previous section for an axial duct.  The 
procedure to obtain the transmission matrix of the 

flow in radial duct is similar to that for in 
Spakovszky [13]. 
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where Q  and Γ  are the mass flow rate and 

circulation which are defined as )(rvr r , )(rvr θ , 
respectively.  In addition, the voriticy and stream 
function give next equation 
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The vorticity perturbation is obtained from Eq. (14) 
by separation of variables.  
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From Eq. (15), the stream function perturbation is 
as follows. 
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Thus, the radial and tangential velocities can be 
acquired as presented in Eqs. (19) and (20). 
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Also, from the tangential momentum equation, the 
pressure perturbation in diffuser is obtained. 
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Then, the flow perturbation field is given by the 
radial transmission matrix as follows. 
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where nradT ,  is a 3 by 3 matrix  
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2.3. Impeller Actuator Dynamics 
In this section, a newly developed semi-

actuator disk model is presented for the relation 
between the impeller exit static pressure and the 
inlet total pressure as follows. 
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where impλ  presents the inertia of the fluid in the 
impeller passage and is defined as 
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impeller area-density ratio and  imps  is the mean 
passage length in the streamwise direction. Eq. (24) 
shows that the unsteady local pressure difference 
across the compressor (exit static minus inlet total) 
is given by the steady local flow compressor 
pumping characteristic plus a correlation to account 
for the fact that the flow in the impeller is non-
uniform in the circumferential direction since the 
rotating stall induces the unsteady non-uniform 
perturbation. In Eq. (24), the utilized compressor 
characteristic is the axisymmetric total-to-static 
pressure rise coefficient, tsΨ , through the impeller 

as a function of the flow coefficient, φ . Linearizing 
Eq. (24) yields the following equation. 
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In Eq. (25), 
φ∂
Ψ∂

 are the derivative of the pressure 

rise characteristics with respect to axial flow 
coefficient.   
 Substituting a spatial harmonic solution into Eq. 
(25), the relation between the pressure perturbation 
at the impeller exit and inlet can be obtained, and 
the radial velocity at the exit of impeller can be 
obtained from continuity as 

12
1

x
imp

r V
AR

V =
 

(26) 

The circumferential velocity is obtained with the 
assumption that the flow follows the blades 
perfectly. 

22222 tantan αβθ rrt VVUV =+=  (27) 

where 2β  and 2α are a relative exit angle and 
absolute exit angle, respectively. Eqs. (25), (26) and 
(27) are linearized and cast into a transmission 
matrix giving 
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Thus, the n-th harmonic transmission matrix for a 
radial impeller is defined as 
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2.4. Transmission Matrix Stacking 
As shown in Fig. 1, the flow passes through the 
axial duct, the impeller, and the radial diffuser. 
Thus, from Eqs. (12), (21), and (29), the 
transmission marices are stacked into 3 different 
equations. 
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Thus, the spatial harmonic coefficients, ( nuD , , 

nuE , , and nuF , ) in the radial diffuser are related to 
the spatial harmonic coefficients in the inlet duct ( 

nuA , , nuB , , and nuC , ).  
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To connect upstream and downstream flow fields, 
boundary conditions are needed. In the axial duct, 
the flow is irrotational.  Therefore, 0, =nuC  in the 
upstream region (Eq. (32a)).  Far upstream of  
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Table 1. Dimensions for the test centrifugal 
compressor 

Rt1 (Tip radius, m) 0.0317 
Rh1 (Hub radius, m) 0.0102 
Speed, rpm 30,000 
��impeller exit angle 35 
R2 (Impeller exit radius, m) 0.055 
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Figure 2. Compressor characteristic used in this 
model. 

 
compressor, the potential perturbation should be 
zero since the compressor is the only energy source. 
Thus, 0, =nuB (Eq. (32b)). Downstream of 
compressor, the collector dimensions are much 
larger than compressor diffuser.  Therefore, the 
static pressure perturbation, )( 3rrPs =δ , is 
assumed to be zero at the inlet of the plenum (32c).  

0, =nuC
 (32a) 

  
0, =nuB

 (32b) 
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Thus, the 6 unknown spatial harmonic coefficients, 

nuA , , nuB , , nuC , , nuD , , nuE , , and nuF ,  can be 
obtained from 6 equations (3 boundary conditions 
and 3 equations in Eq. (31)). Applying the three 
boundary conditions, Eqs. (32a), (32b), and (32c) to 
Eq. (31b), the following system of equations can be 
obtained. 
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Eq. (33) reproduces the function of only nuA ,  as 
shown in Eq. (34). 
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Figure 3. Growth rate versus flow coefficient for 
each cell number. 
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Figure 4. Rotation rate versus flow coefficient 
for each cell number. 

 
For a non-trivial solution of nuA , ,  
 

( ) 01:,)(:),3( ,,
1

2,,3 =⋅⋅⋅ −
naxnimpnradnrad TBrTT  (35) 

Thus, the eigenvalue nλ  can be found 
independently for each mode. In the 

nnn jωσλ +=  satisfying Eq. (35), nσ  indicates 

the growth rate and nω  the rotation rate.  The 

positive sign of nσ  signifies the onset of rotating 
stall.  
 

4. RESULTS AND DISCUSSION 
In axial compressors, the instability is thought to 

be initiated at zero slope of the compressor 
characteristic according to Moore and Greitzer [2], 
Hynes and Greitzer [3], and Graf [4].  Hunziker and 
Gyarmathy [14] suggested experimentally that the 
instability in the centrifugal compressor would also 
occur at the flow rate giving the maximum overall 
stage pressure rise characteristic. However, 
according to the new model, the stability in 
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centrifugal compressor is determined by (Eq. (35) 
the characteristic slope, mass flow rate, axial, radial 
and tangential velocities, circulation, and diffuser 
geomtry.  Here, the axial, radial, and tangential 
velocities, mass flow rate, and circulation are 
dependent on flow coefficient according to the 
diffuser geometry.  Therefore, what determines the 
stability as flow coefficient decreases is the 
characteristic and diffuser geometry.  

Figure 2 shows the compressor characteristic 
used as a input in this model. This characterisitc 
was acquired from the Seoul National University 
centrifugal compressor which has a 64 mm inlet 
diameter and 30,000 rpm. The details in the 
facilities are shown in Table. 1. Using these 
compressor characteristic slope obtained from Fig. 
2, the modeling results are presented in Fig. 3. The 
x-axis in Fig. 3 is the flow coefficient and the y-axis 
is the growth rate of nλ  which determines the 
divergence or convergence of the system. From this 
result, second and third harmonics mainly influence 
rotating stall dynamics. This centrifugal compressor 
is predicted to have a stall initiation at φ =0.298 
due to the third harmonic. At φ <0.277, the second 
harmonic has a higher growth rate so that this 
centrifugal compressor has a rotating stall with two 
cells. Figure 4 shows the rotation rate of rotating 
stall cell versus flow coefficient. The rotation rate 
has been normalized by the impeller rotation speed. 
The rotating stall cells’ speed increases as flow 
coefficient decreases.  The rotating stall in this 
compressor has a similiar value in the growth rate 
for two and three cells near stall inception point.  

5. SUMMARY  
A new 2-D stability model for centrifugal 

compressor using compressor characteristic slope 
has been developed.   

1. This model predicts the flow coefficient at 
rotating stall inception and stall cell speed and 
number.  From the steady compressor characteristic,  

2. Contrary to axial compressor stability, the 
centrifugal compressor stability depends on not 
only the compressor characteristic but also on the 
diffuser geometry.  Even though it is difficult to 
define the exact criterion from the eigenvalue 
problem, this analysis gives the possibility that the 
centrifugal compressor stability is determined by 
the relations of the compressor characteristic and 
flow variables determined by the geometries, not on 
zero slope of the compressor characteristic.  
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ABSTRACT 
Comparative studies have been carried out on 

two axial flow fan rotors at their design flow rate in 
order to investigate the combined effects of 
controlled vortex design and circumferential 
forward skew on blade aerodynamics. The studies 
were based on Computational Fluid Dynamics, with 
composition and application of structured 
hexahedral grids taking up the challenge of the 
relatively complicated blade geometries due to 
skew and sweep. The computations indicated that 
the forward-skewed blade tip modifies the inlet 
flow field, leading to the rearrangement of spanwise 
blade load distribution, increase of losses along the 
dominant part of span, and converting the original 
non-free vortex spanwise blade circulation 
distribution toward a free-vortex flow pattern. The 
radial outward flow on the suction side, being 
especially significant for non-free vortex rotors, was 
found to be effectively moderated by forward skew, 
together with the losses associated. It has been 
concluded that forward skew is especially 
recommended for non-free vortex rotors for 
retardation of tip stalling. 

Keywords: axial flow turbomachinery, blade 
skew, CFD, controlled vortex design 

NOMENCLATURE 
Cp = (p-p∞)/ (ρ ut 2/2) [-] static pressure coefficient 
S [-] fraction of span (S = 1: casing) 
p [Pa] static pressure 
∆pt [Pa]  total pressure rise 
u [m/s]  circumferential speed 
v [m/s]  absolute velocity 
Φ [-] flow coefficient (annulus area-
averaged axial velocity divided by ut) 
Ψ [-]  total pressure coefficient (annulus 
mass-averaged total pressure rise divided by ρ ut

2/2) 

ϕ = vx / ut [-] local axial flow coefficient 
ϕr = vr / ut [-]  local radial flow coefficient 
ψ = ∆pt/(ρut

2/2) [-] local total pressure coefficient 
ρ [kg/m3] fluid density 
ω = ψid - ψ [-] total pressure loss coefficient 
 
Subscripts and Superscripts 
1 rotor inlet 
2 rotor outlet 
id ideal (inviscid) 
r, x, u radial, axial, tangential 
t blade tip 
^ pitchwise-averaged 
∞ far upstream 

1. INTRODUCTION 
Rotors of axial flow turbomachines are often of 

“controlled vortex” design (CVD) [1]. This means 
that contrarily to the classic free vortex concept 
prescribing spanwise constant design blade 
circulation, the circulation – and thus, the Euler 
work – increases along the dominant part of the 
blade span in a prescribed manner. CVD guarantees 
a better utilisation of blade sections at higher radii. 
By their increased contribution to the rotor 
performance, rotors of high specific performance 
can be realised, i.e. relatively high flow rate and 
total pressure rise can be obtained even with 
moderate diameter, blade count, and rotor speed [2]. 
CVD also gives a means for reduction of hub losses 
by unloading the blade root [3], and offers a 
potential to avoid highly twisted blades [4]. 
Furthermore, in multistage machinery, it is a means 
to realise an appropriate rotor exit flow angle 
distribution [1]. 

Blade sweep, dihedral, and skew are known as 
techniques of non-radial blade stacking. A blade has 
sweep and/or dihedral if blade sections of a datum 
blade of radial stacking line are displaced parallel 
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and/or normal to the chord, respectively [5]. A 
blade is swept-forward if the sections of a radially 
stacked datum blade are shifted parallel to their 
chord in such a way that a blade section under 
consideration is upstream of the neighbouring blade 
section at lower radius [2]. 

A special combination of dihedral and forward 
sweep is referred to as circumferential forward 
skew (FSK) [6]. In this case, the datum blade 
sections are shifted in the circumferential direction, 
toward the direction of rotation. By this means, the 
axial extension of the datum blading can be 
retained, the blade mechanics is expected to be 
more favourable than in case of forward sweep 
alone, and the following benefits, dedicated to the 
incorporated forward sweep, can be utilised. 
Forward sweep/skew offers a potential for 
improvement of efficiency [7], increase of pressure 
peak and extension of stall-free operating range 
[2][7], and noise reduction [6]. 

The literature reports extensively on FSK rotors 
of CVD, e.g. [3][6][7]. In these cases, the CVD 
design style is documented without further 
discussion, and the study concentrates on the skew-
related effects. However, no special emphasis is 
given to the combination and interaction of three-
dimensional (3D) flow phenomena due to CVD and 
FSK. This paper aims to contribute to a more 
comprehensive understanding of such combined 
effects, in order to aid the designer with guidelines 
for incorporation of FSK in the CVD technique. To 
this end, two comparative rotors of CVD, an 
unskewed (USK) and a FSK one, are studied in the 
paper at the design flow rate, by means of 
Computational Fluid Dynamics (CFD). 

2. ROTORS OF CASE STUDY 
A preliminary study of this work is documented 

in [8], in which the rotors have been presented in 
detail. Therefore, only a short account is given here. 

The FSK rotor, together with outlet guide 
vanes, was designed by Vad [8]. It operates in the 
low-speed wind tunnel facility of the Hungarian 
Institute of Agricultural Engineering, Gödöllő, 
Hungary. The main geometrical data and design 
operational characteristics of the FSK rotor are 
presented in Table 1. 

FSK was originated from the virtual USK rotor 
of radial stacking line. The blade sections of USK 
are shifted in circumferential direction toward the 
direction of rotation in order to obtain FSK, without 
making any modifications to the blade section 
geometry. The circular-arc cambered blade sections 
have C4 (10 %) profiles along the entire span. The 
trailing edges (TEs) of both USK and FSK fit to 
planes normal to the axis of rotation. 

A virtual image of FSK, obtained from the CFD 
technique, is shown in Figure 1. The skew angle is 
defined as the angle between radial lines fitted to 
the TEs of the datum and to the shifted blade 

sections at a given radius, and is positive if the skew 
is applied in the direction of rotation (forward 
skew). As the figure illustrates, the skew angle is 
zero at the hub and increases progressively along 
the span, similarly to the style applied in [7]. By 
this means, it was intended to avoid any stacking 
line blend points, for which increased losses may be 
expected [9]. Geometrical details of the blading are 
specified in Table 2. The blades have backward 
sweep of leading edge (LE) near the hub, resulting 
in positive sweep [5] as a potential means of hub 
loss reduction. 

Table 1. FSK rotor main characteristics 

Casing diameter 2000 mm Φ 0.33 
Hub-to-tip ratio 0.6 Ψ 0.27 
Blade count 12   
Tip clearance (% span) 5 %   

 

Figure 1. Isometric view of FSK 

Table 2. Geometrical details of FSK blading 

S 0 
hub

0.25 0.50 
mid 

0.75 1.00
tip 

Solidity 1.38 1.01 0.89 0.80 0.72
Camber angle, deg 20.3 17.3 16.8 15.8 15.3
Stagger angle, deg* 33.9 32.1 30.7 29.9 29.4
Skew angle, deg 0.0 0.0 0.3 1.6 3.5 

*Measured from circumferential direction 

3. CFD TECHNIQUE 
The flow fields in USK and FSK were 

simulated by means of the commercially available 
finite-volume CFD code FLUENT [10]. Referring 
to e.g. [11] reporting on computations regarding 
swept and leaned compressor rotors, the standard k-
ε turbulence model [12] has been used, with 
enhanced wall treatment of FLUENT. The main 
feature of this wall treatment is that it is a blended 
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model between the two-layer model and the 
logarithmic law of the wall [13]. 

With consideration of periodicity, the 
computations regarded one blade pitch only. A 
typical computational domain is presented in Figure 
2. The domains extend to approx. 8 and 3,5 
midspan axial chord lengths upstream and 
downstream of the rotor blading in the axial 
direction, respectively. The inlet face is a sector of 
the circular duct with a 30 deg central angle. 
Downstream of the inlet face, sectors of the steady 
inlet cone and the rotating hub with one blade in the 
middle of the domain are included for both types of 
blading. 

At the inlet face, swirl-free uniform axial inlet 
condition corresponding to the design flow rate has 
been prescribed. The inlet turbulence intensity has 
been set to 1 percent, and the casing diameter was 
taken as the hydraulic diameter for the calculation 
of the turbulence length scale. Utilising the features 
of the annular cascade configuration, boundary 
conditions of periodicity were applied. A zero 
diffusion flux condition has been used for all flow 
variables at the outlet boundary (outflow condition 
in FLUENT [10]). 

 

Figure 2. Typical computational domain 

Taking e.g. [11] and [14] as preliminary 
references, a structured fully hexahedral mesh has 
been developed for the entire computational 
domain. Following the guidelines in [15] 
emphasizing the necessity of good grid quality, this 
meshing technique is felt promising from the 
viewpoint of computational accuracy. Furthermore, 
it offers a means to reduce the computational cost 
by moderating the cell size – although the 
investment in manpower is significant during mesh 
composition. 

The mesh of the outer domain consists of 202, 
26, and 48 grid points in axial, circumferential, and 
spanwise directions, respectively. The total number 
of the applied hexahedral cells is approximately 
470.000, with about 50 % of cells in the refined 
domain in the vicinity of the blade. The tip 
clearance is resolved using 8 grid points, with 
meshing technique similar to the one applied in 
[16]. Taking up the challenge of relatively 
complicated blade geometry due to skew above 
midspan and LE sweep near the hub, the domain 
consists of 31 blocks. Figure 3 presents the mesh 

for FSK near the LE and the TE. An enlarged view 
of the mesh near the LE at the hub, composed to 
meet the challenge of LE sweep, is also shown in 
the figure, from another perspective in order to get 
better visibility. 

 

 

Figure 3. Mesh for FSK near the LE and TE 

A C-type mesh topology has been built around the 
LE and TE, while H-type topology is applied to the 
entire rotor blade passage. Figure 4 presents an 
example of the C-type meshing topology, ensuring 
smooth meshing gradient in the pitchwise direction 
from blade suction surface towards the periodic 
boundary. 

 

Figure 4. Example for meshing details 

The equiangle skewness of a cell is defined as 
the maximum value of the ratio of actual and 
possibly highest deviation from the optimum angle, 
considering each vertex [10]. The grid ensures that 
99 % of the cells have equiangle skewness less than 
0.7, and the maximum skewness value is 0.82. 

During the computations, the majority of y+ 
values fell within the range of 15 to 100, fulfilling 
the requirements of the applied wall law. 

The discretisation of the convective momentum 
and turbulent quantity fluxes were carried out by 
the Second Order Upwind method. Typical 
computations required approximately 3000 
iterations. The solutions were considered converged 

inlet outlet

blade 
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when the residuals of all equations were resolved to 
levels of order of magnitude of 10-6. 

The computations presented here are valid for a 
rotor speed of 416 RPM. The Reynolds number, 
calculated with the blade tip speed, the tip chord 
and the kinematic viscosity of air at 20 °C is 
1.074⋅106. The Mach number computed with the 
blade tip velocity and the speed of sound in air at 20 
°C is 0.13 and therefore, the flow is considered 
incompressible. 

Measurements carried out on FSK available in 
the Gödöllő wind tunnel facility will serve in the 
future as a basis for experimental validation of the 
CFD technique [8]. These experiments regard 
characteristic curve measurements as well as hot 
wire anemometer studies upstream and downstream 
of FSK. The experimental technique and the results 
will be reported in a later paper. At the time of 
submission of this paper, no processed and 
evaluated hot wire measurement data are available. 

Characteristic curve measurements were carried 
out and reported in [8]. At the design point of Φ = 
0.33, the measurements resulted in a total pressure 
rise of Ψ = 0.27. The presented computational 
technique resulted in Ψ = 0.26. The preliminary 
processing of hot wire measurement data on the 
outlet axial velocity profile showed that the 
computational technique resolves the hub boundary 
layer well. The spanwise gradient of outlet axial 
velocity due to non-free vortex operation and the 
location of peak axial velocity is also well captured. 

4. DISCUSSION OF RESULTS 

4.1. Pitchwise-Averaged Data 
Figure 5 presents the spanwise distribution of 

pitchwise averaged values for the dimensionless 
inlet and outlet axial velocities, outlet radial 
velocity, outlet ideal total pressure rise, and the total 
pressure loss coefficient at the outlet. The inlet and 
outlet planes have the axial position of -0.2 and 1.13 
% midspan axial chord, respectively, where the zero 
axial position indicates the LE at midspan. The 
ideal total pressure rise has been calculated from the 
Euler equation of turbomachines, considering swirl-
free inlet: ∆pt id = ρ u cu2. 

The  diagrams suggest the following. The 
applied blade skew has an influence already on the 
inlet flow field: the inlet axial velocity for FSK is 
increased near the tip and is reduced at lower radii. 
The outlet axial velocity is increased at lower radii 
for FSK. The difference in radial rearrangement of 
fluid for USK and FSK is visible on the outlet radial 
velocity plot. As the ideal total pressure plots 
suggest, FSK performs also increased Euler work 
along the dominant part of span. The diagrams 
show that both the ideal total pressure rise and the 
outlet axial velocity increase along the dominant 
part of span, as a consequence of the CVD concept 
[17]. Although the total pressure loss is reduced 

near the tip, it is increased over the dominant part of 
span due to skew. The same tendency was reported 
in [9] for a rotor with forward sweep at the tip. 

The above tendencies will be explained in the 
following section, by means of analysis of the 
detailed flow field. Inlet and outlet flow maps will 
be presented. Furthermore, the flow field will be 
surveyed at 30 and 90 % span, being two 
representative locations where significant 
differences occur in the fluid mechanical behaviour 
of USK and FSK (see Fig. 5). 

 

Figure 5. Pitchwise-averaged data. White dots: 
USK, black dots: FSK 

4.2. Flow Details 
For the bladings discussed herein, the chordline 

makes a relatively small angle with the 
circumferential direction (see Table 2). This 
suggests that the effect of forward sweep dominates 
over that of dihedral in the aerodynamics of FSK. 

Figure 6 shows the inlet axial velocity maps. A 
zone of increased inlet axial velocity is observed 

ϕ1 ^

ϕ2 ^

ϕr1 ^

ψid2 ^

ω2 ^

S
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near the tip of FSK. The reason is that the near-tip 
part of the forward skewed blading protrudes into 
the upstream relative flow field, and carries out 
work “in advance” compared to the blade sections 
at lower radii. According to the conservation of 
mass at the prescribed design flow rate, this results 
in the reduction of inlet axial velocity at lower radii 
of FSK, as was already indicated in Fig. 5. 

 
 USK, ϕ1    FSK, ϕ1 

Figure 6. Inlet axial velocity field 

The reduced axial velocity at lower radii of 
FSK results in increased incidence, manifesting 
itself in increased lift, i.e. increased depression and 
overpressure on the suction side (SS) and pressure 
side (PS), respectively. This is illustrated in the 
static pressure plots of Figure 7. 

 

 

Figure 7. Static pressure coefficient Cp at 30 
percent span. Upper: USK, lower: FSK 

As [9] also suggests, the higher lift being valid 
for FSK at lower radii potentially leads to increased 
Euler work and blade section performance. Indeed, 
as Figures 8 and 9 indicate, FSK performs higher 
ideal total pressure rise and axial velocity in the aft-
LE region, compared to USK, as was suggested 
already by Fig. 5. 

The increase of axial velocity for FSK in the 
aft-LE region can be explained by taking a look on 
the isobar lines on the SS in Figure 10. Due to 
forward skew, the isobars in the decelerating region 
are inclined “more forward” for FSK than for USK. 
Therefore, the local radial outward flow is 
moderated, the flow is guided “more inward” for 
FSK on the SS, as also illustrated in Figure 11. The 
radial flow controlling effect of forward skew has 
been described qualitatively in [7], with special 

regard to the flow in the SS boundary layer, but 
regardless the control of flow in the entire blade 
passage. According to the conservation of mass, the 
moderation of radial outflow leads to the increase of 
the axial velocity at lower radii. The “inward-
guiding” effect on the flow due to forward skew, 
which already appeared in the outlet radial velocity 
plot of Fig. 5, is observable also on the PS, as Figs. 
9 and 11 suggest. 

 

 

Figure 8. Ideal total pressure rise coefficient ψid 
at 30 percent span. Upper: USK, lower: FSK 

 

 

Figure 9. Axial flow coefficient ϕ at 30 percent 
span. Upper: USK, lower: FSK 

 

 

Figure 10. Distribution of static pressure 
coefficient Cp on the SS. Left: USK, right: FSK 
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Figure 11. Radial flow coefficient ϕr at 30 
percent span. Upper: USK, lower: FSK 

As Figure 12 shows, the increased incidence at 
lower radii of FSK results in higher losses. Such 
increase of loss due to skew occurs along the 
dominant part of span, as presented in Fig. 5. 

 

 

Figure 12. Total pressure loss coefficient ω at 30 
percent span. Upper: USK, lower: FSK 

In the following, the flow phenomena near the 
tip are analysed. The loss-reducing effect of 
forward skew in the near-tip region is apparent in 
Figure 13, where a “loss trough” of reduced losses 
and extension can be observed for FSK. Besides 
this, it must also be noted that not only the losses 
but also the Euler work has been reduced due to 
skew near the tip (Fig. 5). Figure 14 shows 
appropriately selected isosurfaces of radial flow 
coefficient and total pressure loss coefficient in the 
near-tip region. It is apparent in the figure that the 
reduction of radial outward flow due to forward 
skew leads also to the reduction of loss. Both 
tendencies can be seen in Fig. 5. 

The following comments regard the 3D flow 
features due to CVD. Fig. 15 presents the maps of 
flow characteristics at the outlet section. The blade 
wake is located in the middle, with the PS and SS 
on the left and right, respectively. The figure 
demonstrates that the ideal total pressure rise 
increases along the dominant part of span of USK, 
in accordance with the CVD concept. However, an 
inevitable and undesired consequence of CVD is 
that vortices are shed from the TE, generating a 

characteristic 3D flow pattern in the blade passage 
[17]: radial inward and outward flow on the PS and 
on the SS, respectively. By means of forward skew, 
the shed vorticity has been moderated along the 
dominant portion of span. However, as Fig. 5 
illustrates, the moderation of shed vorticity acts 
against the non-free vortex design concept: the 
spanwise gradient of blade circulation – and that of 
the related ideal total pressure rise – tends to be 
reduced toward free vortex operation. 

 

 

Figure 13. Total pressure loss coefficient ω at 90 
percent span. Upper: USK, lower: FSK 

 

 

Figure 14. Upper row: ϕ r = 0.1 isosurfaces. 
Lower row: ω = 0.5 isosurfaces. Left: USK, 
right: FSK 

5. REMARKS 

5.1. Forward Sweep/Skew vs. Losses 
The technical literature reports apparently 

contradictory results on the loss and performance 
modifying effects due to forward sweep/skew. In 
[5], it is pointed out that forward sweep near the tip, 
i.e. “positive sweep”, gives a potential for reduction 
of near-tip losses. Based on [7], application of near-
tip forward skew can be recommended for 
efficiency improvement over the entire operational 
range, and for stall margin improvement. [2] and [6] 
suggest that the application of forward sweep along 
the entire span is beneficial for loss reduction and 
performance improvement, and also for extension 
of stall-free range. However, it has been found in 
[9] that forward sweep causes the deterioration of 
efficiency near the design point, although it was 
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found beneficial at throttled (near-stall) operating 
points. In [18], the reduction of efficiency was 
reported for a forward-swept rotor over the 
dominant part of the entire stall-free operational 
range. 

This paper gives an additional example, 
together with a detailed explanation, how forward 
skew may cause the increase of losses at the design 
flow rate over the dominant portion of span, 
although it must be acknowledged that the losses 
are reduced near the tip. It must also be emphasized 
that in energetic judgment of a skewed rotor, 
modifications of both the Euler work and losses due 
to skew, i.e. their balance, must be considered. This 
can be carried out by CFD-based modern 
turbomachinery design systems. 

 

 
          USK, ψid 2                           FSK, ψid 2 
 

 
           USK, ϕr2                    FSK, ϕr2 

 

Figure 15. Outlet flow characteristics 

5.2. Forward Sweep/Skew vs. Stall 
The conclusions of the present paper fit to the 

former experiences reported in [7] that forward 
sweep/skew moderates the radial outward migration 
of the SS boundary layer fluid, and thus, it prevents 
the near-tip zone from accumulation of stagnating 
fluid that would lead to tip stalling. Although it was 
not mentioned in [3][6][7], the applied CVD 
concept usually intensifies the radial outward flow 
on the SS, due to shed vorticity. Therefore, the risk 
of tip stalling is increased for rotors of CVD, and 
thus, application of forward sweep/skew is 
especially welcome. 

Based on the discussion in [19], it can be 
concluded that application of forward sweep/skew 
is especially recommended for CVD rotors to 
moderate the near-tip stagnating zone. 

5.3. Forward Sweep/Skew vs. CVD 
As the results presented in the paper indicated, 

forward sweep/skew reduces the blade load near the 
tip, and shifts the blade load away from the endwall. 
This trend is characteristic for near-endwall blade 
sections with positive sweep [5]. As far as the CVD 
concept is concerned, this effect acts against it. The 
results show that the original non-free vortex 
circulation distribution tends towards that of a free 
vortex flow pattern (zero spanwise circulation 
gradient) along the dominant part of span. 
Therefore, the designer intending to improve the 
utilisation of blade sections at higher radii (and/or 
to moderate the load near the blade root for hub loss 
reduction) by means of CVD must consider the 
above effect. If no sweep/skew correction is applied 
to the blade in order to retain the original Euler 
work distribution, the final result can be a nearly 
free vortex rotor with reduced efficiency due to off-
design incidence. 

6. SUMMARY 
Comparative CFD studies have been carried out 

on two rotors in order to investigate the combined 
effects of CVD and FSK, with use of structured 
hexahedral meshing. The results are summarised as 
follows. 

1. It has been found that the skewed blade tip 
protrudes into the upstream relative flow field, and 
carries out work in advance compared to the blade 
sections at lower radii. This results in increased and 
decreased inlet axial velocities near the tip and 
away from the tip, respectively. The decreased axial 
velocity at lower radii leads to increased incidence, 
lift, blade performance, and losses. Forward skew 
performs an “inward-guiding” effect on the flow in 
the entire passage. The case study presented herein 
calls the attention that forward blade skew may 
cause increased losses along the dominant part of 
span. 

2. It has been pointed out that forward blade 
skew near the tip moderates the radial outward flow 
and the losses; although it must be acknowledged 
that the Euler work near the tip has also been 
reduced. It was concluded that forward sweep/skew 
is especially beneficial for CVD rotors in order to 
reduce the otherwise intensified SS radial outward 
flow, and thus, to moderate the near-tip stagnating 
zone. 

3. The results showed that forward skew near 
the tip unloads the near-tip region and uploads the 
blade at lower radii. This behaviour acts against the 
CVD concept by reducing the spanwise blade 
circulation gradient. This fact must be considered in 
CVD, possibly by correcting the blade in order to 
retain the original Euler work distribution. 
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ABSTRACT 
In the present paper results of an investigation 

of stall inception phenomena detected in the 1.5-
stage low-speed compressor located at the 
Pfleiderer-Institut, TU Braunschweig, are presented. 
Two different highly loaded rotor bladings, a 
conventional 2D and a 3D design, were investi-
gated. The 3D stage employs rotor tip sweep in 
order to reduce the aerodynamic loading of the 
blade tip section. This leads to an extended 
operating range into the region of smaller flow 
coefficients. In order to understand how the 
formation of instabilities in the compressor flow 
field depends on inflow inhomogeneities caused by 
a blade row upstream of the rotor, both stages 
mentioned above were also investigated without the 
inlet guide vane. 

Axial compressor, stall inception, spill forward, 
tip clearance flow, time resolved total pressure 
measurements 

NOMENCLATURE 
Re [-] Reynolds number 
U [m/s] circumferential velocity 
V�  [Pa] volume flow rate 
h/H [-] fractional channel height 
l [m] chord length 
n [rpm] speed of rotation 
p [Pa] static pressure 
r,θ, z [m] machine coordinate system 
s [m] tip gap height 
t [m] pitch 
β [°] absolute flow angle 
ϕ [-] flow coefficient 
ν [-] hub to tip ratio 
ψ [-] pressure coefficient 
 
Subscripts and Abbreviations 
BPF blade passing frequency 

C casing 
D design point 
H hub 
IGV inlet guide vane 
P probe 
RANS Reynolds averaged Navier-Stokes 
ax axial 
max maximum 
t total 
s static 
0 - 3 measuring planes 

1. INTRODUCTION 
The stable operation range of axial compressors 

is limited by emerging instabilities in the region of 
small flow coefficients. Two characteristic pheno-
mena are known to appear close to compressor stall. 
Modal waves, which can be described as a long 
length scale oscillation of the axial inflow velocity. 
As shown by Moore and Greitzer [1] as well as by 
Camp and Day [2], modal waves can be detected if 
the slope of the total-static characteristic at the stall 
point is positive. For a negative slope, stall 
inception is caused by short length scale 
disturbances called spikes. It has been shown 
theoretically by McDougall [3] and Vo et al. [4] as 
well as experimentally by Dobat et al. [5] that these 
disturbances are related to the spillage of endwall 
flow ahead of the blading (spill forward). 

In different experimental investigations on 
various 1-stage axial compressors, multiple types of 
rotating stall have been found. Apart from single-
cell rotating stall, typical for 1-stage compressors, 
multi-cell rotating stall or mild stall could also be 
observed, see Inoue et al. [6]. Hereby the multi-cell 
rotating stall regime can be described as a stable 
region of the compressor characteristic where 
additional throttling of the compressor is required in 
order to descend to the region of single-cell rotating 
stall. 
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This behaviour can also be found at the 1.5-
stage low-speed compressor located at the 
Pfleiderer-Institut, TU Braunschweig, Germany. In 
the following, the flow phenomena leading to stall 
inception are described by means of time resolved 
total pressure measurements up- and downstream of 
the compressor rotor and an oil flow visualisation 
technique. Near casing flow patterns are compared 
to computational results obtained by a commercial 
RANS solver. 

2. TEST RIG 
Both compressor stages consist of an IGV (45 

blades) a rotor (43 blades) and a stator (45 blades). 
The 2D stage including the inlet guide vane is 
shown in Figure 1. 

 

Figure 1: Compressor test stage (2D design) 

Table 1: 2D stage design parameters: 

flow coefficient ϕD = 0.52 
pressure coefficient ψD > 0.45 
hub to tip ratio ν = 0.75 
aspect ratio h/l = 1.0 
relative tip gap height s/l = 0.01 
casing diameter DC = 0.6 m 
speed of rotation n = 2800 rpm 

 

 

Figure 2: Rotor tip sections 

Additional pressure taps, not shown below, were 
located in plane 1. Based on rotor tip speed and 
midheight chord length the Reynolds number can be 

determined to Re � 5·105. The main design 
parameters of the 2D compresssor stage, designed 
by Gümmer et al. [7] are shown in Table 1. In 
addition to the 2D stage a 3D stage designed by 
Goller et al. [8] was investigated. The 3D stage 
features rotor tip sweep as well as an enlarged tip 
chord length. The sweep was introduced at h/H = 
0.4 while the spanwise distribution of sweep 
follows an e-type function. At the casing the 
forward sweep reaches 45° with an increased chord 
length of 25% (Figure 2). In order to ensure the 
same spanwise work distribution as for the 2D 
rotor, the rotor outlet angle distribution of the 3D 
stage was adjusted, reducing the camber of the rotor 
tip sections. 

As described above, the total-static 
characteristic (ϕ,ψts) indicates the type of emerging 
instability prior to the compressor stall. As done in 
earlier investigations, see Dobrzynski et al. [9], the 
total-static pressure coefficient was determined by 

1
2

2

cos β
ϕψψ −= ssts

. (1) 

The pressure rise was evaluated between planes 
1 and 3 as shown in Figure 1. 

3. TOTAL-STATIC CHARACTERISTICS 
The total-static characteristics of the 2D and the 

3D stage with and without IGV are shown in Figure 
3. Pressure and flow coefficients are normalised by 
the design coefficients of the 2D stage. 

C: stableoperation single-cell stall
B: multi-cell stall single-cell stall
A: stableoperation multi-cell stall
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Figure 3: Total-static characteristics 

For both stages without IGV a multi-cell 
rotating stall region can be observed left of the first 
stall point (transient A). Classical single-cell 
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rotating stall can only be reached by throttling the 
compressor to flow coefficients to the left of 
transient B. For the 2D stage characteristic 3 
plateaus can be observed in the multi-cell rotating 
stall region. As will be shown later on, these 
plateaus are characterised by the number of rotating 
stall cells. The 3D stage characteristic shows an 
extended operating range compared to the 2D stage 
characteristic. For the 3D stage characteristic only 2 
plateaus can be detected in the multi-cell rotating 
stall regime. For the transient A an unstable 
behaviour can be observed. Here the operating point 
and the number of stall cells are continuously 
changing (double-headed-arrow). In between, also 
phases of normal operation can be detected. After 
further throttling a region characterised by a 
constant number of stall cells is reached. Analysing 
the slopes at the stall points a negative slope of the 
2D and a positive slope of the 3D stage 
characteristic can be observed. As described in [1] 
and [2] this indicates the presence of axial velocity 
oscillations in the area left of the peak of the 3D 
characteristic. 

The total-static characteristics without the IGV 
are also included in Figure 3. Because of the 
missing inswirl the characteristics are shifted into 
the region of higher flow and pressure coefficients. 
Unlike the configurations with the IGV, no multi-
cell rotating stall regimes can be detected here 
(transient C). However, again a positive sloped 
branch of the 3D characteristic can be observed. 

4. TIME RESOLVED TOTAL PRESSURE 
MEASUREMENTS 

In order to gather information about type and 
number of the rotating stall cells, time resolved total 
pressure measurements were carried out up- and 
downstream of the compressor rotor. 

Two cranked total pressure probes (probes 1 & 
2), developed by Brodersen and Wulff [10], as well 
as cylindrical pressure probes (probes 3 & 4) were 
used. All probes are equipped with high frequency 
miniature pressure transducers (Kulite XCS-062-
5D) inserted into the probe’s head. The probes were 
positioned as shown in Figure 4. All probes were 
oriented into the main flow direction in order to 
detect axially backward directed flow. Probe 1 and 
2 were turned according to the stagger angle at the 
casing, because earlier investigations by Deppe et 
al. [11] indicated spill forward along this direction. 

The two cylindrical pressure probes with lateral 
and downward facing measuring holes were 
installed just downstream of the rotor. With 
reference to the 2D pressure distribution of a 
cylinder, the axis of the lateral measuring holes 
were aligned with the machine axis in such a way 
that axially backward directed flow was indicated 
by a change of sign of the pressure signal. 

 
 

Figure 4: Probe positions 

The static pressure obtained by earlier 5-hole probe 
traverse measurements was used as a reference 
giving the probe signal ∆p = pP – ps. Probes 1,3 and 
4 were positioned near the casing at h/H = 0.98, 
while probe 2 was positioned at midspan. For 
results related to probe 2 see Dobrzynski et al. 
[9].The data recording was based on the rotor 
rotation angle. 1024 data points were recorded per 
rotor revolution. In order to record data during stall 
inception, the available data storage was split to 
save the pre- and post-stall history, using the stall 
event itself as a trigger. With the rotor at n = 2800 
rpm (standard ambient conditions) the sampling rate 
reaches about 48 kHz, corresponding to 24 samples 
per blade passage. 

The time resolved total pressure signals of 
probes 1 and 3, 2D stage, are shown in Figure 5. 
The time shift of the pressure signal due to the  
different circumferential positions of the probes in 
the absolute reference system was removed. For 
probe 3 downstream of the rotor, the baseline is 
included as well. During stable operation, only the 
upstream pressure field of the rotor can be 
identified. The first spike can be detected between 
rotor revolution 6 and 7. The disturbance, covering 
about 5-6 passages, moves with about 78% of the 
rotor speed in the absolute reference system. 
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Figure 5: Time resolved total pressure, 
2D stage with IGV 
Top: Transient A 
Bottom: Transient B (Figure 3) 
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Figure 6: Time resolved total pressure, 
3D stage with IGV 
Top: Transient A 
Bottom: Transient B (Figure 3) 
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Figure 7: FFT of the total pressure signal close to 
ψψψψts,max , 3D stage 

The spillage of endwall flow ahead of the 
blading (spill forward) results in a positive peak 
(spike) in the time resolved total pressure signal 
(probe 1). At the same time axially backward 
directed flow at the rotor trailing edge is indicated 
by the positive pressure signal at the cylindrical 
probe 3 (see Vo et al. [4] and Deppe et al. [11]). 
The details of these near casing flow phenomena 
can be understood based on results from wall 
pressure measurements and oil flow visualisations 
at the compressor casing as well as from cascade 
tests, see Dobrzynski et al. [9]. It is remarkable that 
these disturbances do not incept classical single-cell 
rotating stall after a few rotor revolutions. The 
amplitude as well as the speed of rotation remain 
constant in the region between the transients A and 
B of the 2D stage characteristic (Figure 3). On the 
characteristic 3 regions can be identified which are 
characterised by the number of rotating stall cells 
(2, 3 and 4 cells). After further throttling below 
ϕ/ϕD = 0.71 (transient B, Figure 3) a larger single 
stall cell is formed. The cell rotates with about 34% 
of the rotor speed in the absolute system. After 
formation of this cell no more short length scale 
disturbances can be detected. 

As for the 2D stage, the time resolved total 
pressure signals of the 3D stage indicate the 
formation of a stable multi-cell stall regime (Figure 
6). Compared to the 2D stage characteristic only 2 
multi-cell stall regions can be detected. The 
transient A (Figure 3) is characterised by a 
continuously changing number of stall cells 
between 0 and 3. To the left of the transient a stable 
region with 4 rotating stall cells can be detected. 
The stall cells’  speed of rotation as well as their 
circumferential extension are similar to the ones 
recorded for the 2D stage. 

Between the peak of the 3D total-static 
characteristic and the stall limit a short wavelength 
oscillation of the total pressure signal of all probes 
can be observed. The frequency spectrum recorded 
by probe 1 for one operating point slightly to the 
left (ϕ/ϕD = 0.82) and one slightly to the right 
(ϕ/ϕD = 0.83) of the peak of the 3D characteristic is 
shown in Figure 7. In the positive sloped branch of 
the 3D characteristic the frequency of the total 
pressure oscillation can be determined to f � 220 s-1. 
This frequency decreases slightly with throttling the 
compressor. Modulations with the blade passing 
frequency of fBPF  � 2000 s-1 can also be observed in 
Figure 7. Similar phenomena have been reported by 
Mailach et al. [12] for the 4-stage low-speed 
compressor at the TU Dresden, Germany. 
Comparing these it can be ascertained that the 
oscillation reported here is clearly more stable, 
which is indicated by its narrow peak in the 
frequency spectrum.  

Time resolved total pressure signals during stall 
inception without the IGV are shown in Figure 8 
and 9. As it was already observed in the total-static 
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characteristic in Figure 3, no multi-cell rotating stall 
regime can be detected. After the formation of a 
first spike the compressor descends into the 
classical single-cell rotating stall within 5-10 rotor 
revolutions. The speed of rotation of the spike as 
well as of the fully developed rotating stall cell is 
the same as for the 1.5-stage configuration. Again 
short wavelength oscillations of f � 220 s-1 can be 
detected at the positive sloped branch of the 3D 
total-static characteristic. In addition, an oscillation 
of longer wavelength can be seen close to the stall 
limit. This long wavelength oscillation occurs 
sporadically and can be observed in the time 
resolved total pressure signals (Figure 9) as well as 
in the frequency spectrum shown in Figure 10. With 
a frequency of f � 20 s-1, the wavelength of this 
disturbance can be determined to 43% of the rotor 
speed and about 1% of the blade passing frequency 
(BPF). These are typical properties of modal waves 
reported by other authors, e.g. Camp and Day [2]. 
However, no increase in amplitude of this 
disturbance shortly before stall could be detected. 
Inspecting Figure 9, it can be observed that the 
formation of the first spike coincides with a 
pressure maximum of the long length scale 
oscillation. This can be attributed to the low axial 
velocity at this location. 

5. OIL FLOW VISUALISATION 
In the following, the near casing flow patterns 

shall be visualised by oil flow pictures at the 
compressor casing as well as by computed near wall 
flow vectors. The oil flow pictures visualise the 
circumferentially averaged wall shear stress 
distribution in the absolute reference frame (time 
mean portrait of the flow). Results will be presented 
for both stages with IGV. 

To support the experimentally obtained near 
wall flow patterns, the flow problem was also 
solved numerically using the commercial flow 
solver NUMECA Fine/Turbo. Fine/Turbo employs 
a 3D RANS code using multi-block structured 
meshes. Because of the fact that these steady 
calculations are meant to be a basis for later time 
resolved multi passage computations, the spatial 
discretisation was limited to about 312000 points 
per rotor passage. Nevertheless, grid independency 
of the solution was verified. The flow field of a 
single passage was calculated presuming 
circumferential periodicity. Boundary conditions 
were defined based on experimental data. The 
massflow determined by the compressor inlet 
nozzle, as well as the rotor inlet angles based on 5-
hole pressure probe traverse data were defined 
upstream of the rotor. Downstream of the rotor the 
static pressure was set, considering radial 
equilibrium. 

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

probe1: h/H = 0.98

probe3: h/H = 0.98
0

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
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probe3: h/H = 0.98
0

rotor revolutions

Figure 8: Time resolved total pressure, 
2D stage without IGV 
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Figure 9: Time resolved total pressure, 
3D stage without IGV 
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Figure 10: FFT of the total pressure signal 
ϕ/ϕϕ/ϕϕ/ϕϕ/ϕD =  =  =  = 0.89, 3D stage without IGV 
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Figure 11: 2D stage, design condition 

 

Figure 12: 2D stage, near stall condition 

 

Figure 13: 2D stage, multi-cell stall

 

Figure 14: 3D stage, design condition 

 

Figure 15: 3D stage, near stall condition 

 

Figure 16: 3D stage, multi-cell stall 
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Three different turbulence models, a standard high 
Reynolds k-ε, a low Reynolds k-ε by Yang and 
Shih as well as the Spalart-Allmaras one equation 
model were used. In the following, only results 
obtained with the Spalart-Allmaras turbulence 
model will be discussed, being closest to the 
experimental data. 

In Figure 11 to 13 oil flow pictures at the casing 
wall of the 2D stage for 3 different operating points 
are shown. The main flow is directed from the left 
to the right. For the stable operating points, the 
computed circumferentially averaged velocity 
distributions obtained by evaluating the first 
gridpoints off the wall are also included (black 
arrows). The oil flow picture representing design 
conditions (Figure 11) can be divided into 3 main 
regions. From the left border of the picture to z = 
0.02 m axially forward directed flow can be 
observed. Due to the IGV outflow, the flow is 
inclined by about 15°. Within the second region 
between z = 0.02 m and z = 0.035 m the flow is 
axially backward directed caused by tip gap and tip 
vortex related flow phenomena. In between, a 
separation line, caused by the collision of these two 
endwall boundary layers can be observed. The 
wavy form of the separation line results from areas 
of low axial velocity caused by the IGV wakes. At z 
= 0.035 m an attachment line followed by a region 
of axially forward directed flow can be detected. It 
is noted that the computed positions of the 
attachment and separation lines as well as the 
predicted directions of the near casing velocities are 
in good agreement with the oil flow picture. 

When the compressor is throttled to a near stall 
operating point, the following developments can be 
observed: The separation line moves upstream 
towards the rotor leading edge, while the 
attachment line moves downstream enlarging the 
region of axially backward directed flow. This is 
supported by the oil flow picture as well as by the 
computed near casing flow velocities shown in 
Figure 12. As described in earlier investigations, see 
Dobrzynski et al. [9], this development is linked to 
an upstream movement of the tip clearance vortex 
exhibiting a more circumferentially directed 
trajectory. The experimentally obtained as well as 
the calculated locations of the separation and 
attachment lines for all stable operating points are 
summarised in Figure 17. The axial locations are 
based on the axial chord length of the 2D and 3D 
blades respectively, see Figure 2. Compared to the 
separation line positions, the positions of the 
attachment lines (2D stage) are predicted less well 
by the CFD solution. Nevertheless, the movement 
of the attachment line between design and near stall 
conditions linked to the expansion of the reverse 
flow region again is in very good agreement with 
the experimental data. 

After throttling the compressor below the stall 
limit, it descends into multi-cell rotating stall as 

described above. The separation line jumps in front 
of the rotor while the attachment line moves far 
downstream to the right border of Figure 13. In 
between, an extended region of axially backward 
directed flow can be observed. During multi-cell 
rotating stall the separation line is completely 
straight, indicating that the separation line is merely 
based on rotating phenomena at the rotor tip and not 
on the IGV outflow. 
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Figure 17: Separation and attachment line 
positions 

The oil flow pictures of the 3D stage 
configuration are shown in Figure 14 to 16. Due to 
the reduced aerodynamic loading of the 3D rotor tip 
section, the intensity of the tip clearance flow is 
reduced as well. Therefore the separation line is 
hard to detected in the oil flow picture (Figure 14) 
as well as in the calculated velocity distributions for 
the 3D stage at design point conditions. Throttling 
the compressor, the separation line moves upstream 
towards the rotor leading edge, while the region of 
axially backward directed flow expands, see Figure 
15 and 17. While the exact positions of the 
attachment lines are sometimes not well predicted 
by the numerical flow solution (Figure 17), their 
movement as well as the size of the reverse flow 
region is again in very good agreement with the 
experiments. 

During multi-cell rotating stall of the 3D stage 
(Figure 16) the separation line is located directly at 
the rotor leading edge, while no decisive increase of 
the reverse flow region compared to near stall 
conditions can be observed. Comparing the 
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positions of the separation lines of the 2D and the 
3D stage during multi-cell rotating stall (Figure 13 
and 16), it is noted that they are at the same distance 
from the IGV. This could imply that the IGV may 
temporarily suppress the development of the 
classical single-cell rotating stall. 

For single-cell rotating stall conditions the 
separation line can not be detected in the area 
shown so far. Oil flow pictures and additional time 
resolved pressure signals recorded at a position 
upstream of the IGV (not shown here) indicate that 
the separation line moved to a position just 
upstream of the IGV. 

8. CONCLUSIONS 
In the present paper experimental investigations 

concerning rotating stall inception in an 1.5-stage 
axial compressor were presented. Two different 
rotor bladings, a 2D and a 3D blade, were taken into 
account. In addition, both blading configurations 
were investigated with and without an IGV. First 
results of steady RANS calculations were compared 
to the experimental data at design and partload 
conditions. 

i) For the 2D as well as for the 3D blading 
configuration a spike induced stall inception 
can be identified. The spikes are related to local 
spillage of the endwall flow ahead of the rotor 
(spill forward). 

ii) While the short length scale disturbances 
(spikes) lead to classical single-cell rotating 
stall during a few rotor revolutions for the 
single-stage configuration, a multi-cell rotating 
stall regime can be observed for the 1.5-stage 
configuration. 

iii) As expected from the positive sloped total-
static characteristic of the 3D stage, short and 
long length scale oscillations can be identified 
at part load conditions. Stall inception however, 
is caused by a locally confined spike. 

iv) Steady RANS calculations with limited 
computational expense were able to predict the 
circumferentially averaged near wall flow 
features very well. They provide a good basis 
for future time resolved calculations. 
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ABSTRACT  
The relative motion of rotor and stator leads to 

viscous and inviscid interactions between the blade 
rows. This is the reason why the flow in 
turbomachines is periodically unsteady.  

The unsteady flow field of the first stage with 
inlet guide vane row (IGV) of the Dresden Low-
Speed Research Compressor (LSRC) is investigated 
using a 3D time-accurate, viscous solver. The 
unsteady profile pressure distribution on the 
pressure side (PS) and the suction side (SS) of the 
rotor at midspan (MS) for the design point are 
presented and analysed. A comparison to 
experiments performed at the same compressor is 
drawn [1, 2]. 

The pressure fluctuation on the rotor depends 
on the superimposed effect of the wakes of the inlet 
guide vane and the potential effect of the 
downstream stator. The time-resolved pressure in 
the simulation changes nearly simultaneously along 
the whole chord length like as also observed in the 
experiment. A phase shift between the pressure 
fluctuations on the PS and the SS is found.  

Furthermore the unsteady blade pressure forces 
of the rotor blades are calculated from the profile 
pressure distribution at midspan. The results are 
compared with the experimental results. 

Keywords: axial compressor, periodic unsteady 
blade pressure fluctuation, unsteady blade 
pressure force  

NOMENCLATURE  
A [m2] area of blade surface 
cF [-] pressure force coefficient 
cM [-] moment coefficient 
F [N] pressure force 
f [Hz] frequency 
K [-] number of time steps 

 l [m] chord length 
M [N·m] moment 
N [-] number of time steps 
p [Pa] static pressure 
t  [s] time 
w [m/s] relative velocity  
x [m] chordwise  position  
y [m] position perpendicular to chord 
γ [deg] angle between resulting force and 

normal direction 
ρ [kg/m3] density 
 

Subscripts and Superscripts 
 

¯ time-averaged values 
∞ average of the velocity vectors of the 

incoming and outgoing flow 
~ fluctuating part 
<> ensemble-averaged value  
1 measuring plane upstream of the rotor 

blade row  
cg centre of gravity 
cl centre of lift 
dyn dynamic 
i,j indices for time traces 
x component in blade chord direction  
y component perpendicular to the blade 

chord 
 

Abbreviations 
 

BPF blade passing frequency 
IGV inlet guide vane 
LSRC Low-Speed Research Compressor 
MS midspan 
PS pressure side 
RMS Root Mean Square Value 
SS suction side 
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1. INTRODUCTION  
The flow in turbomachinery is inherently 

unsteady because of the relative motion between 
stationary and rotating blade rows. The relative 
motion between rotor and stator blades induces 
unsteady aerodynamic interactions which lead to a 
periodic fluctuation of the profile pressures. The 
resulting unsteady blade forces have a significant 
influence on the fatigue behaviour of the blades. 
Therefore it is necessary to gain a better 
understanding of the unsteady interaction 
mechanisms in turbomachines. 

Early investigations on rotor-stator interaction 
were carried out by Kemp et al. [3]. They analysed 
the unsteady pressure response and the excitation of 
the unsteady forces theoretically. In recent years 
several experimental investigations and numerical 
simulations on this topic were carried out. Hsu and 
Wo [4] experimentally investigated the unsteady 
blade row interaction in a large-scale low-speed 
1.5-stage axial compressor. Lee and Feng [5] 
studied the same compressor numerically. Dorney 
et al. [6, 7] investigated the clocking effect on 
unsteady force in an axial compressor and a turbine. 
The pressure fluctuations and the unsteady force 
changes on the blades were considered for the 
operating points with maximum and minimum 
efficiency. Li and He [8] numerically investigated 
the effect of different stator blade numbers on the 
unsteady blade loading on the rotor blades and 
stator blades in a 1.5-stage transonic turbine. 
Marconcini and Pacciani [9] simulated the effects of 
clocking on efficiency and unsteady forces in a 1.5-
stage high-pressure turbine. 

In this paper, the numerical investigation is 
carried out with the geometry of the Dresden LSRC. 
The pressure fluctuation and the unsteady blade 
loading on rotor blades of the first stage are 
presented and compared with the experimental 
results from Mailach et al. [1, 2].   

2. NUMERICAL METHOD  
The Dresden LSRC consists of 4 repeating 

stages which are preceded by an inlet guide vane 
row. The blading of the compressor was developed 
from a typical middle stage of a high pressure 
compressor of a gas turbine. A detailed description 
of the Dresden LSRC is given in [10-12]. 

In this paper, the unsteady flow field of the first 
stage with IGV of the Dresden LSRC is numerically 
investigated. The calculations were carried out at 
MS for design conditions of the compressor.  

The 3D time-accurate, viscous flow solver 
FINE™/Turbo for a compressible ideal gas was 
used for these investigations. The Baldwin-Lomax 
algebraic vortex-viscosity model is employed to 
solve the turbulent flow field. The spatial 
discretization of the Reynolds-averaged Navier-
Stokes equations is based on a cell-centered control 
volume scheme. The control equations are advanced 

by a time-marching scheme using an explicit 4-
stage Runge-Kutta method. Local time stepping, 
implicit residual smoothing and multigrids are used 
to accelerate the computational convergence. A dual 
time stepping method is used to carry out the 
unsteady simulation. 

The blade number of the IGV, the rotor and the 
stator blade rows in the experiment are 51, 63 and 
83, respectively. In the calculation, the blade 
number is scaled to 42 inlet guide vanes, 63 rotor 
blades and 84 stator blades in order to make a 
compromise between a reasonable precision of the 
simulation and the cost of the computational time. 
Thus, with the scaled blade numbers only 2 
passages of the IGV, 3 passages of the rotor and 4 
passages of the stator have to be simulated in the 
computational domain. 

The complete mesh and the details of the 
meshes at the leading edge and at the trailing edge 
of the rotor are shown in Figure 1. To resolve the 
flow field near the blades O-type grids are used.   
H-grids are used to resolve the flow field in the 
blade passages. The total number of grid points is 
348,825. 

As boundary conditions at the inlet, the 
stagnation parameters and the flow angle are 
specified. At the outlet, the pitch-wise mean static 
pressure is specified. The shroud and hub walls are 
treated as Euler-wall. The sliding mesh method is 
employed at the rotor/stator interface. Using this 
method, the grid of the rotor is rotated in function of 
the physical time step and the rotor turning speed. 
Then the flow field is resolved at the given physical 
time step. In one simulation period, 90 physical 
timesteps are simulated. One simulation period is 
the time that one rotor passes two IGV’s.  

 

 

Figure 1. Computational mesh 
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3. TIME-AVERAGED PRESSURE 
DISTRIBUTION ON THE ROTOR 
BLADES 

Figure 2 shows the steady distribution of the 
pressure coefficient for the design condition on the 
rotor blade at MS.  The agreement of the results of 
the simulation with the experimental data is 
satisfactory.  

It can be observed in Fig. 2 that the flow 
accelerates to 15% chord on the SS. At 15% chord, 
the pressure minimum reached. After the pressure 
minimum, the flow begins to decelerate towards the 
blade trailing edge. On the PS the flow accelerates 
to 8% chord where the pressure minimum reached. 
Then the flow decelerates to 80%. From 80% chord 
towards the trailing edge the flow accelerates 
slightly.  

 

Figure 2. Steady pressure distribution, rotor 1, 
MS, design point  

4. UNSTEADY PRESSURE DISTRI-
BUTION ON THE ROTOR BLADES 

In Figure 3 the time-averaged pressure 
distribution is given as solid lines for the calculation 
(Figure 3a) and the experiment (Figure 3b). The 
pressure coefficient is calculated from the time-
averaged values of the unsteady simulation. 

The time-averaged Root Mean Square-value 
(RMS) is calculated as following  
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which represents information about periodic 
fluctuation in the simulation. In the experiment, it 
includes both periodic and stochastic pressure 
fluctuations.  

In Fig. 3 the fluctuations around the time-
averaged pressure distributions are shown as dashed 
lines. It can be seen, that the fluctuations in the 
experiment are somewhat stronger than that in the 
simulation. This can also be observed in the space-

time-diagrams of the unsteady pressure distribution 
on the rotor, shown later in this section.  

In the simulation, the relative position of the 
IGV and the stator in every IGV passage is 
identical, because the stator blade number is twice 
the blade number of the IGV (42 IGV’s and 84 
stator blades). 

In the experimental setup, the blade numbers of 
IGV (51) and stator (83) are not multiples. So the 
relative configuration between the IGV and the 
stator in every passage is different. 

 

Figure 3. Steady pressure distribution with 
RMS-values, rotor 1, MS, design point 

Therefore the experimental data are considered 
at a circumferential position of the compressor, 
where a comparable relative position of IGV and 
stator blades can be found like in the simulation.  

Figure 4a and 4c shows the numerical results 
for this configuration, whereas the experimental 
results are shown in Figure 4b and 4d. The time is 
related to the passing time of the downstream stator 
tstator. In each case the fluctuating part of the profile 
pressures is shown. The experimental results are 
ensemble-averaged using the equation 
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It can be observed, that the unsteady profile 
pressure fluctuation is the superimposed effect of 
the IGV wake and the potential effect of the 
downstream stator. For both, the simulation and the 
experiment, on the PS and the SS the pressure 

changes nearly instantaneously in time along the 
chordwise direction. 

The unsteady profile pressure fluctuation in the 
simulation appears periodically. In every second 
stator passing period the pressure fluctuation 
repeats since the blade number of the stator is twice 
the IGV number. In the experiments 2 blade passing 
periods of the stator corresponds to 1.23 periods of 
the IGV. 

If the pressure fluctuation induced by the IGV 
and the pressure fluctuation due to the downstream 
stator potential field are superimposed, the pressure 
fluctuation is intensified (Fig. 4a). This appears at 
every second blade passing period of the stator. 
When t/tstator is equal to 1.2 and 3.2, the unsteady 
pressure fluctuation is intensified on the PS of the 
rotor. When t/tstator is equal to 0.2 and 2.2, the 
pressure fluctuation due to the downstream stator is 
superimposed with a pressure fluctuation of the 
IGV wake with the opposite sign. As a result 
resulting pressure fluctuation is reduced.  

The same situation can be observed in the 
experiment (Fig. 4b). If t/tstator is 1.3 and 3.2, 
respectively, the unsteady pressure amplitude on the 
PS of the rotor blade reaches a maximum. At 
t/tstator=2.2 the unsteady pressure amplitude is 
clearly smaller.  

The largest pressure fluctuations on the PS 
appear between the leading edge and 50% chord. In 
the simulation the maximum pressure fluctuation 
amplitude is +/-5% of the dynamic pressure of the 
incoming flow. Compared to the experimental 
results, the maximum pressure fluctuations of the 
simulation are somewhat lower than that from the 
experiments.  

Also on the SS the superposition of the IGV 
wakes and the potential field of the stator leads to a 
modulation of the resulting pressure fluctuation 
amplitudes (Fig. 4c). So the pressure amplitudes at  
t/tstator=0.6 and 2.6 are somewhat higher than at 
t/tstator=1.6 and 3.6.  

The experimental results on the SS show a 
comparable pressure distribution concerning the 
fundamental pattern and the pressure amplitudes 
(Fig. 4d). However, the increase of the pressure 
amplitudes for every second passing stator blade 
does not appear since the ratio of stator blade to 
IGV number is not equal to two.   

On the SS, the largest pressure fluctuations 
appear in the range of 20-80% chord (Figs. 4c and 
4d). In this area, the flow decelerates. Similarly, the 
maximum pressure fluctuations on the PS appear in 
the region with decelerated flow (from 10-50% 
chord, Figs. 4a and 4b).  

It can be stated, that a good qualitative 
consistency of the experiment and the simulation 
exists. Differences can arise from the fact, that the 
unsteady pressure fluctuations on rotor 1 are also 
affected by the potential fields of the stators of the 
subsequent compressor stages, which are not 
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considered in the simulation. Furthermore the 
neglected spanwise pressure distribution as well as 
the not modelled radial gaps of the rotor blades lead 
to differences between simulation and experiment. 

As part of the data of Fig. 4, in Figure 5 the 
fluctuating part of the profile pressures at the 50% 
chord positions on PS and SS are presented. Figure 
5a shows the time traces of the pressure fluctuation 
on PS and SS as a result of the calculation. The 
timescale is again normalised with the passing 
period of the downstream stator. The 4 passing 
periods of the downstream stator corresponds to 2 
passing periods of the IGV. The pressure 
fluctuations are caused by the superimposed effect 
of the IGV wakes and the potential effect of the 
downstream stator blades. Because of the given 
blade count ratio the characteristic pattern of 
pressure fluctuations repeat periodically in every 
second passing periods of the downstream stator. 
Between the signals on PS and SS a constant phase 
shift between the pressure fluctuations on PS and 
SS of about 180 degrees can be observed.    

The corresponding experimental data show 
more spiky fluctuations with larger amplitudes. The 
phase shift between the signals on PS and SS is 
changing in time between 90-180 degrees, 
depending on the relative position of the IGV wakes 
and the stator potential effects [1]. This changing 
phase shift appears because the stator blade number 

for the experiment is not a multiple of the IGV 
number.  

In Figures 6a and 6b the frequency spectra of 
the pressure at the 50% chord position on the PS of 
the rotor are given for the simulation and the 
experiment. The design rotational speed of the 
compressor is 1000 revolutions per minute. In the 
simulation, the blade passing frequencies (BPF) of 
the IGV and the stator are 700Hz and 1400Hz, 
respectively (42 IGV and 84 stator blades). In the 
experiment the 1. BPF of IGV is 850Hz and  
1383Hz for the stator (51 IGV and 83 stator blades).  

In the simulation the dominant periodic 
influence of the IGV wakes is reflected by the 
1. BPF of the IGV.  The 2nd BPF of the IGV 
corresponds to the 1st BPF of the stator blades. Thus 
for this frequency component the stator potential 
effect cannot be distinguished from the IGV wake 
effect. However, in Fig. 4 the dominance of the 
potential effect of the stator blades versus the IGV 
wake effect is obvious. According to that, it can be 
assumed, that the main contribution to the peak at 
1.4 kHz stems from the potential field of the 
downstream stator.  

This is also confirmed by the experimental data 
(Fig. 6b). The amplitudes of the potential effect of 
the downstream stator is about two times of the 
wake effect of the IGV (1. BPF’s of IGV and stator 
blades). The higher harmonics of the BPF’s of the 
blade rows can be neglected.  
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In the numerical results the amplitude at the 
1. BPF of the IGV is only 43% of that appearing at 
the 1. BPF of the stator (Fig. 6a). This is the same 
order of magnitude than observed in the 
experimental results. At 2.8 kHz the pressure 
amplitude from the simulation is considerably 
higher than in the experiment. This is due to the 
superimposed effects of the 2.BPF of the stator and 
the 4.BPF of the IGV. Other higher harmonics of 
stator and IGV BPF’s are of less importance for the 
blade excitation. 

On the SS (no figure) comparable observations 
can be made like described for the PS. That means, 
the amplitude due to the potential effect of the 
downstream stator (1.BPF stator) is largest and the 
effect of the IGV wake (1.BPF IGV) amounts to 
about 50% of the potential effect of the downstream 
stator (1.BPF stator). 

5. UNSTEADY PRESSURE FORCE ON 
THE ROTOR BLADES 

Due to the unsteady profile pressure 
distribution an unsteady blade pressure force and 
unsteady moment are generated. The unsteady 
aerodynamic blade loading significantly influences 
the blade life cycle. In this section, the unsteady 
blade pressure forces at MS on the rotor blade in the 
first stage for the design condition will be 
discussed. The algorithm used here to calculate the 
unsteady force, is described by Mailach et al. [2].   

Figure 7 shows the force component definitions 
in blade coordinate system. The components of the 
force F are denoted as Fx and Fy. These components 
are directed along the blade chord direction and 
perpendicular to that, respectively. The moment Mcg 
acts around the centre of gravity of the blade. 

 

Figure 7. Forces in blade coordinate system 

The unsteady pressure force in the experiment 
is calculated from the pressure distribution, which is 
measured with piezoresistive pressure transducers 
[1]. These sensors are arranged at MS on PS and SS 
each from 10% chord to 90% chord with an equal 
spacing of 10% chord. At the leading edge and the 
trailing edge no pressure transducers could be 
mounted. In the experiment the time traces of the 

pressure on leading and trailing edge are 
extrapolated from the transducers mounted at 10% 
and 90%, respectively. 

In the simulation, the force is calculated from 
the unsteady profile pressure distribution along the 
whole chord of the rotor blades at MS, including the 
leading edge and the trailing edge regions.  

Because the pressure force is related to the up- 
and downstream flow field, the force coefficient is 
calculated with the following relation 
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In Table 1 the time-averaged pressure force 

coefficient cF on the rotor, its components cF,x along 
blade chord direction (x) and cF,y in the 
perpendicular direction to the blade chord (y) as 
well as the moment around the center of gravity are 
given. A good agreement of these time-averaged 
quantities from the simulation and the experiment is 
evident. The dominating force component is Fy. Its 
mean value is about 10 times of Fx. Thus, the force 
coefficient cF is nearly equal to the force component 
coefficient in y direction.  

Table 1. Time-averaged pressure force 
coefficients of the rotor blade for design point 

 

Time-resolved values from the force calculation 
are shown in Figure 8. These are the force 
coefficient, the moment around the centre of gravity 
and the angle between Fy and F.  

As already observed for the unsteady profile 
pressure distribution, the IGV wakes and the 
potential effects of the downstream stator blades are 
the dominating periodic influences. 

In the simulation the maximum fluctuation 
amplitude of the force coefficient cF is +/-12% of 
the averaged values. Because of the lower values of 
cF,x, the maximum fluctuation amplitude of the 
force coefficient cF,y is also +/-12% of the averaged 
values (no figure). The maximum fluctuation 
amplitude of the force coefficient in x-direction 
(cF,x) is 8% of the mean values. The maximum 
fluctuation amplitude of the moment around the 
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centre of gravity is +/-14% of the mean values. The 
fluctuation of the angle γ between cF and cF,x is only 
+/-0.5 degrees.  

Somewhat larger fluctuation amplitudes of the 
force parameters are observed in the experiments. 
As reported in [2], the maximum fluctuation 
amplitudes of the force coefficient are +/-15% of its 
mean values for the experiment. The fluctuation of 
the angle γ between cF and cF,x is about                 
+/-1.0 degrees in the experiment. However, the 
time-resolved force parameters from the simulation 
and the experiment show a comparably good 
agreement. The experimental results are more noisy 
because the limited spatial resolution and the 
missing sensors at the leading and trailing edge of 
the blade.  

The frequency spectrum of the force coefficient 
from the simulation is shown in Figure 9. As 
already observed for the pressure fluctuation on PS 
and SS, the potential flow field effect from stator 1 
is the dominating periodic influence. In the 
frequency spectrum of the force the amplitude of 

the IGV wake effect is 50% of the potential effect 
of the downstream stator. The distribution of the 
peaks in the force spectrum is comparable to that of 
the pressure spectrum (Fig. 6a). 

 

Figure 9. Frequency spectra of force coefficient, 
MS, design point 
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6. SUMMARY 
The unsteady flow field of a 1.5-stage 

configuration of the Dresden Low-Speed Research 
Compressor is investigated using a 3D time-
accurate, viscous solver. The numerical results are 
analysed and compared with the experiments at 
midspan.  

The unsteady profile pressure distributions on 
PS and SS of the rotor blades in the first stage are 
presented for the design conditions. The profile 
pressures are periodically affected by the IGV 
wakes and the potential effect of the downstream 
stator blades. The potential effect of the 
downstream stator dominates the pressure 
fluctuation. The wakes of the IGV play only a 
secondary role because of the comparably small 
velocity deficit of the IGV wakes. The maximum 
pressure fluctuation is about +/- 5% of the dynamic 
head of the incoming flow. There is a phase shift of 
the pressure signals on PS and SS, which amounts 
to about 180 degrees. 

The unsteady blade pressure force parameters 
of the rotor blades are calculated from the profile 
pressure distribution. The time traces and frequency 
contents of the pressure forces are also presented. 
The mean value of the force coefficient in y-
direction is 10-times of that in x-direction. The 
maximum fluctuation amplitude of the force 
coefficient cF  is +/- 12% of the mean values. 

A detailed comparison of the results from the 
simulation and the experiments showed a good 
agreement of both time-averaged and time-resolved 
flow quantities. 
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ABSTRACT 
Numerical modelling and analysis is presented 

in this paper to model flow field and to recover the 
origin of HCF (high cycle fatigue) excited by 
separation in the axial compressor stator at reverse 
segment installation. In case of incorrect angle of 
attack the flow separation can oscillate and the flow 
induced non-linear vibration can lead to the serious 
problems. 

The numerical method is based on the Navier-
Stokes equations, which are deduced with using 
Favre averaging. The convective terms are 
discretized by Roe approximated Riemann method. 
Central discretization is applied for diffusive terms. 
MUSCL (Monotone Upstream Schemes for 
Conservation Laws) approach is implemented for 
higher order spatial reconstruction with Mulder 
limiter for monotonicity preserving. Wilcox k-ω 
model is implemented for turbulence modelling. 
The system of equations is solved by the time 
accurate 4th order Runge-Kutta method to recover 
unsteadiness of the complex flow field.  

As a direct consequence of the non-stationary 
separated eddies; the oscillated blade forces, the 
blade pressure distributions and the variation of the 
reduced blade forces have a significant effect on 
flow induced non-linear vibration. Hence, following 
the numerical calculations, detailed analysis has 
been performed in consideration of the time 
evolution processes. 

 
Keywords: axial flow turbomachinery, flow 
induced vibration, Navier-Stokes solver 

NOMENCLATURE 
c [m/s] absolute velocity 
C [m] camber length 
E [J/kg] total energy per unit mass 
FB [N/m] blade force 
F,G [-] inviscid flux vectors 

Fv,Gv [-] viscous flux vectors 
hto [J/kg] total enthalpy per unit mass 
Hn [-] normal flux function 
i,j [-] spatial variables for indexing 
k [m2/s2] turb. kinetic energy per unit mass 
L [m] lenght 
n [-] normal to the surface 
nx, ny [m] components of normal vector 
p [Pa] static pressure 
p* [Pa] static pressure, turbulent kinetic 

energy is included 
qi [J/m2/s] components of heat flux vector 
rn

(i) [-] right normal eigenvectors 
R [J/kg/K] specific gas constant, residual [-] 
S [-] vector of source term 
t [s,-] time, unit normal direction to n 
u [m/s] tangential velocity 
U [-] vector of conservative variables, 

free stream velocity 
u,v [m/s] components of velocity vector 
Vn [m/s] velocity normal to the surface 
w [m/s] relative velocity 
W [-] vector of characteristic variables 
x, y [m] Cartesian coordinates in space 
 
Variables (Greek) 
αk [-] const. for the Runge-Kutta time it. 

***
00 ,,,,, σσξββα  [-] Wilcox model constants 

δ [m] thickness of the boundary layer 
∆ [-] difference 
λn

(i) [-] eigenvalues 
µ [Ns/m2] molecular viscosity 
µt [Ns/m2] turbulent viscosity 
ρ [kg/m3] density 
τi,j [N/m2] stress tensor components 
ω [1/s] specific dissipation rate 
Ω [m2] area of the finite volume 
 
Subscripts and Superscripts 
¯ vector, time average 
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~ Favre (mass) average 
ˆ Roe average state space 
1,2 inlet and outlet 
n variables normal to the surface 
T turbulent 
 
Abbreviations 
DNS : Direct Numerical Simulation 
HCF : High Cycle Fatigue 
L : left 
LES : Large Eddy Simulation 
Nf : number of faces 
R : right 
RANS : Reynolds Averaged Navier-Stokes 
RSM : Reynolds Stress Model 

1. INTRODUCTION 
Axial compressors of gas turbines using both 

aeronautical and industrial applications are designed 
for operating on optimum or near optimum 
performance at peak efficiency with high power to 
weight ratio. Because of guaranteeing design 
parameters, satisfying constraints come from 
structural stress and fatigue with respecting optimal 
power to weight ratio, design of blade geometry 
leads to compromise and the operation is performed 
near to fatigue limit. Hence, any kind of fault 
occurred in manufacturing or maintenance can 
cause a dramatic change on lifetime curve, which 
can lead faster fatigue and crash before overhaul. 

A gas generator operated in one of the national 
power plant was tripped due to a surge. According 
to the failure investigation, a stator blade of stage 7 
was crashed probably by fatigue fracture and a 
cracking was observed in a stator blades at stage 6. 
The most probable cause of the failures was the 
aerodynamic induced HCF due to the stage 6 stator 
blade segment 6 most likely being installed the 
wrong way around.  

There are different possibilities to model fluid 
dynamics phenomena in the opposite way installed 
stator segment. Today’s intensively developing 
CFD (Computational Fluid Dynamics) methods 
such as DNS (direct numerical simulation) 
[7,9,10,12] and LES (large eddy simulation) [10,11] 
are confined to low Reynolds number from purely 
computational consideration. They require a huge 
amount of computational time and memory 
comparing to the conventional flow solvers. 
However, on a physical standpoint, two-equation 
closure modelling can be properly employed such 
as to capture the basic mechanisms related to 
turbulence and separation. Hence, k-ω turbulence 
model is developed in the structured finite volume 
framework for modelling fluid flow in the cascade. 

Although the application of commercial codes 
would also have been a possible way for the 
simulation, the deeper understands of flow physics 
and the knowledge of program structure allow 

easier implementation of the expected 
modifications. 

2. NUMERICAL METHOD 
The flow in axial compressor cascade belongs 

to continuum flow regime, because the Knudsen 
number is less then 0.001. Hence, the Navier-Stokes 
equation can be used for modelling. 

2.1. Governing Equations 
The conservative form of the unsteady 

compressible Navier-Stokes equations in 2 spatial 
dimensions without body forces and internal heat 
generation in the Cartesian coordinate system are 
given by [4]: 
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2.2. Numerical Discretization 
In this project the finite volume discretization is 

applied, because it tries to combine the geometrical 
flexibilities of the finite element method with the 
discretization flexibility of the finite difference 
method. In order to pass from a continuous to a 
discrete form, the unknown in a general finite 
volume of the partitioned computational domain is 
defined as: 

∫∫=
Ω

Ω
Ω

UdU
j

j
1 .  (5) 

Roe’s approximate Riemann solver is used for 
the discretization of convective terms at the cell 
interfaces: 
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MUSCL (Monotone Upstream Schemes for 
Conservation Laws) approach is used for higher 
order spatial extension and MinMod limiter for 
monotoniticy preserving [13]: 

( ) ( )
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Central discretization is applied for diffusive terms. 

2.3. Turbulence Modelling 
The most widespread turbulence models in the 

industrial application are the two equations ones. 
Amongst them, the k-ω models are not as popular 
as the k-ε, but it shows sophisticated results in many 
areas, for example in case of handling surface 
roughness. The Wilcox k-ω two-equation model has 
been implemented for turbulence modelling [14]. 

2.4. Time Integration 
The final form of the discretized equation is 

given by: 
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where the convective total flux function is next: 
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the diffusive total flux function is next: 
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and the source term is given by: 
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4th order Runge-Kutta method is used for time 
stepping:  

n
ijij UU =0  

10 −ℜ∆+= k
ijkij

k
ij tUU α  

k
ij

n
ij UU =+1 , 

(14) 

where 4,3,2,1=k  and 

14
1
+−

=
kkα . (15) 

The conservative variables can be computed at 
each cell centre for the next time step and only the 
primitive variables are used from the previous time 
step. 
 

2.5. Boundary Conditions 
In case of information-propagation dominated 

systems the method of characteristics play a 
significant role in determining of the number of 
physical and numerical boundary conditions. Linear 
extrapolation technique is used for specifying 
numerical conditions in general and no slip 
boundary condition is applied at solid surfaces. 

 

2.6. Validation of the Code 
In the following sections numerical results are 

presented for the test problem of transonic channel 
over circular bump and compression corner. 

The first test case is transonic channel over 
circular bump, in where the flow enters into the 
channel with Mach number 0.85 and a shockwave 
develops over the circular bump. The bump has 4.2 
% maximum thickness. In the inlet plane the total 
pressure, total temperature, and flow angles are 
specified as physical boundary conditions. The 
static pressure corresponding an isentropic flow at 
Mach=0.85 is imposed at the outlet. Under these 
conditions the flow expands in the rear part of the 
bump up to a Mach number of about 1.2 and ends 
up into a week shock wave to allow the recovery of 
the free stream conditions. The results of FLUENT 
and own code are compared to each other. The 
Mach number iso-lines show reasonable deflection 
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in Figure 1, however the present method predicts 
the shockwave earlier. The shape of the geometry 
and the thickness of the boundary layer have a 
dominant effect on the location of the shockwave. 
Different numerical methods have different inherent 
mechanism to model boundary layer and shock 
wave – boundary layer interaction. The boundary 
layer seems to be thinner at the downstream of the 
circular bump in case of the commercial code 
compared to the own one. Hence, the shockwave 
triggered earlier in case of our model. 

 

Figure 1. Mach number distribution in transonic 
channel over circular bump test case (dotted 
line: FLUENT, continuous line: recent code) 

In the second test case a ramp with 20 degrees 
slope angle is located in the flow channel. The air 
enters into a channel with Mach number 2.85. 
Before the ramp an oblique shockwave develops. 
The geometry and Mach number distribution can be 
found in Figure 2. The numerical results of the own 
code and RSM model [1] are compared with each 
other without significant deviation. 

Figure 2. Mach number distribution in 
compression corner test case (upper figure: RSM 
model [1], lower figure: recent code)  

More information about the numerical method 
and the validation of the code are available in 
[6,13]. 

3. NUMERICAL ANALISYS ON ORIGIN 
OF FLOW SEPARATION INDUCED 
VIBRATION 
A gas generator operated in one of the national 

power plants was tripped due to a surge. Borescope 
inspection revealed damage to the compressor from 
stage 7 rearwards. According to the failure 
investigation reported by an inspectorate company, 
a stator blade of stage 7 was crashed probably by 
fatigue fracture and a cracking was observed in 
stator blade stage 6. The most probable cause of the 
failure of the stage 7 stator blade at this stage was 
aerodynamic induced HCF cracking due to the stage 
6 stator blade segment 6 most likely being installed 
the wrong way around. The HCF would be 
originated by the high frequency vortex separation 
near to the natural frequency of the blade at stator 
of stage 6. Hence, numerical investigation is 
presented in this chapter to model flow field in 
reverse mode installed stator to recover fluid 
dynamics phenomena. 
 

    
Figure 3. Geometry and meshing of compressor 
stator segment at stage 6 
 

In reality eight blades belong to a segment of 
the stator at stage 6, but for the sake of numerical 
simplification four blades are used in modelling of 
the cascade. Two of them, which are inserted in 
reverse mode, are located at the middle part, while 
the other two ones are over and below of them in 
correct mode as it can be seen in Figure 3. 
Structured, stretching based numerical grid 
generator is also developed for the viscous solver to 
recover flow structures in the high gradient flow 
field. 

Suction side of blade Nr. 1

Blade Nr. 2 

Blade Nr. 3 

Pressure side 
of blade Nr. 1
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Previous analytical calculation is used to 
recover physical boundary conditions gives total 
inlet pressure: 796127 Pa, total inlet temperature: 
530.7 K, inlet flow angle: 43o

, inlet turbulence 
intensity: 0.01, static outlet pressure: 654600 Pa. 
Amongst them, at the blade walls no-slip condition 
and at the periodic walls periodic boundary 
condition is used. 

Performing numerical calculation huge 
periodically repeated vortex system is evolved at 
the suction surface of both blades at reverse 
installation. An instantaneous plot about the flow  

Figure 4. Mach number and turbulent kinetic 
energy distribution of an instantaneous plot by 
iso-contours in the investigated blade 
configuration 
 
field can be found in Figure 4. It has been observed 
that the separation starts at the leading edge, as a 
direct consequence of reversing blade segment 
installation. Vortices are generated and enhance 
each other by means of co-rotating behaviour and 
they obtain kinetic energy from the main flow field.  

More information can be obtained about the 
separated flow by focusing only the physical 
phenomena occurred on the suction and pressure 
surface of incorrectly placed blades.  

 
 
 
 
 
 
 
 

Figure 5. Instantaneous Mach number 
distribution with stream traces at left: upper and 
right: lower blade locations 

 
Stream lines in Figure 5 show the vortex 

systems over the suction side of the upper (blade 
number 3) and lower (blade number 2). In case of 
upper blade, the flow channel is tubbier compared 
to the lower one, hence the effect of the opposite 

blade to force flow to be reattached is lower. So, the 
intensity of turbulent kinetic energy at suction 
surface is higher in the upper located blade. Flow 
separation also can be observed at the pressure side 
near to the trailing edge. The adverse pressure 
gradient is higher between the suction surface of 
blade 1 and pressure side of blade 2, because the 
local variation of the cross sectional area is 
increased more intensively. Strongly separated 
pulsating flow evolution is amplified by the 
interaction of separated vortices coming from the 
suction and pressure side. This pulsation has a 
certain periodicity, which can play a significant role 
in the blade excitations and so the vibrations. 
Hence, the determination of the intensity and 
frequency of blade forces are devoted to the next 
paragraph is crucial. 

In order to get quantitative information about 
the oscillating flow field the blade forces are 
calculated over the profiles: 

dAt
dn
dUdAnpFB ∫ ∫+= µ  (16) 

The definition of the boundary layer is used to 
get an estimate of the velocity gradient near the 
wall, by which the velocity returns to its free stream 
condition: 

δ
U

dn
dU

≈  (17) 

In this case the wall shear stress – which is 
approximately constant in the inner layer where   
n/δ ≤ 0.1 – is under estimated, so the turbulent 
viscosity is included in (16). 

The evolution of the magnitude of blade force 
acting over unit span in the function of time is 
plotted in Figure 6. The flow instability generates  
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fluctuating blade forces, which has a significant 
amplitude and frequency. The non-stationary flow 
separation can be observed in Fig. 4 over blades 
number 2 and 3, meanwhile the flow around blade 
number 1 seems to be uniform. The intensities of 
the forces are not a straightforward consequence of 
the flow disturbances. Indeed, although the blade 
number 2 and 3 are inserted in the opposite way, the 
blade number 3 has much higher amplitude of the 
oscillation compared to blade number 2. In order to 
expose the reason of the variance, the pressure 
distribution is plotted and analysed. The time 
evolution of the pressure distributions over the 
given profiles can be found in the same figure in 
Figure 7 to 9 respectively. The dispersions of the 
curves are higher in case of blade 1 and 3, 
 
 
 

 
 

Figure 7. Time evolution of pressure 
distributions over blade profile number 1  
 
 
 

 
 

Figure 8. Time evolution of pressure 
distributions over blade profile number 2  
 
 
 

 
 
 

 
 

Figure 9. Time evolution of pressure 
distributions over blade profile number 3  
 
 
which is the reason of the more intensive force 
oscillation.  

Suction and pressure side of the profiles bound 
different flow channels. The shape of the channels 
is in the strong relation of their average pressure. 
The flow channel between the suction surface of 
blade 1 and pressure surface of blade 2 has lower 
pressure level then the other two channels because 
of narrower flow path. This level of pressure field is 
the same magnitude as the pressure field near the 
suction surface of blade 2, which is triggered by the 
separation. Hence, the average variation of blade 
loading is less in case of blade 2 compared to the 
blade 1 and 3. The force component coming from 
shear stress is not included in the investigation 
presented above, because its effect is negligible 
compared to the pressure force. 

In combined stress point of view the twisting 
moment has the same magnitude influence on 
fatigue then the bending moment. Hence, beside the 
magnitude, the point of attack of the reduced force 
is crucial to determine. The twisting moment can be 
calculated in the function of distance between the 
point of attack of the reduced force and the centre 
of twisting of the blade. The time evolutions of the 
locations of the reduced forces are found in Figure 
10 to 12, which belong to blade number 1 to 3 
respectively. It can be observed, that the arm of 
twisting of blade number 2 and 3 can be two times 
higher compared to blade number 1. 
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Figure 10. The time evolution of the location of 
the reduced force at the blade number 1 

 
 

 

Figure 11. The time evolution of the location of 
the reduced force at the blade number 2 

 
 

 

Figure 12. The time evolution of the location of 
the reduced force at the blade number 3 

 

Taking above consideration, the most critical 
part of the cascade contains reverse installing blades 
is the first blade pair, which are shown in Figure 13 
with circle. The separated vertices excite blades and 
the oscillating force can lead to HCF. Moreover, the 
fluctuating eddies live the cascade can cause serious 
problems in the later stages, as it can be seen in the 
domain of influence of separated flow in Figure 13 
denoted by hatching. 
 
 

 
 

Figure 13. Domain of influence of flow 
separation (hatched area) with velocity triangle 
 

4. CONCLUSIONS 
 

A 2D Navier-Stokes solver is developed to 
model flow field and to recover the root of HCF, 
which is excited by separation in the axial 
compressor stator at reverse segment installation. 

The numerical code is based on structured, cell 
centered finite volume method. The governing 
equations in conservative form are deduced with 
using Favre averaging to filter local fluctuations. 
The convective terms are discretized by Roe 
approximated Riemann method. Central 
discretization is applied for diffusive terms. 
MUSCL approach is implemented for higher order 
spatial reconstruction with Mulder limiter for 
monotonicity preserving. Wilcox k-ω two equations 
turbulence model is used for turbulence modelling. 
The system of equation is solved by time accurate 
4th order Runge-Kutta method.  

Performing numerical analysis, the time 
accurate computations show an intensive repeated 
vortex separation originated from the suction 
surface of the incorrect mode installed blades. 
Although the frequency of vortices is at about 2.5 
kHz, it is difficult to give a correct estimation for 
the coincidence of the exciting and natural 
frequency. Three of the most important reasons of 
that is the complex, deeply stochastic feature of the 
turbulence, fluid-structure interaction and the 
complex 3D effect.  

Rotor of 
stage 7 

Stator of 
stage 7 

w1
w2

u

c1
c2

Stator of 
stage 6 

Damaged blade  
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The periodicity of the leaving vertices can be 
changed – mostly based on the effects described 
before – by which the time interval of HCF can be 
stretched. So, the crack by HCF can not be occurred 
within an occasional short time period as usual, but 
it can be extended in the function of probability rate 
of the appearance of the separated vertices.  

The flow simulation described herein tries to 
give a possible answer for the separation excited 
intermittent vibration, which can lead a fatigue 
crack as it was observed on the specific blades at 
incorrect blade installation. Based on a report of the 
inspectorate company, the blade of the stator at the 
stage 7 is shown in Fig. 13. as “Damaged blade” 
was suffered from fatigue crash by means of 
metallurgical investigation. Analytical and 
numerical methods were used in the coupled 
manner to determine spreading of the intensive 
vortex shedding from the stator blade row of the 
stage 6 to the direction of stage 7. It can be 
concluded that the blade, which was crashed by the 
fatigue fracture is in the most designated area of the 
spreading vortices, while the rotor of stage 7 
transports them to the direction of stator of stage 7. 
Hence, the separated flow with stochastic 
intermittent fluctuation of vortices as described 
before comes from the stator of stage 6 can cause a 
serious vibration and HCF, which finally can lead to 
the crash as it was reported by the inspectorate 
company. Of course, the intensity and frequency of 
vortex system are changed across the rotor blades, 
hence, for determining quantitative parameters a 
more complex geometrical reconstruction of the 
computational domain; including 3D stator-rotor-
stator interaction using sliding mesh coupling with 
LES or DNS simulation are indispensable to be 
made. 

As a short summary, it be concluded that the 
fluctuating separations generate oscillating blade 
forces, which are mostly caused by pulsating 
pressure field over the blades. The magnitude of the 
twisting moment arm is significant and the altering 
position of the reduced force is responsible for the 
pulsating twisting moment completing the 
combined stress. The swirling flow leaves the 
cascade can cause vibration in the further part of the 
compressor, too. 
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Bányai, T. 902
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Furmánek, P. 249

G

Gabi, M. 845, 1020
Gaffie, D. 923
Ganzevles, F. 607
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